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#### Abstract

In this paper, uncertainty propagation problems are addressed by modelling the non-deterministic parameters as an interval field to account for spatial dependency. The interval field is constructed using a recently proposed B-spline based interval field decomposition method, which is related to an explicit formulation composed of B-spline basis functions and corresponding interval field coordinates, which can be incorporated directly into the governing equation of the boundary value problems. The solution to the governing equation can be approximated by a B-spline basis expansion using the collocation method taking advantage of highdegree continuity of B-spline basis functions. In this way, the crisp bounds of the output can be effectively accounted for. Numerical cases are provided to illustrate the effectiveness of the proposed method. The impact of the influence radius, the results obtained using an interval variable model and the combined impact of multiple uncertain parameters are also studied. Furthermore, for discretised problems, the interval field finite element formulation is presented and the resulting bounds of the output are determined by the Neumann expansion method, by which the extreme values can be effectively approximated.
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## 1. Introduction

Uncertainties in parameters are present in nearly all practical engineering problems, posing substantial challenges to predicting realistic responses and designs. Solutions to such problems are often sought traditionally through probability theory by quantifying the uncertainties in a probabilistic approach [1, 2]. However, the determination of the Probability Density Function (PDF) demands a large amount of experimental data, which is often unavailable in reality. As a result, non-probabilistic methods emerge as viable alternatives [3, 4] that can evaluate the performance of a system under investigation without the need for a PDF. Typical methods included in the non-probabilistic approaches are interval analysis [5-7], fuzzy set

[^0]
## Nomenclature

| Abbre | viations | $\mathrm{T}_{\mathrm{e}}$ | Local-global transformation matrix |
| :---: | :---: | :---: | :---: |
| BIFD | B-spline based interval field decomposition | $\mathrm{T}_{\text {e }}$ | Transformation matrix for local to global |
| IDW | Inverse Distance Weighting |  | stiffness matrix |
| IFCs | Interval field coordinates | $\mathbf{u}_{(n)}$ | $n$-th order approximation of the displace- |
| Lb | Lower bound |  | ment vector |
| LIFD | Local interval field decomposition | $\nu^{\text {I }}$ | Interval filed of kinematic viscosity |
| MC | Monte-Carlo | $\xi_{i}^{\text {I }}$ | Interval field coordinates |
| PDEs | Partial Differential equations | $\Xi$ | Knot vector |
| PDF | Probability Density Function | $B_{i, k}$ | The $i$-th B-spline function of degree $k$ |
| Ub | Upper bound | $D_{T}$ | Measure of temperature variability |
| Symbo | ols | $D_{u}$ | Measure of displacement variability |
| $\boldsymbol{\sigma}_{\mathrm{e}}^{(n)}$ | $n$-th order approximation of the elemental stress vector | $H_{c}$ | Interval center |
| $\kappa^{\text {I }}$ | Interval field of thermal conductivity | $H_{r}$ | Interval radius |
| $\mathbb{E}^{\text {I }}$ | Interval filed of Young's modulus | $h$ | Mesh size |
| B | The strain-displacement matrix | $I(x)$ | Moment of inertia of the beam cross-section |
| $\mathrm{D}^{\text {I }}$ | Non-deterministic elasticity matrix | $p^{\mathrm{I}}(x, \boldsymbol{\eta})$ | Interval filed of external transverse load |
| $\mathbf{K}_{\text {e }}^{\text {I }}$ | Non-deterministic element stiffness matrix | $R_{d}$ | Influence radius |

theory [8, 9 ] and evidence theory [10, 11], to name a few. In these methods, the PDF of the input is replaced by the upper and lower bounds of the input parameters. When inputs become multi-dimensional, the output bounds can be obtained through vertex analysis [12, 13] since the assumption is made that there is no mutual dependency among input variables. Such an assumption may lead to the dependency phenomenon [14], which often results in over-conservative results.

Other important issues related to the dependency phenomenon are the inability to take into account spatial dependencies while modelling position-related uncertainties, such as inhomogeneous material properties, and the intensive computational cost of the vertex analysis. To tackle such problems, Moens et al [15] proposed the concept of 'interval field' that models the uncertain parameters as spatially correlated interval variables distributed in the field. The original form of the interval field formulation is explicit, composed of several pre-defined control points and basis functions. This formulation uses the Inverse Distance Weighting
(IDW) interpolation method, with weightings inversely related to the distances between the local point and control points. Further extensions involve improvements in its capability to address the local effects [16, 17]. Another explicit formulation of modelling an interval field is the Local interval field decomposition (LIFD) method 18, in which a set of piecewise second-order polynomial functions is set as the basis functions. The LIFD method accounts for the local effects at the cost of an increased computational burden. Recently, the authors of the present paper proposed the B-spline based interval field decomposition (BIFD) method [19], in which the basis functions are chosen as continuity-manipulatable B-spline basis functions. Apart from a more intuitive expression that directly shows the interval properties of the field, the fast evaluation of B-spline functions facilitates the modelling of complicated multi-dimensional problems. This paper investigates extensions of the BIFD method and demonstrates that this formulation of the interval field can be readily incorporated into the governing equation of the system under investigation, facilitating the analysis of uncertainty propagation by providing closed-form solutions for output bounds in some cases.

It should be noted that other interval field modeling formulations, besides explicit ones, are available in the literature, for instance, the K-L expansion based formulation [20, 21] and the convex descriptors based formulation [22, 23]. These methods typically require the eigenpair of the knowledge-based correlation functions, often adopting a set of truncated terms to reduce the dimension of the problem at the cost of restricting the source of uncertainties to a few interval coordinates. For an extensive overview of interval field formulations, readers can refer to [24].

A key research topic in interval field modelling is the uncertainty propagation through a system, which is often termed the forward problem. Many investigations on forward problems have been conducted with uncertain parameters modelled using various interval field formulations introduced above. Sofi [25] studied the Euler-Bernoulli beams subjected to static loads with interval-field-modelled elastic properties predicting the bounds of the transversal displacement. Jiang et al [26] investigated the dynamic responses of a vibration system with multiple degrees of freedom subjected to time-varying external loads, modelled as an interval process. Chen et al [27] studied the dynamic response of a simplified dynamic finite element model of a lunar lander with its Young's modulus modelled as a 1D interval field. Although these studies demonstrate that interval field formulations can be effectively integrated into systems and account for crisp output bounds, few can directly work with Partial Differential equations (PDEs) in boundary value problems, typically requiring a discretised system equation. This paper demonstrates that, by using the BIFD method, the system equation can integrate the interval field formulation, and can be solved using the collocation method, with the approximated solution represented by a B-spline basis expansion, which is computationally manageable thanks to the high continuity of B-spline basis functions. Moreover, in specific scenarios, the output bounds can be predicted using optimisation methods or approximation methods without requiring Monte-Carlo (MC) simulations. In addition to those approaches, a new interval field finite element method has been proposed for addressing uncertainty propagation in practical engineering problems.

The remainder of this paper is organised as follows. Section 2 briefly reviews the BIFD formulation.

Section 3 investigates a sequence of boundary value problems. First, a steady-state heat conduction problem is studied to illustrate the possibility of using an optimisation method to determine the output bounds. Next, the Burgers' equation with spatially varying kinematics viscosity is solved to investigate the uncertainty propagation through time and space. Lastly, an Euler-Bernoulli beam with both spatially varying Young's modulus and external loads is studied. The interval field finite element method is presented in Sec 4 with a 2 D square plane case to illustrate the effective and efficient approximation of output bounds using the Neumann expansion method.

## 2. B-spline based interval field decomposition (BIFD) method

### 2.1. Interval analysis

This section provides a preliminary overview of interval analysis. An interval scalar, denoted as $X^{\mathrm{I}}$, is a convex subset of the domain $\mathbb{R}$ constrained by its lower bound $X$ and upper bound $\bar{X}$ expressed as

$$
\begin{equation*}
X^{\mathrm{I}}=[\underline{X}, \bar{X}]=\{X \in \mathbb{R}, \underline{X} \leq X \leq \bar{X}\} \tag{1}
\end{equation*}
$$

for which the interval centre, $X_{c}$, and the interval radius, $X_{r}$, are defined as

$$
\begin{equation*}
X_{c}=\frac{X+\bar{X}}{2}, \quad X_{r}=\frac{X-\bar{X}}{2} . \tag{2}
\end{equation*}
$$

An interval vector $\mathbf{X}^{\mathrm{I}} \in \mathbb{R}^{\mathrm{n}}$ is defined as a set of interval scalars as

$$
\mathbf{X}^{\mathrm{I}}=\left\{\begin{array}{c}
X_{1}^{\mathrm{I}}  \tag{3}\\
X_{2}^{\mathrm{I}} \\
\vdots \\
X_{n}^{\mathrm{I}}
\end{array}\right\} .
$$

The sample space of the interval vector $\mathbf{X}^{I}$ is a multi-dimensional hypercube, within which each interval scalar are mutually independent. For a deterministic function $\mathbf{Y}=f(\mathbf{X})$, subjected to a vector input $\mathbf{X}$ taken values from an interval vector $\mathbf{X}^{\mathrm{I}}$, the set of all outputs can also be treated as an interval vector such as

$$
\begin{equation*}
\mathbf{Y}^{\mathrm{I}}=\left\{\mathbf{Y} \in \mathbb{R}^{\mathrm{m}} \mid Y_{i} \in\left[\underline{Y}_{i}, \bar{Y}_{i}\right]\right\} \tag{4}
\end{equation*}
$$

where

$$
\begin{aligned}
& \underline{Y}_{i}=\min _{\mathbf{X} \in \mathbf{X}^{\mathrm{I}}} f_{i}(\mathbf{X}), \\
& \bar{Y}_{i}=\max _{\mathbf{X} \in \mathbf{X}^{\mathrm{I}}} f_{i}(\mathbf{X}),
\end{aligned}
$$

where $f_{i}(\mathbf{X})$ denotes the $i$-th output generated by $f(\mathbf{X})$. The determination of the bounds of the output interval vector usually requires global optimisation methods. The results can be conservative if the correlations within the components of the input are omitted, which leads to the so-called dependency phenomenon. In this regard, modelling the input as an interval field offers a feasible way to alleviate this phenomenon.

### 2.2. The BIFD formulation

In the 1D BIFD formulation, an interval field $\mathbb{H}^{\mathrm{I}}$ is defined as the following expansion [19]

$$
\begin{equation*}
\mathbb{H}^{\mathrm{I}}(x)=H_{c}+H_{r} \sum_{i=1}^{N} B_{i, k}(x) \xi_{i}^{\mathrm{I}}, x \in \Omega_{D} \tag{5}
\end{equation*}
$$

where $H_{c}$ and $H_{r}$ are respectively the interval centre and interval radius, $\Omega_{D}$ is the continous 1 D domain of interest and $\left\{B_{i, k}\right\}$ are the B-spline basis functions of degree $k$, which can be obtained recursively through the Cox-de Boor formula [28], such as for $k=0$

$$
B_{i, 0}(x)= \begin{cases}1 & t_{i} \leq x<t_{i+1}  \tag{6}\\ 0 & \text { otherwise }\end{cases}
$$

and for $k>0$

$$
\begin{equation*}
B_{i, k}(x)=\frac{x-t_{i}}{t_{i+k}-t_{i}} B_{i, k-1}(x)+\frac{t_{i+k+1}-x}{t_{i+k+1}-t_{i+1}} B_{i+1, k-1}(x), \tag{7}
\end{equation*}
$$

where $t_{i}$ is knot values taken from an equispaced knot vector $\Xi=\left\{t_{1}, t_{2}, \ldots, t_{N+k+1}\right\}$ that encloses the domain of interest and $\xi_{i}^{\mathrm{I}}=\left\{\xi_{i} \mid-1 \leq \xi_{i} \leq 1\right\} i=1, \ldots, N$ are unitary interval scalars that are called interval field coordinates (IFCs) in this paper. The space between adjacent knots $\Delta t=\left|t_{i}-t_{i+1}\right|, 1 \leq i \leq N+k$ is related to the influence radius of the interval field $R_{d}=(k+1) \Delta t / 2$, which indicates the distance over which the B-spline basis function has a non-zero support. The value of $N$ is determined as $N=\operatorname{ceil}(L / \Delta t)$, where $L$ is the length of $\Omega_{D}$. The B-spline basis functions have beneficial properties such as controllable continuity, linear independence, non-negativity and partition of unity. The partition of unity is vital to form a bounded field. The presented BIFD formulation can effectively model an interval field with bounds [ $H_{c}-H_{r}, H_{c}+H_{r}$ ] and influence radius $R_{d}$, which indicates the spatial dependency among field points. Two examples of the interval fields generated using (5) are provided in Fig. 1 . The algorithmic procedure to construct a 1D homogeneous interval field can be seen in Algorithm 1. For multi-dimensional interval field construction and the inhomogeneous variants, as well as the relationship between 'influence radius' and commonly used 'correlation length' in the probabilistic community, interested readers are referred to [19].

## 3. Uncertainty propagation in solving boundary value problems

In this section, three distinct types of boundary value problems are studied to demonstrate the implementation of the BIFD formulation directly in the boundary value problems. The approach can be applied to other types of boundary value problems.

### 3.1. Steady-state heat conduction problem

In this section, a 1D steady-state heat conduction problem with non-deterministic parameters is investigated. Heat conduction equations are often used for determining the spatial temperature distribution of a homogeneous material where the thermal conductivity is seen as a constant parameter [29, 30]. In the

Algorithm 1: 1D homogeneous interval field construction by BIFD
Input : Interval centre $H_{c}$, interval radius $H_{r}$, degree $k$.
(1) Determine the influence radius $R_{d}$ and derive the knot span $\Delta t=2 R_{d} /(k+1)$.
(2) Extend $k \Delta t$ to the left side of the domain $\Omega,|\Omega|=L$, and extend $(N+k) \Delta t-L$ to the right side of the domain, where $N=\operatorname{ceil}(L / \Delta t)$.
(3) Discretise the extended field domain into $N+2 k$ elements with element size $\Delta t$ and take all nodes to form the knot vector $\hat{\Xi}$.
(4) Build a set of B-spline basis functions of degree $k$ with a total number $N$ based on the knot vector $\Xi$.
(5) Generate realisations of $\left\{\xi_{i}\right\}_{i=1}^{N}$.
(6) Generate the interval field through (5).


Fig. 1. Interval fields on the domain $\Omega=[-1,1]$ with $H_{c}=0, H_{r}=1$ and (a) $R_{d}=0.1[\mathrm{~m}]$; (b) $R_{d}=0.5$ [m]. Each case contains five realisations.
present case, the thermal conductivity is considered non-deterministic and is modelled as an interval field. Define the domain of interest as $\Omega=[0, L]$. The non-deterministic problem within domain $\Omega$ can be stated mathematically as

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial x}\left[\kappa^{\mathrm{I}}(x, \boldsymbol{\xi}) A \frac{\partial T}{\partial x}\right]+s(x)=0  \tag{8}\\
T(0)=c_{1}, T(L)=c_{2}
\end{array}\right.
$$

where $A$ is a constant denoting the section area, $c_{1}$ and $c_{2}$ are the boundary temperature values of the system, $s(x)$ is the source term and $\kappa^{\mathrm{I}}(x, \boldsymbol{\xi})$ is the thermal conductivity, which is modelled as an interval field as

$$
\begin{equation*}
\kappa^{\mathrm{I}}(x, \boldsymbol{\xi})=\kappa_{c}+\kappa_{r} \sum_{i=1}^{M} B_{i}(x) \xi_{i}^{\mathrm{I}} \tag{9}
\end{equation*}
$$

where $\kappa_{c}$ and $\kappa_{r}$ are respectively the interval centre and interval radius, $\left\{B_{i}\right\}_{i=1}^{M}$ is a set of cubic B -spline basis functions with an influence radius $R_{d}$, which satisfies the partition of unity on $\Omega$ and $\boldsymbol{\xi}=\left\{\xi_{i}^{\mathrm{I}}\right\}$ is a set of IFCs. The solutions of (8) can be represented using cubic B-spline basis functions. Let the domain $\Omega$ be divided by
a mesh size $h$ into $N$ elements and define a new knot vector $\hat{\Xi}=[-3 h,-2 h, \ldots, N h, \ldots,(N+2) h,(N+3) h]$. A new set of cubic B-spline basis functions $\left\{\hat{B}_{j}\right\}_{j=1}^{N+3}$ can be defined on the basis of $\hat{\Xi}$. Note that for the accuracy purpose, $h \leq R_{d} / 2$ should be satisfied so that $M \leq N+3$ and the local effects modelled by $\left\{B_{i}\right\}$ can be fully captured by $\left\{\hat{B}_{j}\right\}$ [19]. The approximate solution of (8) can thus be expressed as

$$
\begin{equation*}
T(x)=\sum_{j=1}^{N+3} \hat{B}_{j}(x) t_{j} \tag{10}
\end{equation*}
$$

where $\left\{t_{j}\right\}_{j=1}^{N+3}$ are the coefficients to be computed. Substituting (9) and 10 into 8$)_{1}$ and assuming the source term to be zero, the following equation is obtained as

$$
\begin{equation*}
\left(\kappa_{r} \sum_{i=1}^{M} B_{i}^{\prime}(x) \xi_{i}^{\mathrm{I}}\right)\left(\sum_{j=1}^{N+3} \hat{B}_{j}^{\prime}(x) t_{j}\right)+\left(\kappa_{c}+\kappa_{r} \sum_{i=1}^{M} B_{i}(x) \xi_{i}^{\mathrm{I}}\right)\left(\sum_{j=1}^{N+3} \hat{B}_{j}^{\prime \prime}(x) t_{j}\right)=0 \tag{11}
\end{equation*}
$$

Equation (11) can be solved using the collocation method, taking advantage of the high-degree continuity of the B-spline basis functions. Considering in total $N+3$ unknowns to be solved, $N+1$ collocation points are required together with two boundary conditions to have sufficient number of equations to calculate the unknowns. Let $\left\{x_{k}\right\}_{k=1}^{N+1}=\{0, h, 2 h, \ldots, N h\}$ be the set of collocation points. Let $n_{c}=N+3$, the whole equation set can then be written as

$$
\left[\begin{array}{ccccc}
A_{11} & \cdots & A_{1 j} & \cdots & A_{1 n_{c}}  \tag{12}\\
\vdots & \ddots & \vdots & \cdots & \vdots \\
A_{k 1} & \cdots & A_{k j} & \cdots & A_{k n_{c}} \\
\vdots & \cdots & \vdots & \ddots & \vdots \\
A_{n_{c} 1} & \cdots & A_{n_{c} j} & \cdots & A_{n_{c} n_{c}}
\end{array}\right]\left\{\begin{array}{c}
t 1 \\
\vdots \\
t_{k} \\
\vdots \\
t_{n_{c}}
\end{array}\right\}=\left\{\begin{array}{c}
b_{1} \\
\vdots \\
b_{k} \\
\vdots \\
b_{n_{c}}
\end{array}\right\}
$$

where

$$
\begin{gather*}
A_{k j}=\left(\kappa_{r} \sum_{i=1}^{M} B_{i}^{\prime}\left(x_{k}\right) \xi_{i}\right) \hat{B}_{j}^{\prime}\left(x_{k}\right)+\left(\kappa_{c}+\kappa_{r} \sum_{i=1}^{n_{c}} B_{i}\left(x_{k}\right) \xi_{i}\right) \hat{B}_{j}^{\prime \prime}\left(x_{k}\right), 1 \leq k \leq n_{c}-2,1 \leq j \leq n_{c} \\
A_{n_{c}-1 j}=\hat{B}_{j}(0), A_{n_{c} j}=\hat{B}_{j}(L), 1 \leq j \leq n_{c}  \tag{13}\\
b_{k}=0,1 \leq k \leq n_{c}-2, b_{n_{c}-1}=c_{1}, b_{n_{c}}=c_{2}
\end{gather*}
$$

The above equations can be written into matrix form as

$$
\begin{equation*}
\mathbf{A t}=\mathbf{b} \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{A}=\left\{A_{k j}\right\}, \mathbf{t}=\left[t_{1}, t_{2}, \ldots, t_{n_{c}}\right]^{\mathrm{T}}, \mathbf{b}=\left[b_{1}, b_{2}, \ldots, b_{n_{c}}\right]^{\mathrm{T}} \tag{15}
\end{equation*}
$$

Finally, the upper and lower bounds of the approximate solution $T(x)$ can be determined through an optimisation method, such as

$$
\begin{align*}
& \text { obj. } \min \hat{\mathbf{B}}(x)^{\mathrm{T}} \mathbf{t} \& \max \hat{\mathbf{B}}(x)^{\mathrm{T}} \mathbf{t}, \forall x \in \Omega  \tag{16}\\
& \text { s.t. } \xi_{i} \in[-1,1],
\end{align*}
$$

where $\hat{\mathbf{B}}(x)=\left[\hat{B}_{1}(x), \hat{B}_{2}(x), \ldots, \hat{B}_{n_{c}}(x)\right]^{\mathrm{T}}$. The authors would like to note that an explicit solution to (14) can only be achieved with acceptable time cost when the problem is in a small scale, e.g. less than 10 IFCs involved. Otherwise, the computational burden can be massive and numerical approaches would be a better choice.

To demonstrate the method, an example is analysed with parameters given as follows: $L=2, R_{d}=2$, $c_{1}=0, c_{2}=1, h=1, \kappa_{c}=1$, and $\kappa_{r}=0.5$. The explicit results of $\mathbf{t}$ with respect to $\left\{\xi_{i}\right\}$ can be found in Appendix A. The resulting bounds are obtained and plotted in Fig 2 . Note that when $\kappa_{r}=0$, the problem degenerates to a deterministic one and there would be no difference between the upper bound (indicated as 'Ub-Opt' in the figure) and the lower bound (indicated as 'Lb-Opt' in the figure), since the only uncertain source is eliminated from the system. For comparison, the MC method is also used to compute the upper and lower bounds of the approximated solution with $10^{6}$ realisations, labeled as 'Ub-MC' and 'Lb-MC' in the figure. It is observed that the bounds obtained from MC method agrees well with those obtained using the optimisation method.


Fig. 2. Steady-state heat conduction problem, bounds obtained by optimisation method.

Note that if the thermal conductivity is modelled as an interval variable instead of an interval field, e.g. the uncertainty is not spatially dependent, the resulting temperature distribution would be no different from the deterministic case under the same conditions stated in the above example. Indeed, it can clearly be seen in (8) that when there is no source term, a spatially constant value of the thermal conductivity would be factorised and thus be eliminated from the equation. However, when taking into account the spatial variability, a clear distinction between the non-deterministic and deterministic model can be observed from the results. To quantify such a difference, a spatially averaged measure of the temperature variability can
be defined as

$$
\begin{equation*}
D_{T}=\frac{1}{L} \int_{0}^{L} \sqrt{\left(\mathrm{Ub}_{T}(x)-T_{d}(x)\right)^{2}+\left(\mathrm{Lb}_{T}(x)-T_{d}(x)\right)^{2}} \mathrm{~d} x \tag{17}
\end{equation*}
$$

where $\mathrm{Ub}_{T}(x)$ and $\mathrm{Lb}_{T}(x)$ denote respectively the upper and lower bounds of the temperature at position $x$ and they will be mainly obtained by MC approach. $T_{d}(x)$ denotes the deterministic solution. The results are collected in Fig 3, which shows the development of $D_{T}$ with respect to the non-dimensionalised variable $R_{d} / L$. It is foreseeable that $D_{T}$ converges to zero when $R_{d} / L$ is very large, as in this case the interval field degenerates to an interval variable and thus both $\mathrm{Ub}_{T}$ and $\mathrm{Lb}_{T}$ degenerate to the deterministic result. It can also be seen that $D_{T}$ reaches its maximum value at around $R_{d} / L=0.5$, where $\mathrm{Ub}_{T}$ and $\mathrm{Lb}_{T}$ exhibit significant differences from the deterministic results. The temperature variability is reduced as $R_{d} / L$ decreases until $R_{d} / L$ becomes smaller than 0.05 where $D_{T}$ starts to increase afterwards. The reason for this is that when the interval field has small influence radius, the interval variables in the field only correlate to a limited range of other variables but can be quite different from variables outside the influence radius, so that in a global viewpoint the results are homogenised. However, not only the value of the interval variables but also their derivatives appear in the system equation. When the influence radius continues to decrease, the derivatives of the interval field take effect so that the homogenisation effect is deteriorated.


Fig. 3. Difference metric to the deterministic results of the steady-state heat conduction problem.

### 3.2. The Burgers' equation problem

In this section, the Burgers' equation with spatially varying kinematic viscosity is under investigation. The Burgers' equation arises in various physical problems such as viscous flow and turbulence, shock wave propagation and gas dynamics. For decades, plenty of efforts have been made to efficiently solve the Burgers' equation and various numerical approaches have been proposed 31-33. Particular attention is paid in this
work to model the kinematic viscosity as an interval field and to study uncertainty propagation in both time and space. To achieve this goal, the BIFD method is used to model the interval field and the collocation method with cubic B-spline basis functions is used for solving the nonlinear boundary value problem.

The non-deterministic Burgers' equation on domain $\Omega=[0, L]$ is expressed as

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\alpha u \frac{\partial u}{\partial x}=\nu^{\mathrm{I}}(x, \boldsymbol{\xi}) \frac{\partial^{2} u}{\partial x^{2}}, x \in \Omega, t \in[0, T] \tag{18}
\end{equation*}
$$

with the initial and boundary conditions as

$$
\left\{\begin{array}{l}
u(x, 0)=h_{0}(x), x \in \Omega  \tag{19}\\
u(0, t)=g_{0}(t), u(L, t)=g_{L}(t), t \in[0, T]
\end{array}\right.
$$

where $\alpha$ is a positive constant and $\nu^{\mathrm{I}}(x, \boldsymbol{\xi})$ is the kinematic viscosity and is considered to vary spatially with bounds as

$$
\begin{equation*}
\nu^{\mathrm{I}}(x, \boldsymbol{\xi})=\nu_{c}+\nu_{r} \sum_{i=1}^{M} B_{i}(x) \xi_{i}^{\mathrm{I}} \tag{20}
\end{equation*}
$$

where $\nu_{c}$ and $\nu_{r}$ are the interval centre and interval radius, respectively, $\left\{B_{i}\right\}_{i=1}^{M}$ are a set of cubic B-spline basis functions satisfying partition of unity on $\Omega$ with an influence radius $R_{d}$, and $\boldsymbol{\xi}=\left\{\xi_{i}^{\mathrm{I}}\right\}$ are a set of IFCs. To solve equations (18), as performed in the last case, the domain $\Omega$ is discretised into $N$ elements with mesh size $h\left(h \leq R_{d} / 2\right)$ to form a knot vector $\hat{\Xi}=[-3 h,-2 h, \ldots, N h, \ldots,(N+2) h,(N+3) h]$. A set of cubic B-spline basis functions $\left\{\hat{B}_{j}\right\}_{j=1}^{N+3}$ can be defined based on $\hat{\Xi}$ and it forms a basis on $\Omega$. To form a diagonally dominant coefficient matrix of the system for handling Dirichlet boundary conditions [31, the following modifications are performed to get a new set of basis functions $\left\{\tilde{B}_{j}\right\}_{j=1}^{N+1}$ as

$$
\begin{cases}\tilde{B}_{1}(x)=2 \hat{B}_{1}(x)+\hat{B}_{2}(x) & \text { for } j=1  \tag{21}\\ \tilde{B}_{2}(x)=\hat{B}_{3}(x)-\hat{B}_{1}(x) & \text { for } j=2 \\ \tilde{B}_{j}(x)=\hat{B}_{j+1}(x) & \text { for } j=3, \ldots, N-1 \\ \tilde{B}_{N}(x)=\hat{B}_{N+1}(x)-\hat{B}_{N+3}(x) & \text { for } j=N \\ \tilde{B}_{N+1}(x)=\hat{B}_{N+2}(x)+2 \hat{B}_{N+3}(x) & \text { for } j=N+1\end{cases}
$$

The approximation to the exact solution of 18 can thus be represented as

$$
\begin{equation*}
\tilde{u}(x, t)=\sum_{j=1}^{N+1} \tilde{B}_{j}(x) u_{j}(t), x \in \Omega, t \in[0, T] \tag{22}
\end{equation*}
$$

Let the knots within $\Omega$, e.g. $\left\{x_{j}\right\}=\{0, h, \ldots,(N-1) h, N h\}$, be the collocation points. The approximate time derivative of the $i$ th collocation point at time $t$ is represented by $\left(\tilde{u}_{t}\right)_{i}$. Using 22 and the modified basis functions 21, the time derivatives at the collocation points are obtained as

$$
\begin{cases}\left(\tilde{u}_{t}\right)_{1}=\dot{g}_{0}(t) & \text { for } j=1  \tag{23}\\ \left(\tilde{u}_{t}\right)_{j}=\sum_{l=1}^{N+1} \dot{u}_{l} \tilde{B}_{l}\left(x_{j}\right) & \text { for } j=2, \ldots, N \\ \left(\tilde{u}_{t}\right)_{N+1}=\dot{g}_{L}(t) & \text { for } j=N+1\end{cases}
$$

Taking into account (18) and 20, (23) becomes

$$
\left\{\begin{align*}
\sum_{l=1}^{N+1} \dot{u}_{l} \tilde{B}_{l}(0)= & \dot{g}_{0}(t) \text { for } j=1  \tag{24}\\
\sum_{l=1}^{N+1} \dot{u}_{l} \tilde{B}_{l}\left(x_{j}\right)= & -\alpha\left(\sum_{j=1}^{N+1} \tilde{B}_{j}(x) u_{j}(t)\right)\left(\sum_{j=1}^{N+1} \tilde{B}_{j}^{\prime}(x) u_{j}(t)\right)+\left(\nu_{c}+\nu_{r} \sum_{i=1}^{M} B_{i}\left(x_{j}\right) \xi_{i}^{\mathrm{I}}\right)\left(\sum_{j=1}^{N+1} \tilde{B}_{j}^{\prime \prime}(x) u_{j}(t)\right) . \\
& \text { for } j=2, \ldots, N \\
\sum_{l=1}^{N+1} \dot{u}_{l} \tilde{B}_{l}(L)= & \dot{g}_{L}(t) \text { for } j=N+1
\end{align*}\right.
$$

Note that for cubic B-spline basis functions, their evaluations together with the first and second derivatives at the collocation points are summarised in Table 1 . The coefficient matrix for the system of ordinary

Table 1: Evaluations and derivatives of B-spline basis functions at knots $x_{j}, 2 \leq j \leq N$.

| $x$ | $x_{j-2}$ | $x_{j-1}$ | $x_{j}$ | $x_{j+1}$ | $x_{j+2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\tilde{B}_{j}(x)$ | 0 | $1 / 6$ | $2 / 3$ | $1 / 6$ | 0 |
| $\tilde{B}_{j}^{\prime}(x)$ | 0 | $1 / 2 h$ | 0 | $-1 / 2 h$ | 0 |
| $\tilde{B}_{j}^{\prime \prime}(x)$ | 0 | $1 / h^{2}$ | $-2 / h^{2}$ | $1 / h^{2}$ | 0 |

differential equations can be obtained as

$$
\begin{equation*}
\mathbf{C} \dot{\mathbf{u}}=\mathbf{d} \tag{25}
\end{equation*}
$$

where

$$
\mathbf{C}=\left[\begin{array}{ccccc}
1 & 0 & & & \\
1 / 6 & 2 / 3 & 1 / 6 & & \\
& \ldots & \ldots & \ldots & \\
& & \cdots & \ldots & \ldots \\
& & 1 / 6 & 2 / 3 & 1 / 6 \\
& & & 0 & 1
\end{array}\right], \dot{\mathbf{u}}=\left[\begin{array}{c}
\dot{u}_{1} \\
\dot{u}_{2} \\
\cdots \\
\cdots \\
\dot{u}_{N} \\
\dot{u}_{N+1}
\end{array}\right], \mathbf{d}=\left[\begin{array}{c}
d_{1} \\
d_{2} \\
\ldots \\
\cdots \\
d_{N} \\
d_{N+1}
\end{array}\right]
$$

$d_{1}=\dot{g}_{0}(t)$, for $j=1$
$d_{j}=-\alpha / 6\left(u_{j-1}(t)+2 u_{j}(t)+u_{j+1}(t)\right) 1 / 2 h\left(u_{j-1}-u_{j+1}\right)+\left(\nu_{c}+\nu_{r} \sum_{i=1}^{M} B_{i}\left(x_{j}\right) \xi_{i}^{\mathrm{I}}\right) 1 / h^{2}\left(u_{j-1}-2 u_{j}+u_{j+1}\right)$
for $j=2, \ldots, N$
$d_{N+1}=\dot{g}_{L}(t)$, for $j=N+1$.
The complete solution of (18) can be determined by solving with an initial displacement vector $\mathbf{u}_{0}$ being determined by the initial and boundary conditions as

$$
\begin{equation*}
\mathbf{C u}^{0}=\mathbf{b}^{0} \tag{26}
\end{equation*}
$$

where

$$
\mathbf{u}^{0}=\left[\begin{array}{c}
u_{1}^{0} \\
u_{2}^{0} \\
\cdots \\
u_{N}^{0} \\
u_{N+1}^{0}
\end{array}\right], \mathbf{d}^{0}=\left[\begin{array}{c}
g_{0}(0) \\
h_{0}\left(x_{2}\right) \\
\cdots \\
h_{0}\left(x_{N}\right) \\
g_{L}(0)
\end{array}\right]
$$

By sampling the IFCs $\left\{\xi_{i}^{I}\right\}$ through the MC approach for the realisations of the kinematic viscosity interval field, the uncertainty propagation is investigated in the process of solving the system equations. During the process, the upper bound $\mathrm{Ub}_{u}(x, t)$ and lower bound $\mathrm{Lb}_{u}(x, t)$ of the solution are obtained and compared with the deterministic result $u_{d}(x, t)$, in which the interval radius $\nu_{r}$ is set to zero. Like (17), a deviation metric $D_{u}$ is defined to quantify the propagation of uncertainty with time as

$$
\begin{equation*}
D_{u}(t)=\frac{1}{L} \int_{0}^{L} \sqrt{\left(\mathrm{Ub}_{u}(x, t)-u_{d}(x, t)\right)^{2}+\left(\mathrm{Lb}_{u}(x, t)-u_{d}(x, t)\right)^{2}} \mathrm{~d} x \tag{27}
\end{equation*}
$$

An example is presented here to illustrate the use of the method mentioned above. The parameters used in the example are set as follows: $L=2, T=1, \alpha=2, \nu_{c}=0.6, \nu_{r}=0.2$ and $R_{d}=1$. The initial and boundary conditions are given as

$$
\begin{equation*}
h_{0}(x)=\frac{2 \nu \pi \sin \pi x}{\alpha+\cos \pi x}(\alpha>1) \text { and } g_{0}(t)=0, g_{L}(t)=0 \tag{28}
\end{equation*}
$$

The analytical solution to the deterministic problem $\left(\nu_{r}=0\right)$ is

$$
\begin{equation*}
u(x, t)=\frac{2 \nu_{c} \pi \mathrm{e}^{-\pi^{2} \nu_{c} t} \sin \pi x}{\alpha+\mathrm{e}^{-\pi^{2} \nu_{c} t} \cos \pi x} \tag{29}
\end{equation*}
$$

In this case, a total number of $10^{5}$ realisations are performed by the MC approach, and at each time step the upper and lower bounds of the results (indicated by 'Ub-IF' and 'Lb-IF' ) are determined and compared with the upper and lower bounds obtained by modelling $\nu$ as an interval variable (indicated by 'Ub-IV' and 'Lb-IV') and the deterministic result, as shown in Fig.4. It can be observed that in general the bound curves of the interval variable case are enclosed by those of the interval field case, yielding conservative results. Besides, at the initial time step, there are three positions in which the values are deterministic: two boundaries and the middle position $(x=1$ ), where Ub-IF (Ub-IV) and Lb-IF (Lb-IV) are equal to the deterministic result due to the enforcement of the initial condition. As time progresses, the results of the interval variable model and the deterministic model are fixed at the middle position, whereas those of the interval field model are not. Consequently, the most significant differences between the results from the interval field and the interval variable model are the bounds in the proximity of the middle position, where the bounds of the results of the interval variable model are apparently narrower than those of the interval field model.

A further analysis is conducted regarding the propagation of the difference metric $D_{u}$ with time for various influence radii, as depicted in Fig 5 . It shows that the influence radii of the kinematic viscosity


Fig. 4. Time snapshot of the solutions to the Burgers' equation in the example at (a) $t=0.00$; (b) $t=0.05$; (c) $t=0.20$; (d) $t=0.50$.
interval field will affect the decreasing rate of $D_{u}$. Roughly speaking, when $R_{d}<0.5$ the decreasing rates of $D_{u}$ decrease with the increase of $R_{d}$; while the trend is opposite for $R_{d}>0.5$. Moreover, the rates of the results have a transition point at around $t=0.2$ where the decreasing rates shrink significantly. Especially for $R_{d} \geq 5$, a rebound trend of $D_{u}$ can be found between $t=0.2$ and $t=0.6$. The limit case is the results from the interval variable ('IV' in the figure) model, which corresponds to $R_{d} \rightarrow \infty$ exhibiting a similar trend with the case $R_{d}>2$. The authors would like to note that the decrease of $D_{u}$ with time does not necessarily mean that the uncertainty level is reduced as time progresses, because the deterministic result is also decreasing. To illustrate this point, the upper and lower bounds of the interval field model in Fig 4 are non-dimensionalised with the deterministic result by using $u^{*}=u / u_{d}$, where $u_{d}$ denotes the deterministic result, and are shown in Fig 6. Five time snapshots at $t=\{0,0.25,0.5,0.75,1\}$ are taken and only half of the domain is presented because of symmetry. It can be seen that the uncertainty level actually increases rather than decreases with time for the upper bounds, and lower bounds experience fluctuations over time. Besides, at each time instant the uncertainty level is almost spatially uniform except for the points close to the middle position, where the deterministic result is zero.


Fig. 5. Difference metric to the deterministic results of the Burgers' equation.


Fig. 6. The non-dimensionlised results for (a) the upper bounds; (b) the lower bounds.

### 3.3. Euler-Bernoulli beam with spatially varying Young's modulus and external loads

The last case concerns the deformation of a cantilever beam under an external transverse force. Linear elastic material is used. Both Young's modulus and the applied force are considered uncertain quantities and are modelled as interval fields. The governing equation for this problem on the domain $\Omega=[0, L]$ can be written as

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}\left[E^{\mathrm{I}}(x, \boldsymbol{\xi}) I(x) \frac{\mathrm{d}^{2} w}{\mathrm{~d} x^{2}}\right]=p^{\mathrm{I}}(x, \boldsymbol{\eta}), x \in \Omega \tag{30}
\end{equation*}
$$

with its boundary conditions (fixed at $x=0$ and free at $x=L$ ) as

$$
\begin{gather*}
w(x=0)=0,\left.\quad \frac{\mathrm{~d} w}{\mathrm{~d} x}\right|_{x=0}=0, \\
\left.\frac{\mathrm{~d}^{2} w}{\mathrm{~d} x^{2}}\right|_{x=L}=0,-\left.\frac{\mathrm{d}}{\mathrm{~d} x}\left[E^{\mathrm{I}}(x, \boldsymbol{\xi}) I(x) \frac{\mathrm{d}^{2} w}{\mathrm{~d} x^{2}}\right]\right|_{x=L}=0, \tag{31}
\end{gather*}
$$

where $w$ is the transverse displacement of the beam, $I(x)$ denotes the moment of inertia of the beam cross section and is assumed to be a constant, e.g. $I(x)=I . E^{\mathrm{I}}(x, \boldsymbol{\xi})$ and $p^{\mathrm{I}}(x, \boldsymbol{\eta})$ are respectively the non-deterministic spatially varying Young's modulus and external transverse load, which in this case are modelled as interval fields and are controlled by independent sets of IFCs $\boldsymbol{\xi}=\left\{\xi_{i}^{\mathrm{I}}\right\}_{i=1}^{M}$ and $\boldsymbol{\eta}=\left\{\eta_{i}^{\mathrm{I}}\right\}_{i=1}^{M}$ as

$$
\begin{align*}
E^{\mathrm{I}}(x, \xi) & =E_{c}+E_{r} \sum_{i=1}^{M} B_{i}(x) \xi_{i}^{\mathrm{I}} \\
p^{\mathrm{I}}(x, \eta) & =p_{c}+p_{r} \sum_{i=1}^{M} B_{i}(x) \eta_{i}^{\mathrm{I}}, \tag{32}
\end{align*}
$$

where $E_{c}$ and $E_{r}$ are the interval centre and interval radius of Young's modulus, similarly, $p_{c}$ and $p_{r}$ are those of the external transverse load. $\left\{B_{i}(x)\right\}_{i=1}^{M}$ is a set of cubic B-spline basis functions satisfying partition of unity on $\Omega$, and $M$ is the total number of the B-spline basis functions.


Fig. 7. The numerical result with $E_{r}=0, p_{r}=0$ and the analytical result for the cantilever beam problem.

In order to solve 30 by B-spline collocation method, which is a forth-order differential equation, the approximate solution should be represented by quintic B-spline bases. As performed in the above cases, domain $\Omega$ is discretised into $N$ elements with element size $h$ so that $L=N h$. A new knot vector can be defined as $\hat{\Xi}=[-5 h,-4 h, \ldots, 0, h, \ldots, N h, \ldots,(N+4) h,(N+5) h]$, based on which the quintic B-spline
bases $\left\{\hat{B}_{j}\right\}_{j=1}^{N+5}$ are defined. The approximated solution to 30 is obtained as

$$
\begin{equation*}
\hat{w}(x)=\sum_{j=1}^{N+5} \hat{B}_{j}(x) w_{j} \tag{33}
\end{equation*}
$$

where $\left\{w_{j}\right\}_{j=1}^{N+5}$ are nodal values to be determined. Substitute 32 and 33$)$ into 30 , the following expression is obtained as

$$
\begin{equation*}
E_{r} \sum_{i=1}^{M} B_{i}^{\prime \prime}(x) \xi_{i}^{\mathrm{I}} I(x) \sum_{j=1}^{N+5} \hat{B}_{j}^{\prime \prime}(x) w_{j}+\left(E_{c}+E_{r} \sum_{i=1}^{M} B_{i}(x) \xi_{i}^{\mathrm{I}}\right) \sum_{j=1}^{N+5} \hat{B}_{j}^{(4)} w_{j}=p_{c}+p_{r} \sum_{i=1}^{M} B_{i}(x) \eta_{i}^{\mathrm{I}} \tag{34}
\end{equation*}
$$

Note that in (34), a total number of $N+5$ unknowns are to be solved. The collocation points are set as knots within $\Omega$, i.e. $\left\{x_{j}\right\}=[0, h, 2 h, \ldots,(N-1) h, N h]$. Together with four boundary conditions 31), the problem is ready to be tackled. The procedure to derive the nodal values $\left\{w_{j}\right\}_{j=1}^{N+5}$ is much like the ones that have been described in the last two cases and will not be repeated here.

A numerical case is analysed using the following parameters: $E_{c}=10, p_{c}=1, L=2, R_{d}=0.5$ and $I=1$. Firstly, to check the correctness of the method in a deterministic context, let $E_{r}=0$ and $p_{r}=0$ so the uncertainties are eliminated from the system turning the non-deterministic problem into a deterministic one. The result is compared with the analytical result below

$$
\begin{equation*}
w(x)=-\frac{p_{c}}{24 E_{c} I} x^{2}\left(x^{2}-4 L x+6 L^{2}\right) \tag{35}
\end{equation*}
$$

and is shown in Fig.7. The numerical results agree with the analytical result, indicating that the B-spline basis functions can represent the spatially varying solution with good accuracy.

Secondly, keep $E_{r}=0$ and set $p_{r}=0.1 p_{c}$, in which case only the external transverse load is considered non-deterministic. The result is compared with the case in which only the Young's modulus is considered nondeterministic where $E_{r}=0.1 E_{c}$ and $p_{r}=0$, as shown in Fig 8 (a) and (b). The results of the case where both $p$ and $E$ are considered non-deterministic (i.e. $p_{r}=0.1 p_{c}$ and $E_{r}=0.1 E_{c}$ ) are shown in Fig. 8 (c). Besides, in each figure the resulting bounds with the non-deterministic quantities modelled as interval variables are also presented for comparison. It is observed that the results show no noticeable difference between modelling $p$ as an interval field or as an interval variable when $p$ is the only non-deterministic quantity. However, the resulting bounds of the interval field modelling of $E$ are obviously wider than those of the interval variable modelling. The reason for that lies in the fact that the gradient of the interval field of $E$ takes part in the procedure solving the governing equation, as shown in (34), while the information related with the interval field of the external transverse load only appears at the right hand side of the equation.

## 4. Interval field finite element method

### 4.1. Interval field finite element formulation

As a complement to the previous sections, the interval field finite element method (IFFEM) is discussed in this section by incorporating the BIFD interval field formulation into solving a FEM problem. A 2D


Fig. 8. (a) Results bounds with only $p$ considered non-deterministic; (b) result bounds with only $E$ considered nondeterministic; (c) result bounds with both $p$ and $E$ considered non-deterministic.
numerical case will be presented to demonstrate the application of the method. For a typical linear elastic FEM problem, the domain of interest $\Omega$ can be discretised by several finite elements, e.g. $\Omega=\bigcup_{i \in I} \Omega_{i}$ where $I$ denotes the set of all element indices. The equilibrium equation of an element can be constructed as

$$
\begin{equation*}
\mathbf{K}_{\mathrm{e}} \mathbf{u}_{\mathrm{e}}=\mathbf{F}_{\mathrm{e}} \tag{36}
\end{equation*}
$$

where $\mathbf{u}_{\mathrm{e}}$ is the element-based vector of nodal displacements, $\mathbf{F}_{\mathrm{e}}$ is the element-based vector of nodal force. $\mathbf{K}_{\mathrm{e}}$ is the elemental stiffness matrix that has the form of

$$
\begin{equation*}
\mathbf{K}_{\mathrm{e}}=\int_{\Omega_{\mathrm{e}}} \mathbf{B}^{\mathrm{T}} \mathbf{D B} t \mathrm{~d} \Omega \tag{37}
\end{equation*}
$$

where $\mathbf{B}$ is the strain-displacement matrix, $t$ is the thickness and $\mathbf{D}$ is the elasticity matrix comprised of material parameters such as the Young's modulus $E$ and Poisson's ratio $\nu$. In the non-deterministic setting, the uncertainties in the material properties can be taken into account, making $\mathbf{D}$ a non-deterministic matrix. For instance, an interval field model of Young's modulus with an interval centre $E_{c}$, interval radius $E_{r}$ and
influence radius $R_{d}$ has the form of

$$
\begin{equation*}
\mathbb{E}^{\mathrm{I}}(\mathbf{x}, \boldsymbol{\xi})=E_{c}+E_{r} \sum_{i}^{m} B_{i}(\mathbf{x}) \xi_{i}^{\mathrm{I}}, \mathbf{x} \in \Omega \tag{38}
\end{equation*}
$$

where $\mathbb{E}^{\mathrm{I}}(\mathbf{x}, \boldsymbol{\xi})$ is expanded by second order 2D B-splines basis functions $\left\{B_{i}(\mathbf{x})\right\}_{i=1}^{m}$ that have support in $\Omega$ and are controlled by the influence radius, and $\boldsymbol{\xi}=\left\{\xi_{i}^{\mathrm{I}}\right\}_{i=1}^{m}$ are IFCs. Ensure the mesh size $h$ satisfies $h \leq R_{d} / 2$ to capture the local fluctuations in Young's modulus. Under these conditions, the elasticity matrix becomes non-deterministic. Assuming the problem is in the plane stress condition, the explicit expression of the non-deterministic elasticity matrix can be represented as

$$
\begin{equation*}
\mathbf{D}^{\mathrm{I}}(\mathbf{x}, \boldsymbol{\xi})=\mathbb{E}^{\mathrm{I}}(\mathbf{x}, \boldsymbol{\xi}) \hat{\mathbf{D}}=\mathbf{D}_{0}+\sum_{i=1}^{m} \mathbf{D}_{i} \xi_{i}^{\mathrm{I}} \tag{39}
\end{equation*}
$$

with

$$
\hat{\mathbf{D}}=\frac{1}{1-\nu^{2}}\left[\begin{array}{ccc}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & (1-\nu) / 2
\end{array}\right], \mathbf{D}_{0}=E_{c} \hat{\mathbf{D}}, \mathbf{D}_{i}=E_{r} B_{i}(\mathbf{x}) \hat{\mathbf{D}}
$$

Consequently, the element stiffness matrix can be expressed as

$$
\begin{equation*}
\mathbf{K}_{\mathrm{e}}^{\mathrm{I}}\left(\mathbf{x}, \boldsymbol{\xi}^{\mathrm{I}}\right)=\int_{\Omega_{\mathrm{e}}} \mathbf{B}^{\mathrm{T}} \mathbf{D}^{\mathrm{I}}(\mathbf{x}, \boldsymbol{\xi}) \mathbf{B} t \mathrm{~d} \Omega=\mathbf{K}_{0, \mathrm{e}}+\sum_{i=1}^{m} \mathbf{K}_{i, \mathrm{e}} \xi_{i}^{\mathrm{I}}, \tag{40}
\end{equation*}
$$

with

$$
\mathbf{K}_{0, e}=\int_{\Omega_{\mathrm{e}}} \mathbf{B}^{\mathrm{T}} \mathbf{D}_{0} \mathbf{B} t \mathrm{~d} \Omega, \quad \mathbf{K}_{i, \mathrm{e}}=\int_{\Omega_{\mathrm{e}}} \mathbf{B}^{\mathrm{T}} \mathbf{D}_{i} \mathbf{B} t \mathrm{~d} \Omega
$$

The global stiffness matrix and force vector can be obtained as

$$
\begin{align*}
& \mathbf{K}^{\mathrm{I}}(\mathbf{x}, \boldsymbol{\xi})=\sum_{\mathrm{e}=1}^{n_{\mathrm{e}}} \mathbf{T}_{\mathrm{e}}^{\mathrm{T}} \mathbf{K}_{\mathrm{e}}^{\mathrm{I}}(\mathbf{x}, \boldsymbol{\xi}) \mathbf{T}_{\mathrm{e}}=\mathbf{K}_{0}+\sum_{i=1}^{m} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}},  \tag{41}\\
& \mathbf{F}=\sum_{\mathrm{e}=1}^{n_{\mathrm{e}}} \mathbf{T}_{\mathrm{e}}^{\mathrm{T}} \mathbf{F}_{\mathrm{e}} \mathbf{T}_{\mathrm{e}},
\end{align*}
$$

with

$$
\mathbf{K}_{0}=\sum_{\mathrm{e}=1}^{n_{\mathrm{e}}} \mathbf{T}_{\mathrm{e}}^{\mathrm{T}} \mathbf{K}_{0, \mathrm{e}} \mathbf{T}_{\mathrm{e}}, \quad \mathbf{K}_{i}=\sum_{\mathrm{e}=1}^{n_{\mathrm{e}}} \mathbf{T}_{\mathrm{e}}^{\mathrm{T}} \mathbf{K}_{i, \mathrm{e}} \mathbf{T}_{\mathrm{e}}
$$

where $\mathbf{T}_{\mathrm{e}}$ denotes the matrix transforming the local stiffness matrix into the global stiffness matrix and $n_{\mathrm{e}}$ is the total number of elements. The equilibrium equation for the system can thus be expressed as

$$
\begin{equation*}
\mathbf{K}^{\mathrm{I}}(\mathbf{x}, \boldsymbol{\xi}) \mathbf{u}=\left(\mathbf{K}_{0}+\sum_{i=1}^{m} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right) \mathbf{u}=\mathbf{F} . \tag{42}
\end{equation*}
$$

Note that due to the interval matrix $\mathbf{K}^{\mathrm{I}}(\mathbf{x}, \boldsymbol{\xi})$ the displacement vector to be sought also becomes an interval vector, e.g. $\mathbf{u}=\mathbf{u}^{\mathrm{I}}(\mathbf{x}, \boldsymbol{\xi})=\left(\mathbf{K}_{0}+\sum_{i=1}^{m} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{-1} \mathbf{F}$. In most cases, the direct solution to this problem is not available due to the inversion term and thus approximate methods or the MC approach are often used
instead. In what follows, the Neumann expansion method [34, 35] is used to approximate the bounds of the output. The Neumann expansion allows us to represent the inversion term as

$$
\begin{align*}
& \left(\mathbf{K}_{0}+\sum_{i=1}^{m} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{-1}=\left(\mathbf{I}+\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{-1} \mathbf{K}_{0}^{-1} \\
& \approx\left[\mathbf{I}-\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}+(-1)^{2}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{2}+\cdots+(-1)^{n}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{n}\right] \mathbf{K}_{0}^{-1}, \tag{43}
\end{align*}
$$

where $n$ is the truncation order. The convergence can be guaranteed provided the following condition is satisfied as

$$
\begin{equation*}
\rho\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right) \leq 1 \tag{44}
\end{equation*}
$$

where $\rho(\cdot)$ denotes the spectral radius. The error of the Neumann expansion can be obtained as

$$
\begin{align*}
e & =\left\|\left(\mathbf{K}_{0}+\sum_{i=1}^{m} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{-1}-\left[\mathbf{I}-\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}+\cdots+(-1)^{n}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{n}\right] \mathbf{K}_{0}^{-1}\right\|_{2} \\
& =\left\|(-1)^{n+1}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{n+1}\left(\mathbf{K}_{0}+\sum_{i=1}^{m} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{-1}\right\|_{2}  \tag{45}\\
& \leq\left\|\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{n+1}\right\|_{2}\left\|\left(\mathbf{K}_{0}+\sum_{i=1}^{m} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{-1}\right\|_{2} .
\end{align*}
$$

In light of 44 , a sufficient but not necessary condition for the convergence of the Neumann expansion can be expressed as

$$
\begin{equation*}
\left\|\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i}\right\|_{2}<1 \tag{46}
\end{equation*}
$$

With such a condition satisfied, the error will reduce as the number of the truncated terms increases. Denoting $\mathbf{u}_{0}=\mathbf{K}_{0}^{-1} \mathbf{F}$, the displacement can be represented as

$$
\begin{align*}
\mathbf{u} & \approx \mathbf{u}_{0}-\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}} \mathbf{u}_{0}+(-1)^{2}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{2} \mathbf{u}_{0}+\cdots+(-1)^{n}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{n} \mathbf{u}_{0}  \tag{47}\\
& \approx \mathbf{u}_{0}-\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}} \mathbf{u}_{0}
\end{align*}
$$

The second line of 47) represents the approximation of the displacement by keeping only the first-order component, which is generally a good approximation in practical engineering problems when the uncertainty level is not prominent. In this case, the upper and lower bounds of the displacement can be analytically obtained as

$$
\left\{\begin{array}{l}
\mathbf{u}^{\mathrm{U}}=\mathbf{u}_{0}+\sum_{i=1}^{m}\left|\mathbf{K}_{0}^{-1} \mathbf{K}_{i} \mathbf{u}_{0}\right|  \tag{48}\\
\mathbf{u}^{\mathrm{L}}=\mathbf{u}_{0}-\sum_{i=1}^{m}\left|\mathbf{K}_{0}^{-1} \mathbf{K}_{i} \mathbf{u}_{0}\right|
\end{array}\right.
$$

The interval stress analysis can be conducted similarly. Consider the elemental stress $\boldsymbol{\sigma}_{\mathrm{e}}=\left[\sigma_{\mathrm{e}, \mathrm{xx}}, \sigma_{\mathrm{e}, \mathrm{yy}}, \gamma_{\mathrm{e}, \mathrm{xy}}\right]^{\mathrm{T}}$ expressed as

$$
\begin{equation*}
\boldsymbol{\sigma}_{\mathrm{e}}=\mathbf{D}^{\mathrm{I}}(\mathbf{x}, \boldsymbol{\xi}) \mathbf{B T}_{\mathrm{e}} \mathbf{u} \tag{49}
\end{equation*}
$$

Substituting $\sqrt[39]{ }$ and $(47)_{2}$ into 49 , the approximate elemental stress can be derived as

$$
\begin{align*}
\boldsymbol{\sigma}_{\mathrm{e}} & \approx\left(\mathbf{D}_{0}+\sum_{i=1}^{m} \mathbf{D}_{i} \xi_{i}^{\mathrm{I}}\right) \mathbf{B} \mathbf{T}_{\mathrm{e}}\left(\mathbf{u}_{0}-\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}} \mathbf{u}_{0}\right) \\
& =\mathbf{D}_{0} \mathbf{B} \mathbf{T}_{\mathrm{e}} \mathbf{u}_{0}+\sum_{i=1}^{m}\left(\mathbf{D}_{i} \mathbf{B} \mathbf{T}_{\mathrm{e}} \mathbf{u}_{0}-\mathbf{D}_{0} \mathbf{B} \mathbf{T}_{\mathrm{e}} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \mathbf{u}_{0}\right) \xi_{i}^{\mathrm{I}}+\delta_{\xi \xi} \tag{50}
\end{align*}
$$

where $\delta_{\xi \xi}=-\left(\sum_{i=1}^{m} \mathbf{D}_{i} \xi_{i}^{\mathrm{I}}\right) \mathbf{B} \mathbf{T}_{\mathrm{e}}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}} \mathbf{u}_{0}\right)$. The elemental stress will have a linear relationship with $\boldsymbol{\xi}$ if further neglecting the term $\delta_{\xi \xi}$, so that its bounds can be approximated as

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}_{\mathrm{e}}^{\mathrm{U}} \approx \mathbf{D}_{0} \mathbf{B} \mathbf{T}_{\mathrm{e}} \mathbf{u}_{0}+\sum_{i=1}^{m}\left|\mathbf{D}_{i} \mathbf{B} \mathbf{T}_{\mathrm{e}} \mathbf{u}_{0}-\mathbf{D}_{0} \mathbf{B} \mathbf{T}_{\mathrm{e}} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \mathbf{u}_{0}\right|  \tag{51}\\
\boldsymbol{\sigma}_{\mathrm{e}}^{\mathrm{L}} \approx \mathbf{D}_{0} \mathbf{B} \mathbf{T}_{\mathrm{e}} \mathbf{u}_{0}-\sum_{i=1}^{m}\left|\mathbf{D}_{i} \mathbf{B} \mathbf{T}_{\mathrm{e}} \mathbf{u}_{0}-\mathbf{D}_{0} \mathbf{B} \mathbf{T}_{\mathrm{e}} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \mathbf{u}_{0}\right|
\end{array}\right.
$$

When the uncertainty level is substantial, the first-order approximation of the Neumann expansion may not be accurate enough for predicting the bounds of the output variables. In this case, more terms in the Neumann expansion should be kept to improve accuracy. Denoting $\mathbf{u}_{(n)}=\left[\mathbf{I}-\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{I}+\right.$ $\left.(-1)^{2}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{2}+\cdots+(-1)^{n}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{n}\right] \mathbf{u}_{0}$ as the $n$-th order approximation of the displacement vector. The upper and lower bounds of the $j$-th components of the displacement vector, denoted as $\mathbf{u}_{(n) j}$, can be obtained through solving the following optimisation problem stated as

$$
\begin{align*}
& \text { obj. } \min \mathbf{u}_{(n) j} \& \max \mathbf{u}_{(n) j}  \tag{52}\\
& \text { s.t. } \xi_{i} \in[-1,1], i=1,2, \ldots, m
\end{align*}
$$

The solution of the optimisation problem (52) can be determined via a suitable non-linear optimisation solver. After obtaining the solutions for both cases, the upper and lower bounds for $\mathbf{u}_{(n) j}$ can be expressed as

$$
\left\{\begin{array}{l}
\mathbf{u}_{(n) j}^{\mathrm{U}}=\mathbf{P}_{j}^{\mathrm{T}}\left[\mathbf{I}-\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{U}}+(-1)^{2}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{U}}\right)^{2}+\cdots+(-1)^{n}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{U}}\right)^{n}\right] \mathbf{u}_{0}  \tag{53}\\
\mathbf{u}_{(n) j}^{\mathrm{L}}=\mathbf{P}_{j}^{\mathrm{T}}\left[\mathbf{I}-\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{L}}+(-1)^{2}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{L}}\right)^{2}+\cdots+(-1)^{n}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{L}}\right)^{n}\right] \mathbf{u}_{0}
\end{array}\right.
$$

where $\left\{\xi_{i}^{\mathrm{U}}\right\}$ and $\left\{\xi_{i}^{\mathrm{L}}\right\}$ indicate the optimal solutions for the maximisation and minimisation problems, respectively, and $\mathbf{P}_{j}$ is a $\#$ dof $\times 1$ vector used to pick up the $j$-th component of the displacement vector with its $j$-th component being 1 and all other components being zero. Similarly, the $n$-th order approximation of the elemental stress vector can be expressed as

$$
\begin{equation*}
\boldsymbol{\sigma}_{\mathrm{e}}^{(n)}=\left(\mathbf{D}_{0}+\sum_{i=1}^{m} \mathbf{D}_{i} \xi_{i}^{\mathrm{I}}\right) \mathbf{B} \mathbf{T}_{\mathrm{e}}\left[\mathbf{I}+(-1) \sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}+\cdots+(-1)^{n}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \xi_{i}^{\mathrm{I}}\right)^{n}\right] \mathbf{u}_{0} \tag{54}
\end{equation*}
$$

The optimisation problem for solving the bounds of the $j$-th component of the elemental stress vector can be stated as

$$
\begin{align*}
& \text { obj. } \min \boldsymbol{\sigma}_{\mathrm{e} j}^{(n)} \& \max \boldsymbol{\sigma}_{\mathrm{e} j}^{(n)}  \tag{55}\\
& \text { s.t. } \xi_{i} \in[-1,1], i=1,2, \ldots, m
\end{align*}
$$

The resulting bounds for $\boldsymbol{\sigma}_{\mathrm{ej}}^{(n)}$ can be expressed as

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}_{\mathrm{e} j}^{\mathrm{U}(n)}=\mathbf{Q}_{j}^{\mathrm{T}}\left(\mathbf{D}_{0}+\sum_{i=1}^{m} \mathbf{D}_{i} \hat{\xi}_{i}^{\mathrm{U}}\right) \mathbf{B} \mathbf{T}_{\mathrm{e}}\left[\mathbf{I}+(-1) \sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \hat{\xi}_{i}^{\mathrm{U}}+\cdots+(-1)^{n}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \hat{\xi}_{i}^{\mathrm{U}}\right)^{n}\right] \mathbf{u}_{0}  \tag{56}\\
\boldsymbol{\sigma}_{\mathrm{e} j}^{\mathrm{L}(n)}=\mathbf{Q}_{j}^{\mathrm{T}}\left(\mathbf{D}_{0}+\sum_{i=1}^{m} \mathbf{D}_{i} \hat{\xi}_{i}^{\mathrm{L}}\right) \mathbf{B} \mathbf{T}_{\mathrm{e}}\left[\mathbf{I}+(-1) \sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \hat{\xi}_{i}^{\mathrm{L}}+\cdots+(-1)^{n}\left(\sum_{i=1}^{m} \mathbf{K}_{0}^{-1} \mathbf{K}_{i} \hat{\xi}_{i}^{\mathrm{L}}\right)^{n}\right] \mathbf{u}_{0}
\end{array}\right.
$$

where $\left\{\hat{\xi}_{i}^{U}\right\}$ and $\left\{\hat{\xi}_{i}^{L}\right\}$ indicate the optimal solutions for the maximisation and minimisation problems, respectively. $\mathbf{Q}_{j}$ is a $3 \times 1$ vector with the $j$-th component being 1 and others being zero.

### 4.2. Numerical case: square plane



Fig. 9. The square plane setting.

A linear elastic square plane with uncertain Young's modulus and uniform traction on its top edge will be presented as a demonstrative case, as shown in Fig 9 . The bottom edge of the plane is fixed and the thickness is $t$. The plane geometry is meshed into 16 equally sized elements with in total 25 nodes (20 nodes are active and marked red). The Young's modulus of the plane is characterised by an interval field with interval centre $E_{c}$, interval radius $E_{r}$ and influence radius $R_{d}$. The parameters used in this case are collected into Table 2 Two realisations of the Young's modulus interval field has been depicted in Fig 10 .

Table 2: Parameters for the square plane

| $L[\mathrm{~m}]$ | $E_{c}[\mathrm{~Pa}]$ | $E_{r}[\mathrm{~Pa}]$ | $\nu$ | $R_{d}[\mathrm{~m}]$ | $t_{y}[\mathrm{~Pa}]$ | $t[\mathrm{~m}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $2 \times 10^{11}$ | $2 \times 10^{10}$ | 0.3 | 0.5 | $1 \times 10^{9}$ | 0.001 |



Fig. 10. Two realisations of the Young's modulus interval field.

In the following analysis, the displacements in the $y$-direction of each active node and the elemental stress in the $y$-direction of each elements are examined. The convergence condition is satisfied after checking (46), enabling the Neumann expansion method to be employed. Using the Neumann expansion method elaborated in the last subsection, the upper and lower bounds of the displacement and elemental stress can be obtained and are compared with the bounds obtained by the MC approach with $10^{6}$ realisations. The results are presented in Fig 11. It can be observed that for both the displacement and the elemental stress, the bounds obtained by both methods match well. The stress bound curves approximated using the Neumann expansion method make a slightly narrower band than those of the MC approach, resulting in being enclosed by the latter. Furthermore, the results using the Neumann expansion method were obtained 3000 times faster than those using the MC approach, taking only a few seconds to compute.

In a situation where the uncertainty level becomes substantial, e.g. $E_{r} / E_{c}>0.1$, additional terms of the Neumann expansion should be considered to improve accuracy. In Table 3 and 4, three different levels of uncertainty, i.e. $E_{r} / E_{c}=\{0.1,0.3,0.5\}$ are investigated. The upper and lower bounds of the displacement and stress vectors are approximated by up to 4 th order Neumann expansion method and are compared with the corresponding results obtained by MC approach with a sample size of $10^{6}$. The relative error in the $L_{2}$ norm are calculated and presented in the tables. It can be observed that the first order approximation for bounds of displacement is satisfactory when $E_{r} / E_{c}=0.1$, whereas on other two uncertainty levels the errors increase significantly. However, the second order approximation can significantly improve the accuracy, keeping the error within $5 \%$. Moreover, the accuracy does not get further improvement when using third


Fig. 11. (a) Nodal displacement bounds and (b) elemental stress bounds in the y-direction achieved by the Neumann expansion method and the MC approach.
or fourth order approximation. As for predicting the bounds for the stress vector, the first order Neumann approximation can provide results with acceptable accuracy for the first two uncertainty levels. However, in the third case the approximated lower bound has more than $10 \%$ relative error compared with that of the MC approach. It can be improved by the second order Neumann approximation. However, it should be noted that since the second order and higher-order approximations require solving element-wise optimisation problems, the efficiency will decrease though it will still be more preferable than the MC approach.

Table 3: Relative error of the displacement vector $\left\|\mathbf{u}_{\mathrm{Neu}}-\mathbf{u}_{\mathrm{MC}}\right\|_{2} /\left\|\mathbf{u}_{\mathrm{MC}}\right\|_{2}$ for various $E_{r} / E_{c}$ levels with up to 4 th order approximation.

| $E_{r} / E_{c}$ | 1st (\%) |  | 2nd (\%) |  | 3rd (\%) |  | 4th (\%) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Ub | Lb | Ub | Lb | Ub | Lb | Ub | Lb |
| 0.1 | 2.15 | 2.41 | 0.25 | 0.34 | 0.26 | 0.34 | 0.26 | 0.34 |
| 0.3 | 8.14 | 11.63 | 1.02 | 1.19 | 1.04 | 1.26 | 1.05 | 1.25 |
| 0.5 | 23.67 | 31.58 | 1.51 | 3.26 | 1.47 | 2.29 | 1.46 | 2.30 |

Table 4: Relative error of the stress vector $\left\|\boldsymbol{\sigma}_{\mathrm{Neu}}-\boldsymbol{\sigma}_{\mathrm{MC}}\right\|_{2} /\left\|\boldsymbol{\sigma}_{\mathrm{MC}}\right\|_{2}$ for various $E_{r} / E_{c}$ levels with up to 4 th order approximation.

| $E_{r} / E_{c}$ | 1st (\%) |  | 2nd (\%) |  | 3rd (\%) |  | 4th (\%) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Ub | Lb | Ub | Lb | Ub | Lb | Ub | Lb |
| 0.1 | 0.72 | 0.92 | 0.77 | 0.87 | 0.79 | 0.88 | 0.79 | 0.88 |
| 0.3 | 2.52 | 3.98 | 2.37 | 2.81 | 2.95 | 3.16 | 2.80 | 3.26 |
| 0.5 | 5.17 | 10.29 | 3.90 | 5.63 | 7.85 | 5.06 | 5.92 | 6.24 |

## 5. Conclusions

This paper presents the uncertainty propagation problem with the uncertain parameters modelled as interval fields by the recently proposed B-spline based interval field decomposition method. The method facilitates a direct incorporation of the interval field formulation into the system's governing equation due to its explicit form. With the solution being approximated by B-spline basis expansion, the governing equation can be solved by the collocation method, thanks to the high-degree continuity of the B-spline basis functions. Three different boundary value problems are investigated and conclusions are drawn as follows.
(1) The simple case of steady-state heat conduction shows the output bounds can be predicted analytically using an optimisation method for small-scale problems. For a large-scale problem, such a method becomes computationally prohibitive and a numerical approach, e.g. Monte-Carlo approach, is necessary;
(2) The problem of Burgers' equation shows that the uncertainties in the output may not decrease with time although the deterministic results decrease. The interval field model yields less conservative results than the interval variable model;
(3) The cantilever beam case reveals that both the variation of the Young's modulus and the external load will affect the deformed configuration of the beam. In the specific settings presented, the impact of the Young's modulus is found to be greater than that of the external load.

Finally, the interval field finite element method is introduced. The bounds of the quantities of interest can be effectively approximated by using the first-order Neumann expansion method, compared with the results obtained by the MC approach, with good accuracy when the uncertainty level is not substantial.

When the uncertainty level is high, second-order approximation should be used to significantly improve the accuracy but with reduced efficiency due to the use of element-wise optimisation techniques.

## Acknowledgments

The first author H. Hu gratefully acknowledges the financial support from the University of Liverpool and China Scholarship Council Awards (CSC NO.201906230311).

## Appendix A Explicit result to the heat conduction problem

Since in this case $n_{c}=N+3=5$, the solution to (14) has five components $\left\{t_{i}\right\}_{i=1}^{5}$ and can be derived as follows

$$
\begin{aligned}
& t_{1}=-\left(1008 \xi_{2}+1584 \xi_{3}+1872 \xi_{4}+720 \xi_{5}+318 \xi_{2} \xi_{3}+576 \xi_{2} \xi_{4}+210 \xi_{2} \xi_{5}+666 \xi_{3} \xi_{4}+360 \xi_{3} \xi_{5}+150 \xi_{4} \xi_{5}\right. \\
& -15 \xi_{2} \xi_{3}^{2}+2 \xi_{2}^{2} \xi_{3}+80 \xi_{2} \xi_{4}^{2}-16 \xi_{2}^{2} \xi_{4}+40 \xi_{3} \xi_{4}^{2}-10 \xi_{2}^{2} \xi_{5}+59 \xi_{3}^{2} \xi_{4}+40 \xi_{3}^{2} \xi_{5}-48 \xi_{2}^{2}+120 \xi_{3}^{2}-8 \xi_{3}^{3}+240 \xi_{4}^{2} \\
& \left.+110 \xi_{2} \xi_{3} \xi_{4}+75 \xi_{2} \xi_{3} \xi_{5}+50 \xi_{2} \xi_{4} \xi_{5}+25 \xi_{3} \xi_{4} \xi_{5}+3456\right) /\left(1296 \xi_{1}+2880 \xi_{2}+2016 \xi_{3}+2880 \xi_{4}+1296 \xi_{5}\right. \\
& +126 \xi_{1} \xi_{2}+408 \xi_{1} \xi_{3}+522 \xi_{1} \xi_{4}+696 \xi_{2} \xi_{3}+240 \xi_{1} \xi_{5}+1152 \xi_{2} \xi_{4}+522 \xi_{2} \xi_{5}+696 \xi_{3} \xi_{4}+408 \xi_{3} \xi_{5}+126 \xi_{4} \xi_{5} \\
& -8 \xi_{1} \xi_{3}^{2}+30 \xi_{1} \xi_{4}^{2}-16 \xi_{2} \xi_{3}^{2}+2 \xi_{2}^{2} \xi_{3}+64 \xi_{2} \xi_{4}^{2}+64 \xi_{2}^{2} \xi_{4}+2 \xi_{3} \xi_{4}^{2}+30 \xi_{2}^{2} \xi_{5}-16 \xi_{3}^{2} \xi_{4}-8 \xi_{3}^{2} \xi_{5}+192 \xi_{2}^{2}-96 \xi_{3}^{2} \\
& +192 \xi_{4}^{2}+\xi_{1} \xi_{2} \xi_{3}+42 \xi_{1} \xi_{2} \xi_{4}+20 \xi_{1} \xi_{2} \xi_{5}+139 \xi_{1} \xi_{3} \xi_{4}+80 \xi_{1} \xi_{3} \xi_{5}+236 \xi_{2} \xi_{3} \xi_{4}+20 \xi_{1} \xi_{4} \xi_{5}+139 \xi_{2} \xi_{3} \xi_{5} \\
& \left.+42 \xi_{2} \xi_{4} \xi_{5}+\xi_{3} \xi_{4} \xi_{5}+6912\right) \\
& t_{2}=-\frac{1}{4}\left(576 \xi_{1}-576 \xi_{3}-24 \xi_{1} \xi_{2}+168 \xi_{1} \xi_{3}+312 \xi_{1} \xi_{4}+24 \xi_{2} \xi_{3}+120 \xi_{1} \xi_{5}-312 \xi_{3} \xi_{4}-120 \xi_{3} \xi_{5}-8 \xi_{1} \xi_{3}^{2}\right. \\
& +40 \xi_{1} \xi_{4}^{2}-\xi_{2} \xi_{3}^{2}-40 \xi_{3} \xi_{4}^{2}-59 \xi_{3}^{2} \xi_{4}-40 \xi_{3}^{2} \xi_{5}-168 \xi_{3}^{2}+8 \xi_{3}^{3}+\xi_{1} \xi_{2} \xi_{3}-8 \xi_{1} \xi_{2} \xi_{4}-5 \xi_{1} \xi_{2} \xi_{5}+59 \xi_{1} \xi_{3} \xi_{4} \\
& \left.+40 \xi_{1} \xi_{3} \xi_{5}+8 \xi_{2} \xi_{3} \xi_{4}+25 \xi_{1} \xi_{4} \xi_{5}+5 \xi_{2} \xi_{3} \xi_{5}-25 \xi_{3} \xi_{4} \xi_{5}\right) /\left(1296 \xi_{1}+2880 \xi_{2}+2016 \xi_{3}+2880 \xi_{4}+1296 \xi_{5}\right. \\
& +126 \xi_{1} \xi_{2}+408 \xi_{1} \xi_{3}+522 \xi_{1} \xi_{4}+696 \xi_{2} \xi_{3}+240 \xi_{1} \xi_{5}+1152 \xi_{2} \xi_{4}+522 \xi_{2} \xi_{5}+696 \xi_{3} \xi_{4}+408 \xi_{3} \xi_{5}+126 \xi_{4} \xi_{5} \\
& -8 \xi_{1} \xi_{3}^{2}+30 \xi_{1} \xi_{4}^{2}-16 \xi_{2} \xi_{3}^{2}+2 \xi_{2}^{2} \xi_{3}+64 \xi_{2} \xi_{4}^{2}+64 \xi_{2}^{2} \xi_{4}+2 \xi_{3} \xi_{4}^{2}+30 \xi_{2}^{2} \xi_{5}-16 \xi_{3}^{2} \xi_{4}-8 \xi_{3}^{2} \xi_{5}+192 \xi_{2}^{2}-96 \xi_{3}^{2} \\
& +192 \xi_{4}^{2}+\xi_{1} \xi_{2} \xi_{3}+42 \xi_{1} \xi_{2} \xi_{4}+20 \xi_{1} \xi_{2} \xi_{5}+139 \xi_{1} \xi_{3} \xi_{4}+80 \xi_{1} \xi_{3} \xi_{5}+236 \xi_{2} \xi_{3} \xi_{4}+20 \xi_{1} \xi_{4} \xi_{5}+139 \xi_{2} \xi_{3} \xi_{5} \\
& \left.+42 \xi_{2} \xi_{4} \xi_{5}+\xi_{3} \xi_{4} \xi_{5}+6912\right) \\
& t_{3}=\left(576 \xi_{1}+1008 \xi_{2}+1008 \xi_{3}+1872 \xi_{4}+720 \xi_{5}-24 \xi_{1} \xi_{2}+168 \xi_{1} \xi_{3}+312 \xi_{1} \xi_{4}+342 \xi_{2} \xi_{3}+120 \xi_{1} \xi_{5}+576 \xi_{2} \xi_{4}\right. \\
& +210 \xi_{2} \xi_{5}+354 \xi_{3} \xi_{4}+240 \xi_{3} \xi_{5}+150 \xi_{4} \xi_{5}-8 \xi_{1} \xi_{3}^{2}+40 \xi_{1} \xi_{4}^{2}-16 \xi_{2} \xi_{3}^{2}+2 \xi_{2}^{2} \xi_{3}+80 \xi_{2} \xi_{4}^{2}-16 \xi_{2}^{2} \xi_{4}-10 \xi_{2}^{2} \xi_{5} \\
& -48 \xi_{2}^{2}-48 \xi_{3}^{2}+240 \xi_{4}^{2}+\xi_{1} \xi_{2} \xi_{3}-8 \xi_{1} \xi_{2} \xi_{4}-5 \xi_{1} \xi_{2} \xi_{5}+59 \xi_{1} \xi_{3} \xi_{4}+40 \xi_{1} \xi_{3} \xi_{5}+118 \xi_{2} \xi_{3} \xi_{4}+25 \xi_{1} \xi_{4} \xi_{5}+80 \xi_{2} \xi_{3} \xi_{5} \\
& \left.+50 \xi_{2} \xi_{4} \xi_{5}+3456\right) /\left(1296 \xi_{1}+2880 \xi_{2}+2016 \xi_{3}+2880 \xi_{4}+1296 \xi_{5}+126 \xi_{1} \xi_{2}+408 \xi_{1} \xi_{3}+522 \xi_{1} \xi_{4}+696 \xi_{2} \xi_{3}\right. \\
& +240 \xi_{1} \xi_{5}+1152 \xi_{2} \xi_{4}+522 \xi_{2} \xi_{5}+696 \xi_{3} \xi_{4}+408 \xi_{3} \xi_{5}+126 \xi_{4} \xi_{5}-8 \xi_{1} \xi_{3}^{2}+30 \xi_{1} \xi_{4}^{2}-16 \xi_{2} \xi_{3}^{2}+2 \xi_{2}^{2} \xi_{3}+64 \xi_{2} \xi_{4}^{2} \\
& +64 \xi_{2}^{2} \xi_{4}+2 \xi_{3} \xi_{4}^{2}+30 \xi_{2}^{2} \xi_{5}-16 \xi_{3}^{2} \xi_{4}-8 \xi_{3}^{2} \xi_{5}+192 \xi_{2}^{2}-96 \xi_{3}^{2}+192 \xi_{4}^{2}+\xi_{1} \xi_{2} \xi_{3}+42 \xi_{1} \xi_{2} \xi_{4}+20 \xi_{1} \xi_{2} \xi_{5}+139 \xi_{1} \xi_{3} \xi_{4} \\
& \left.+80 \xi_{1} \xi_{3} \xi_{5}+236 \xi_{2} \xi_{3} \xi_{4}+20 \xi_{1} \xi_{4} \xi_{5}+139 \xi_{2} \xi_{3} \xi_{5}+42 \xi_{2} \xi_{4} \xi_{5}+\xi_{3} \xi_{4} \xi_{5}+6912\right)
\end{aligned}
$$

$$
\begin{aligned}
t_{4} & =\left(( 8 \xi _ { 4 } - \xi _ { 3 } + 5 \xi _ { 5 } + 2 4 ) \left(216 \xi_{1}+480 \xi_{2}+360 \xi_{3}+96 \xi_{4}+21 \xi_{1} \xi_{2}+72 \xi_{1} \xi_{3}+15 \xi_{1} \xi_{4}+123 \xi_{2} \xi_{3}+32 \xi_{2} \xi_{4}+\xi_{3} \xi_{4}\right.\right. \\
& \left.\left.+32 \xi_{2}^{2}-8 \xi_{3}^{2}+1152\right)\right) /\left(4 \left(1296 \xi_{1}+2880 \xi_{2}+2016 \xi_{3}+2880 \xi_{4}+1296 \xi_{5}+126 \xi_{1} \xi_{2}+408 \xi_{1} \xi_{3}+522 \xi_{1} \xi_{4}+696 \xi_{2} \xi_{3}\right.\right. \\
& +240 \xi_{1} \xi_{5}+1152 \xi_{2} \xi_{4}+522 \xi_{2} \xi_{5}+696 \xi_{3} \xi_{4}+408 \xi_{3} \xi_{5}+126 \xi_{4} \xi_{5}-8 \xi_{1} \xi_{3}^{2}+30 \xi_{1} \xi_{4}^{2}-16 \xi_{2} \xi_{3}^{2}+2 \xi_{2}^{2} \xi_{3}+64 \xi_{2} \xi_{4}^{2} \\
& +64 \xi_{2}^{2} \xi_{4}+2 \xi_{3} \xi_{4}^{2}+30 \xi_{2}^{2} \xi_{5}-16 \xi_{3}^{2} \xi_{4}-8 \xi_{3}^{2} \xi_{5}+192 \xi_{2}^{2}-96 \xi_{3}^{2}+192 \xi_{4}^{2}+\xi_{1} \xi_{2} \xi_{3}+42 \xi_{1} \xi_{2} \xi_{4}+20 \xi_{1} \xi_{2} \xi_{5}+139 \xi_{1} \xi_{3} \xi_{4} \\
& \left.\left.+80 \xi_{1} \xi_{3} \xi_{5}+236 \xi_{2} \xi_{3} \xi_{4}+20 \xi_{1} \xi_{4} \xi_{5}+139 \xi_{2} \xi_{3} \xi_{5}+42 \xi_{2} \xi_{4} \xi_{5}+\xi_{3} \xi_{4} \xi_{5}+6912\right)\right) \\
t_{5} & =\left(2016 \xi_{1}+4752 \xi_{2}+3600 \xi_{3}+3888 \xi_{4}+1296 \xi_{5}+276 \xi_{1} \xi_{2}+768 \xi_{1} \xi_{3}+732 \xi_{1} \xi_{4}+1362 \xi_{2} \xi_{3}+240 \xi_{1} \xi_{5}+1728 \xi_{2} \xi_{4}\right. \\
& +522 \xi_{2} \xi_{5}+1014 \xi_{3} \xi_{4}+408 \xi_{3} \xi_{5}+126 \xi_{4} \xi_{5}+32 \xi_{1} \xi_{3}^{2}+20 \xi_{1} \xi_{4}^{2}+43 \xi_{2} \xi_{3}^{2}+42 \xi_{2}^{2} \xi_{3}+48 \xi_{2} \xi_{4}^{2}+144 \xi_{2}^{2} \xi_{4}+4 \xi_{3} \xi_{4}^{2}+30 \xi_{2}^{2} \xi_{5} \\
& -31 \xi_{3}^{2} \xi_{4}-8 \xi_{3}^{2} \xi_{5}+432 \xi_{2}^{2}+24 \xi_{3}^{2}-8 \xi_{3}^{3}+144 \xi_{4}^{2}+26 \xi_{1} \xi_{2} \xi_{3}+92 \xi_{1} \xi_{2} \xi_{4}+20 \xi_{1} \xi_{2} \xi_{5}+214 \xi_{1} \xi_{3} \xi_{4}+80 \xi_{1} \xi_{3} \xi_{5}+346 \xi_{2} \xi_{3} \xi_{4} \\
& \left.+20 \xi_{1} \xi_{4} \xi_{5}+139 \xi_{2} \xi_{3} \xi_{5}+42 \xi_{2} \xi_{4} \xi_{5}+\xi_{3} \xi_{4} \xi_{5}+10368\right) /\left(1296 \xi_{1}+2880 \xi_{2}+2016 \xi_{3}+2880 \xi_{4}+1296 \xi_{5}+126 \xi_{1} \xi_{2}\right. \\
& +408 \xi_{1} \xi_{3}+522 \xi_{1} \xi_{4}+696 \xi_{2} \xi_{3}+240 \xi_{1} \xi_{5}+1152 \xi_{2} \xi_{4}+522 \xi_{2} \xi_{5}+696 \xi_{3} \xi_{4}+408 \xi_{3} \xi_{5}+126 \xi_{4} \xi_{5}-8 \xi_{1} \xi_{3}^{2}+30 \xi_{1} \xi_{4}^{2} \\
& -16 \xi_{2} \xi_{3}^{2}+2 \xi_{2}^{2} \xi_{3}+64 \xi_{2} \xi_{4}^{2}+64 \xi_{2}^{2} \xi_{4}+2 \xi_{3} \xi_{4}^{2}+30 \xi_{2}^{2} \xi_{5}-16 \xi_{3}^{2} \xi_{4}-8 \xi_{3}^{2} \xi_{5}+192 \xi_{2}^{2}-96 \xi_{3}^{2}+192 \xi_{4}^{2}+\xi_{1} \xi_{2} \xi_{3}+42 \xi_{1} \xi_{2} \xi_{4} \\
& \left.+20 \xi_{1} \xi_{2} \xi_{5}+139 \xi_{1} \xi_{3} \xi_{4}+80 \xi_{1} \xi_{3} \xi_{5}+236 \xi_{2} \xi_{3} \xi_{4}+20 \xi_{1} \xi_{4} \xi_{5}+139 \xi_{2} \xi_{3} \xi_{5}+42 \xi_{2} \xi_{4} \xi_{5}+\xi_{3} \xi_{4} \xi_{5}+6912\right)
\end{aligned}
$$
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