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QUANTITATIVE OBSERVABILITY FOR ONE-DIMENSIONAL

SCHRÖDINGER EQUATIONS WITH POTENTIALS

PEI SU, CHENMIN SUN, AND XU YUAN

Abstract. In this note, we prove the quantitative observability with an ex-
plicit control cost for the 1D Schrödinger equation over R with real-valued,

bounded continuous potential on thick sets. Our proof relies on different tech-

niques for low-frequency and high-frequency estimates. In particular, we ex-
tend the large time observability result for the 1D free Schrödinger equation in

Theorem 1.1 of Huang-Wang-Wang [20] to any short time. As another byprod-

uct, we extend the spectral inequality of Lebeau-Moyano [27] for real-analytic
potentials to bounded continuous potentials in the one-dimensional case.

1. Introduction

1.1. Main result. Consider the 1D Schrödinger equation,

i∂tu− ∂2
xu+ V (x)u = 0, u|t=0 = u0 ∈ L2(R), (1.1)

where the potential V is a real-valued, continuous and bounded function. We are
interested in the observability of the Schrödinger equation (1.1) on rough sets, which
concerns the following inequality,

‖u0‖2L2(R) ≤ C(T, V,Ω)

∫ T

0

‖u(t)‖2L2(Ω)dt, (1.2)

for all solutions u(t) of (1.1) where Ω ⊂ R is a measurable subset.

The inequality (1.2) measures how solutions of Schrödinger equations can concen-
trate on subsets of the domain. Such a property is linked to the high-frequency
wave propagation phenomenon and to concentration properties for quasimodes of
the Schrödinger operator. The results are sensitive for different underlying mani-
folds and the corresponding Schrödinger operators. Another motivation for estab-
lishing the observability estimate (1.2) is to prove the exact controllability for the
associated control system. See Corollary 1.4 for the precise statement.

In the general framework, there are three parameters that affect the observability
estimates for Schrödinger type equations. These are the underlying geometry (the
background manifold on which the equation is posed and the associated Schrödinger
operator), the control region Ω, and the time T > 0 to achieve the observability.
When observability holds for any time T > 0, the control cost, i.e. the blow-up
rate of the optimal constant C(T, V,Ω) is also an object of study.

In this note, we address the observability problem for the 1D Schrödinger equation
on an unbounded set by measurable control regions. To the best of our knowledge,
this setup is much less studied in the literature. To state the main result, we recall
the thickness condition for the control region.

Definition 1.1. Let 0 < ζ < 1 and 0 < L <∞. We say that Ω ⊂ R is a (L, ζ)-thick
set if Ω is a measurable set and satisfies

|Ω ∩ [x, x+ L]| ≥ ζL, for any x ∈ R.

The main result of this note is the following quantitative observability for (1.1).
1
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Theorem 1.2. Let Ω be a (L, ζ)-thick set and let V ∈ C(R) ∩L∞(R). Then there
exists a constant C = C(V,L, ζ) > 0, depending only on V , L and ζ, such that for
any T > 0 and any solution u of (1.1) we have

‖u0‖2L2(R) ≤ Ce
C
T2

∫ T

0

‖u(t)‖2L2(Ω) dt. (1.3)

Remark 1.3. In [20, Theorem 1.1], the authors considered the 1D free Schrödinger
equation. They showed that (1.2) holding for some time T > 0 is equivalent to the
control region Ω being thick. Theorem 1.2 extends their results to any observabil-
ity time T > 0 for general 1D Schrödinger operators with bounded and continuous
potential. In particular, we answer the question raised in Remark (a1) below [20,
Theorem 1.1] concerning the short time observability for the 1D Schrödinger equa-
tion. Moreover, the proof of Theorem 1.2 is purely quantitative which provides the
upper bound for the control cost in terms of T > 0 and the parameter defining the
thickness. See Section 5 for more precise comments on the proof.

As a consequence of the classical HUM method (see [29]), we have the following
exact controllability result for 1D Schrödinger equations.

Corollary 1.4. Let Ω be a (L, ζ)-thick set and let V ∈ C(R) ∩ L∞(R). For any
T > 0 and any (u0, u1) ∈ L2(R)× L2(R), there exists a control f ∈ L2((0, T )× R)
such that the unique solution of the 1D inhomogeneous Schrödinger equation

i∂tu− ∂2
xu+ V (x)u = 1Ωf

with initial data u(0) = u0 satisfies u(T ) = u1.

1.2. Previous results. In the existing literature, observability for Schrödinger
equations on compact manifolds and bounded domains has been extensively studied.
Sufficient geometric conditions are often imposed on the control region Ω. When
Ω is an open set satisfying the geometric control condition (GCC), Lebeau [26]
proved that observability is true for an arbitrarily short time T > 0. The essential
behind Lebeau’s theorem is the infinite speed of propagation of singularities for
high-frequency wave-packets of solutions to the Schrödinger equation.

The condition GCC is in general not necessary. The stability (or instability) prop-
erty of the geodesic flow of the underlying manifold plays a decisive role. Specif-
ically, it has been shown (though this list is not exhaustive) that observability is
valid for any T > 0 and for any non-empty open control region if the underlying
manifold is a torus [2, 8, 13, 21], or compact hyperbolic surfaces [22] (see also [4]
for negatively curved manifolds), or the disk [3], provided the control region en-
compasses a neighborhood of some portion of the boundary. We also mention here
that for certain subelliptic Schrödinger equations, the minimal observability time
is strictly positive (see [11, 16]).

In recent years, there has been a growing focus on observability for Schrödinger
equations by rough control regions or in non-compact settings [14, 20, 25, 32, 35].
For the Schrödinger equation on two-dimensional tori, [14] showed that the short
time observability result holds for any measurable control region with a positive
measure. Very recently, this result has been extended to Schrödinger equations
(with periodic potential) on R2 having a periodic control region. It is worth men-
tioning that the thickness condition (see Definition 1.1) in the one-dimensional con-
text is a version of GCC on rough sets. The interest of the result in [25] lies in the
fact that the control region, though 2πZ2-periodic, might not satisfy GCC. Lastly,
we refer to [20, 32] for discussions on the observability of Schrödinger operators on
Rd with confined potentials.
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1.3. Comments on the proof. Our proof of Theorem 1.2 relies on three steps:
spectral inequality for low-frequency part, high-frequency part observability via
resolvent estimate (of Hautus type inequality), and a quantitative gluing argument.

The first part of our analysis is the proof of the low-frequency observability by
establishing the spectral inequality for 1D Schrödinger operators with continuous
bounded potentials (see Lemma 3.8). This particularly generalizes the spectral
inequality in [27] for real-analytic potentials to bounded continuous potentials in
the one-dimensional context. Our proof of the spectral inequality leverages a very
recent work [36] on the propagation of smallness for elliptic equations on the plane.

Second, the resolvent estimate for the high-frequency part is essentially not new
and has already been obtained in [19, Proposition 1] for the 1D free Schrödinger
operator (i.e. the case of V = 0). The proof in [19] utilizes the Logvinenko-Sereda
uncertainty principle (see [24, Theorem 2]), which exploits the straightforward geo-
metric feature of the 1D Fourier space. More precisely, in the 1D case, the measure
of ξ such that ||ξ| − λ| ≤ O(1) is bounded by O(1), independent of the position of
λ. Instead, we provide a different, more elementary proof (see Lemma 4.1) of the
high-frequency resolvent estimate for 1D Schrödinger operators.

Another delicate issue in the analysis is gluing low-frequency and high-frequency
estimates to obtain the full observability estimate. We briefly revisit the classical
compactness-uniqueness method that is extensively used in the literature in the
compact setting (in the context where the Schrödinger operator has a compact
resolvent). The strategy is due to Bardos-Lebeau-Rauch [7] (see also [34, Chapter
6] for a similar abstract framework). Given a general Schrödinger type equation
associated with a self-adjoint operatorA on a Hilbert spaceH and a control operator
C:

i∂tu = Au, u|t=0 = u0 ∈ H.
We are concerned with the following observability inequality:

‖u0‖2H ≤ C
∫ T

0

‖Cu(t)‖2Hdt. (1.4)

The compactness-uniqueness strategy can be summarized as follows. Let us first
assume that we have already established the high-frequency observability estimate,

‖u0‖2H ≤ C
∫ T

0

‖Cu(t)‖2Hdt+ C‖A−1u0‖2H. (1.5)

Here, for the sake of clarity, we assume that 0 /∈ Spec(A). Given T > 0, we define

NT := {u0 ∈ H : Cu(t) ≡ 0 in L2((0, T );H)}.
When A has a compact resolvent (thus Spec(A) is discrete), the compact embed-
ding and (1.5) ensures that NT exists as a finite-dimensional linear subspace of H.
Furthermore, it can be deduced that the restriction of A on NT is a well-defined
linear operator. By taking an eigenfunction φ 6= 0 of A on NT , we find that
Cφ ≡ 0. Thus, the observability (1.4) results from (1.5) coupled with the unique
continuation property of eigenfunctions:

Aφ = λφ and Cφ ≡ 0 =⇒ φ ≡ 0.

However, when considering the non-compact setting where A does not have a com-
pact resolvent, we are not aware of any compactness-uniqueness type argument to
deduce (1.4) from (1.5). Actually, in [25], this issue does not exist as the prob-
lem can be reduced to the compact setting T2, thanks to the periodicity of both
the control region and the potential. Here, we prove a quantitative unique con-
tinuation property for Schrödinger equations, which facilitates to glue the high-
frequency observability with low-frequency estimates. This idea was introduced
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in Phung [31] for the Schrödinger equation on bounded domain over Rd. Follow-
ing this strategy, we begin by establishing the backward-in-time observability for
the associated heat semigroup (see Proposition 3.10). This allows us to deduce a
quantitative unique continuation estimate for Schrödinger equations by taking the
Fourier–Bros–Iagolnitzer (FBI) transformation in time. We refer to [8, Appendix
A] where another quantitative uniqueness-compactness argument was introduced
in the compact setting.

Though the passage from the observability of heat-semigroup and the high-frequency
observability to the full observability is quite robust in both the compact and non-
compact settings, it is worth mentioning that this zigzag path exceeds what is
essentially required to ensure the Schrödinger observability estimate. For instance,
we consider the half Laplacian A = |∇| on the 1D torus T. It is a known fact that
for any non-empty open set ω ⊂ T, the associated heat semigroup is not observable
by control operator C = 1ω (see [23, Subsection 2.1]). However, the Schrödinger
semigroup e±itA (which is the half-wave operator) is observable by control operator
C = 1ω for a certain T > 0 (this is a very special case of the exact controllabil-
ity for the wave equation under the geometric control condition). This discussion
raises a natural question of extending the compactness-uniqueness approach, es-
pecially concerning the observability estimates of Schrödinger type equations in
non-compact domains. We expect that such an extension would be potentially
useful when addressing observability estimates for many other Schrödinger type
equations on non-compact domains.

The note is organized as follows: First, in Section 2, we state notation and conven-
tions. Second, in Section 3, we derive the propagation of smallness for the 2D elliptic
equation and then establish the spectral inequality for the Schrödinger operator H
as a consequence. Third, in Section 4, we deduce the high-frequency observability
based on the resolvent estimate. Then, in Section 5, we complete the proof of The-
orem 1.2 based on the gluing of the low-frequency and high-frequency estimates.
Last, for self-contained reason, we give the details of proof for Theorem 3.3 and
Proposition 3.10 in Appendix A and B, respectively.

Acknowledgments. The author P. S. is supported by the ERC-CZ Grant CON-
TACT LL2105 funded by the Ministry of Education, Youth and Sport of the
Czech Republic. The author C. S. is partially supported by the PEPS-JCJC and
ANR project SmoothANR-22CE40-0017. The author X. Y. would like to thank
Gengsheng Wang and Yubiao Zhang for early discussions on the observability of
Schrödinger equations.

2. Notation and conventions

The Fourier transform of a function f ∈ L1(R), denoted by f̂ , is defined as:

f̂(ξ) =
1√
2π

∫
R
e−ixξf(x)dx, for any ξ ∈ R.

Recall that, the Fourier transform defines a linear bounded operator from L1(R) ∩
L2(R) to L2(R). Moreover, this operator is an isometry and so there is a unique
bounded extension F defined in all L2(R). The operator F is called the Fourier

transform in L2(R). To shorten notation, we denote f̂ = Ff for f ∈ L2(R).

Note that, if u(t) is a solution for (1.1), then for any θ > 0, U(t) = eiθtu(t) is a
solution for

i∂tU − ∂2
xU + V (x)U + θU = 0, U|t=0 = u0 ∈ L2(R).

This gauge transformation leaves the observability inequality (1.3) invariant. There-
fore, without loss of generality, we can assume the potential V is a continuous
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bounded function with V ≥ 1 throughout the article. To shorten notation, for a
given potential V ∈ C(R) ∩ L∞(R) with V ≥ 1, we denote

‖V ‖∞ = ‖V ‖L∞(R) and H = −∂2
x + V with domain H2(R).

Note also that, the operator H on L2(R) with domain H2(R) is self-adjoint with
non-negative continuous spectrum. Based on the spectral theorem (see for in-
stance [15, Section 2.5]), there exists a spectral measure dmλ such that

F (
√
H) =

∫ ∞
0

F (λ)dmλ, for any bounded function F.

Moreover, for any bounded functions F and G, we have(
F (
√
H)f,G(

√
H)f

)
L2(R)

=

∫ ∞
0

F (λ)G(λ)(dmλf, f)L2(R), for f ∈ L2(R).

Here, dmλ is the spectral measure of the operator
√
H. In particular, for µ > 0,

the spectral projector Πµ, associate with the function F (λ) = 1{λ≤µ}, is defined by

Πµ = 1{√H≤µ} =

∫ µ

0

dmλ.

On the other hand, the operator iH generates a unitary group eitH and so the
solution for (1.1) can be written as u(t) = eitHu0 ∈ L2(R).

For future reference, we define

D1 = R×
[
−1

2
,

1

2

]
, D2 = R×

[
−3

2
,

3

2

]
and D3 = R×

[
−5

2
,

5

2

]
.

Next, for any ` ∈ Z, we define

I1` = [`, `+ 1], I2` = [`− 1, `+ 2] and I3` = [`− 2, `+ 3].

Moreover, for any ` ∈ Z, we set

D1` = I1` ×
[
−1

2
,

1

2

]
, D2` = I2` ×

[
−3

2
,

3

2

]
and D3` = I3` ×

[
−5

2
,

5

2

]
.

Without loss of generality, we can assume for a given thick set Ω ⊂ R, there exists
a constant 0 < ζ < 1 such that

|Ω ∩ [x, x+ 1]| ≥ ζ for any x ∈ R,
that is, the constant L = 1 in the Definition 1.1. For a given thick set Ω, we set

Ω` = Ω ∩ I1` = Ω ∩ [`, `+ 1], for any ` ∈ Z.
By abuse of notation, in this article, we use the same letters α and C for some
small or large constants and state their dependency on other parameters.

For a ∈ R2 and r > 0, we denote by Br(a) the ball of R2 of center a and of radius
r. To simplify notation, we also denote by Br the ball in R2 centred at the origin
with radius r > 0.

For δ > 0, we denote by Hδ the δ-dimensional Hausdorff content, that is, for a
subset E ⊂ R2, we define

Hδ(E) = inf

{ ∞∑
n=1

rδn : E ⊂
∞⋃
n=1

Brn(an), an ∈ R2

}
.

Let ω ⊂ B1 ∩ `0 satisfy |ω| > 0 for some line `0 in R2. From the definition of 1D
Lebesgue measure and δ-Hausdorff content, we have

|ω| = inf

{ ∞∑
n=1

|In| : ω ⊂
∞⋃
n=1

In, In ⊂ `0

}
= 2H1(ω). (2.1)
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3. Spectral inequality

3.1. Propagation of smallness. In this subsection, we introduce the propagation
of smallness for solutions of elliptic equations in R2. We start with the following
technical lemma for the second-order ODE

− ϕ′′(x) + V (x)ϕ(x) = 0. (3.1)

Lemma 3.1. Let I = [a, b] be a finite interval and let V ∈ C(R) ∩ L∞(R) with
V ≥ 1. There exists a C2 positive solution ϕ of (3.1) on the interval I such that

1 ≤ ϕ(x) ≤ e(b−a)2‖V ‖∞ , for any x ∈ I.

Remark 3.2. The continuity of the potential V is to ensure the existence and
regularity of the solution for the second-order ODE (3.1). Such a regular solution
can help us to reduce the elliptic equation (3.6) of non-divergence form to divergence
form (3.3). This is the only reason why we assume V ∈ C(R). Actually, we expect
Theorem 1.2 still hold true for any potential V ∈ L∞(R).

Proof of Lemma 3.1. Consider the following initial-value problem

− ϕ′′(x) + V (x)ϕ(x) = 0 with (ϕ(a), ϕ′(a)) = (1, 0). (3.2)

Based on Picard’s existence theorem and V ∈ C(R)∩L∞(R), there exists a unique
C2 solution ϕ to the initial-value problem (3.2). We now establish the lower and
upper bounded estimates for ϕ on the interval I. First, from (3.2) and V ∈ C(R)∩
L∞(R) with V ≥ 1, we see that ϕ(x) ≥ 0 on I. Therefore, for any x ∈ I, we have

ϕ′(x) =

∫ x

a

V (s)ϕ(s)ds ≥ 0 =⇒ ϕ(x) ≥ ϕ(a) = 1.

Second, using again (3.2) and V ∈ C(R) ∩ L∞(R) with V ≥ 1,

ϕ(x) ≤ 1 + (b− a)‖V ‖∞
∫ x

a

ϕ(s)ds, for any x ∈ I.

It follows from Grönwall’s inequality that

ϕ(x) ≤ e‖V ‖∞
∫ x
a

(b−a)ds ≤ e(b−a)2‖V ‖∞ , for any x ∈ I.

Combining the above inequalities, we complete the proof of Lemma 3.1. �

Second, we consider the 2D elliptic equation in divergence form

∇ · (A(z)∇φ(z)) = 0 in B4. (3.3)

Here z = (x, y) ∈ R2, and the real symmetric matrix A(z) = (ajk(z))2×2 is elliptic,
that is, there exists a constant Λ > 1 such that

Λ−1 ≤ ξTA(z)ξ ≤ Λ, for any ξ ∈ B1 and z ∈ B4. (3.4)

We recall the following propagation of smallness for solutions to (3.3) from [36].

Theorem 3.3 ([36]). Let ω ⊂ B1 ∩ `0 satisfy |ω| > 0 for some line `0 in R2

with the normal vector e0. There exist some constants α = α(Λ, |ω|) ∈ (0, 1) and
C = C(Λ, |ω|) > 0, depending only on Λ and |ω|, such that for any real-valued H2

loc

solution φ of (3.3) with A∇φ · e0 = 0 on B1 ∩ `0, we have

sup
B1

|φ| ≤ C
(

sup
ω
|φ|α

)(
sup
B2

|φ|1−α
)
. (3.5)

Remark 3.4. By scaling and translation, the interpolation inequality (3.5) remains
true if we replace B1, B2 by balls Br(a), B2r(a) for H2

loc solutions to (3.3) in B4r(a),
where a ∈ R2 and r > 0, and the constant C depends only on Λ, |ω| and r > 0.
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Remark 3.5. We mention here that Theorem 3.3 is just a special version of [36,
Theorem 1.1]. Actually, [36, Theorem 1.1] shows the propagation of smallness for
solutions from any ω ⊂ B1 lying on a line with Hδ(ω) > 0. Here Hδ(ω) means δ-
dimensional Hausdorff content of ω. For the sake of completeness and the readers’
convenience, the sketch of the proof for Theorem 3.3 is given in Appendix A.

Last, we introduce the L2-propagation of smallness for H2
loc solution of the following

2D elliptic equation in nondivergence form

−∆φ(z) + V (x)φ(z) = 0 with ∂yφ|y=0 = 0. (3.6)

Following [30, Section 2], we see that the equation (3.6) in nondivergence form can
be reduced to the divergence form (3.3). More precisely, for the given potential
V ∈ C(R) ∩ L∞(R) with V ≥ 1, we first consider the positive C2 solution ϕ
constructed in Lemma 3.1 for the second-order ODE (3.1). Then, by an elementary
computation, on [a, b]× R, we deduce that

∂yφ|y=0 = 0 =⇒ ∂y

(
φ(z)

ϕ(x)

)
|y=0

= 0,

−∆φ(z) + V (x)φ(z) = 0 =⇒ ∇ ·
(
ϕ2(x)∇

(
φ(z)

ϕ(x)

))
= 0.

(3.7)

Combining the above reduction with Theorem 3.3, we now establish the following
L2-propagation of smallness for the H2

loc solution of 2D elliptic equation (3.6). The
proof is inspired by the techniques developed in Burq-Moyano [10, Section 2].

Proposition 3.6. Let ` ∈ Z and let V ∈ C(R)∩L∞(R) with V ≥ 1. Then for any
measurable set ω ⊂ I1` with |ω| > 0 and any real-valued H2

loc solution φ of (3.6),
we have

‖φ‖L2(D1`) ≤ C‖φ‖
α
L2(ω)

(
sup
D2`

|φ|1−α
)
,

where α = α(V, |ω|) ∈ (0, 1) and C = C(V, |ω|) > 0 depend only on V and |ω|.

Remark 3.7. In the spirit of Burq-Moyano [10] (see also [9] in a similar context),
the L2-propagation of smallness can be used to establish the spectral inequality
which can help us to obtain the observability estimate for 1D homogenous heat
equation with a potential (see more details in §3.2).

Proof of Proposition 3.6. Step 1. L∞-propagation of smallness. We claim that,
for any measurable set ω ⊂ I1` with |ω| > 0 and any H2

loc solution φ of (3.6),

sup
D1`

|φ| ≤ C
(

sup
ω
|φ|α

)(
sup
D2`

|φ|1−α
)
, (3.8)

where α = α(V, |ω|) ∈ (0, 1) and C = C(V, |ω|) > 0 depend only on V and |ω|.
Indeed, we first consider the positive C2 solution ϕ constructed in Lemma 3.1 for
the second-order ODE (3.1) on [` − 5, ` + 5]. Then, from the reduction (3.7), we
can apply Theorem 3.3 to (φ/ϕ) with `0 =

{
(x, y) ∈ R2 : y = 0

}
. Then, according

to scaling and translation, there exist some constants α = α(ϕ, |ω|) ∈ (0, 1) and
C = C(ϕ, |ω|) > 0, depending only on |ω| and the lower and upper bounds of ϕ on
[`− 5, `+ 5], such that for any H2

loc solution φ of (3.6), we have

sup
B1`

∣∣∣∣φϕ
∣∣∣∣ ≤ C (sup

ω

∣∣∣∣φϕ
∣∣∣∣α)

(
sup
B2`

∣∣∣∣φϕ
∣∣∣∣1−α

)
,

where B1` and B2` are defined by

B1` = B√2
2

((
`+

1

2
, 0

))
and B2` = B√2

((
`+

1

2
, 0

))
.
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It follows directly from Lemma 3.1 that

sup
B1`

∣∣∣∣φϕ
∣∣∣∣ ≤ C1

(
sup
ω
|φ|α

)(
sup
B2`

|φ|1−α
)
.

where C1 = C(V, |ω|) > 0 is a constant depending only on V and |ω|.
On the other hand, from the definition of D1`, D2`, B1` and B2`, we observe that

D1` ⊂ B1` ⊂ B2` ⊂ D2`, for all ` ∈ Z.

Therefore, using again Lemma 3.1, we conclude that

sup
D1`

|φ| ≤
(

sup
I1`

|ϕ|
)(

sup
B1`

∣∣∣∣φϕ
∣∣∣∣)

≤ C1e
100‖V ‖∞

(
sup
ω
|φ|α

)(
sup
D2`

|φ|1−α
)
.

This completes the proof of (3.8).

Step 2. Replacing L∞ norm with L2 norm. From (3.8), there exists some constants
α1 = α1(Λ, |ω|) ∈ (0, 1) and C2 = C2(Λ, |ω|) > 0, depending only on Λ and |ω|,
such that for any ω̃ ⊂ ω with 1

2 |ω| ≤ |ω̃| ≤ |ω|, we have

sup
D1`

|φ| ≤ C2

(
sup
ω̃
|φ|α1

)(
sup
D2`

|φ|1−α1

)
. (3.9)

Assume φ 6≡ 0 on D1`. Let 0 < ε < 1 be a small constant to be chosen later. Define

δ = ε

((
sup
D1`

|φ|
1
α1

)
/
(

sup
D2`

|φ|
1
α1
−1)) and ωδ = {x ∈ ω : |φ(x, 0)| ≤ δ} ⊂ ω.

We claim that, there exists a constant ε = ε(V, |ω|), depending only on V and |ω|,
such that |ωδ| ≤ 1

2 |ω|. Indeed, otherwise, the inequality (3.9) would hold with ω̃
replaced by ωδ (with same constants α1 and C2). Hence, from the definition of ωδ,

sup
D1`

|φ| ≤ C2

(
sup
ωδ

|φ|α1

)(
sup
D2`

|φ|1−α1

)
≤ C2δ

α1

(
sup
D2`

|φ|1−α1

)
≤ C2ε

α1 sup
D1`

|φ|.

This is a contradiction with φ 6≡ 0 on D1` for ε small enough such that C2ε
α1 < 1,

and so we have |ωδ| ≤ 1
2 |ω| for a constant ε = ε(V, |ω|) ∈ (0, 1) which depends only

on V and |ω|. In conclusion, using again the definition of ωδ, we obtain

‖φ‖2L2(ω) ≥ ‖φ‖
2
L2(ω\ωδ) ≥

δ2

2
|ω| ≥ 1

2
ε2|ω|

((
sup
D1`

|φ|
2
α1

)
/
(

sup
D2`

|φ|
2
α1
−2)) ,

which implies

‖φ‖L2(D1`) ≤ sup
D1`

|φ| ≤ 2(ε2|ω|)−
α1
2 ‖φ‖α1

L2(ω)

(
sup
D2`

|φ|1−α1

)
.

The proof of Proposition 3.6 is complete. �

3.2. Spectral inequality. In this subsection, we deduce the spectral inequality
and then establish the observability estimate for the 1D heat equation as a conse-
quence. Following Burq-Moyano [10], we first establish the spectral inequality for
the low-frequency part from L2-propagation of smallness.

Lemma 3.8. Let Ω be a (1, ζ)-thick set and let V ∈ C(R) ∩ L∞(R) with V ≥ 1.
Then there exists a constant C = C(V, ζ) > 0, depending only on V and ζ, such
that for any µ > 0 and any f ∈ L2(R), we have

‖Πµf‖L2(R) ≤ Ce
3µ‖Πµf‖L2(Ω).
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Proof. Without loss of generality, we assume that f ∈ L2(R) is real-valued. For
µ > 0, (x, y) ∈ D3 and f ∈ L2(R), we set

Fµ(x, y) =

∫ µ

0

cosh(yλ)dmλf(x).

Using the fact that (cosh s)′′ = cosh s and the definition of dmλ,

∂2
yFµ = HFµ =

∫ µ

0

λ2 cosh(yλ)dmλf.

It follows that

−∆Fµ + V (x)Fµ = −∂2
yFµ +HFµ = 0.

On the other hand, for the case of y = 0, using the fact that (cosh s)′ = sinh s,

∂yFµ|y=0 =

∫ µ

0

λ sinh(0λ)dmλf = 0.

Hence, the function Fµ is a H2
loc solution for (3.6) with Fµ(x, 0) = Πµf(x) on R.

We now apply Proposition 3.6 to Fµ, and thus, for any ` ∈ Z, we obtain

‖Fµ‖L2(D1`) ≤ C‖Πµf‖αL2(Ω`)

(
sup
D2`

|Fµ|1−α
)
.

where C = (V, ζ) > 0 is a constant depending only on V and ζ. Therefore, from
Young’s inequality for products, for any ε small enough, we have

‖Fµ‖2L2(D1`)
≤ C1

ε
‖Πµf‖2L2(Ω`)

+ C1ε‖Fµ‖2L∞(D2`)
,

where C1 = C1(V, ζ) > 0 depends only on V and ζ. Summing over ` ∈ Z, we find,

‖Fµ‖2L2(D1) ≤
C1

ε
‖Πµf‖2L2(Ω) + C1ε

∑
`∈Z
‖Fµ‖2L∞(D2`)

. (3.10)

Then we fix suitable cut-off functions. Let χ : R2 → R be a C2 function such that

χ ≡ 1 on

[
−3

2
,

3

2

]2

and suppχ ⊂
[
−5

2
,

5

2

]2

.

For any ` ∈ Z, we set

χ`(x, y) = χ

(
x− `− 1

2
, y

)
=⇒ χ` ≡ 1 on D2` and suppχ` ⊂ D3`.

Therefore, using the 2D Sobolev embedding theorem, we deduce that∑
`∈Z
‖Fµ‖2L∞(D2`)

≤ π
∑
`∈Z
‖χ`Fµ‖2H2(R2)

≤ C2‖Fµ‖2H2(D3) ≤ C3(1 + µ4)‖Fµ‖2L2(D3),

(3.11)

where C2 > 0 and C3 > 0 depend only on V and the chose of χ. Combining (3.10)
and (3.11), for any ε small enough, we have

‖Fµ‖2L2(D1) ≤
C1

ε
‖Πµf‖2L2(Ω) + C1C3ε(1 + µ4)‖Fµ‖2L2(D3).

On the other hand, from the definition of the spectral projector Πµ,

‖Fµ‖2L2(D1) =

∫ 1
2

− 1
2

∫ µ

0

cosh2(yλ)(dmλf, f)L2(R)dy ≥ ‖Πµf‖2L2(R),

‖Fµ‖2L2(D3) =

∫ 5
2

− 5
2

∫ µ

0

cosh2(yλ)(dmλf, f)L2(R)dy ≤ 5e5µ‖Πµf‖2L2(R).
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Gathering the above three inequalities, we obtain

‖Πµf‖2L2(R) ≤
C1

ε
‖Πµf‖2L2(Ω) + 5C1C3εe

5µ(1 + µ4)‖Πµf‖2L2(R),

which completes the proof of Lemma 3.8 for taking ε small enough. �

Remark 3.9. The assumption V ≥ 1 can be removed in Lemma 3.8, thus extending
the result of Lebeau-Moyano [27] to bounded potentials. Here, we consider the

spectral measure for H instead of
√
H. The additional argument can be sketched

as follows. Although V (x) may take negative values, by Sturm-Liouville theory, we
are still able to construct ϕ(x), bounded from below and above as in Lemma 3.1

by restricting the size of interval I such that |I| ≤ 2σ0, where σ0 = 1/4π
√
‖V ‖L∞ .

Consequently, the analogue of Proposition 3.6 remains true if we replace D1`, D2`

with boxes of the form I1×
[
− 1

2 ,
1
2

]
, I2×

[
− 3

2 ,
3
2

]
such that I1 = [x0, x0 + σ0], I2 =

[x0−σ0, x0 +2σ0]. By dividing the interval [`, `+1] into at most b1/σ0c+1 intervals
of size σ0 and using the pigeonhole principle, finally we are able to obtain the same
statement as Proposition 3.6.

Note that, from Lemma 3.8 and a standard argument, we directly have the observ-
ability estimate for 1D homogeneous heat equation (not necessarily real-valued)

∂tu− ∂2
xu+ V (x)u = 0, u|t=0 = u0 ∈ L2(R). (3.12)

Recall that, the operator −H generates a semigroup e−tH and so the solution
for (3.12) can be written as u(t) = e−tHu0 ∈ L2(R).

Proposition 3.10. Let Ω be a (1, ζ)-thick set and let V ∈ C(R) ∩ L∞(R) with
V ≥ 1. Then there exists a constant C = C(V, ζ) > 0, depending only on V and ζ,
such that for any T > 0 and any solution u of (3.12) we have

‖u(T )‖2L2(R) ≤ Ce
C
T

∫ T

0

‖u(t)‖2L2(Ω) dt.

Proof. For the sake of completeness and the readers’ convenience, the details of the
proof for Proposition 3.10 is given in Appendix B. �

Thanks to the above Proposition, we obtain the observability estimate for the 1D
inhomogeneous heat equation

∂tu− ∂2
xu+ V (x)u = F ∈ L2((0,∞) : L2(R)), u|t=0 = u0 ∈ H2(R). (3.13)

Corollary 3.11. Let Ω be a (1, ζ)-thick set and let V ∈ C(R)∩L∞(R) with V ≥ 1.
Then there exists a constant C = C(V, ζ) > 0, depending only on V and ζ, such
that for any T > 0 and any solution u of (3.13) we have

‖u(T )‖2L2(R) ≤ Ce
C
T

∫ T

0

(
‖Hu(t)‖2L2(Ω) + ‖F (t)‖2L2(R)

)
dt.

Proof. We decompose the solution u as

u(t, x) = u1(t, x) + u2(t, x), on [0, T ]× R,

where u1 and u2 are the solutions for the following 1D homogeneous or inhomoge-
neous heat equations{

∂tu1 − ∂2
xu1 + V (x)u1 = 0, u1|t=0 = u0,

∂tu2 − ∂2
xu2 + V (x)u2 = F, u2|t=0 = 0.

(3.14)

First, from V ∈ C(R) ∩ L∞(R) with V ≥ 1, we have

H ≥ Id =⇒ ‖Hu1‖L2(R) ≥ ‖u1‖L2(R).
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It follows from Proposition 3.10 that

‖u1(T )‖2L2(R) ≤ ‖Hu1(T )‖2L2(R) ≤ Ce
C
T

∫ T

0

‖Hu1(t)‖2L2(Ω)dt,

where C = C(V, ζ) > 0 depends only on V and ζ. Note that, from (3.14), the term
Hu1 can be rewritten as Hu1 = Hu+ ∂tu2 − F and so we obtain

‖u1(T )‖2L2(R) ≤ 3Ce
C
T

∫ T

0

‖Hu(t)‖2L2(Ω)dt

+ 3Ce
C
T

∫ T

0

(
‖∂tu2(t)‖2L2(R) + ‖F (t)‖2L2(R)

)
dt.

(3.15)

Second, using again (3.14), we directly have

(∂tu2)2 +
1

2
∂t
(
(∂xu2)2 + V (x)u2

2

)
− ∂x ((∂tu2)(∂xu2)) = F∂tu2.

Integrating the above identities over [0, T ] × R, and then using Cauchy-Schwarz
inequality, we see that

‖u2(T )‖2L2(R) +

∫ T

0

‖∂tu2(t)‖2L2(R)dt ≤
∫ T

0

‖F (t)‖2L2(R)dt. (3.16)

Here, we used the fact that H ≥ Id and the zero initial condition of u2 in H2(R).
Combining (3.15) and (3.16) with Cauchy-Schwarz inequality, we obtain

‖u(T )‖2L2(R) ≤ 2
(
‖u1(T )‖2L2(R) + ‖u2(T )‖2L2(R)

)
≤ (6C + 1)e

C
T

∫ T

0

(
‖Hu(t)‖2L2(Ω) + 2‖F (t)‖2L2(R)

)
dt.

The proof of Proposition 3.10 is complete. �

For the notational convenience of introducing the FBI transformation later, we can
reverse the time t to T − t to obtain the following observability estimate for the 1D
inhomogeneous backward heat equation

∂tu+ ∂2
xu− V (x)u = F ∈ L2((0,∞) : L2(R)), u|t=T = uT ∈ H2(R). (3.17)

Corollary 3.12. Let Ω be a (1, ζ)-thick set and let V ∈ C(R)∩L∞(R) with V ≥ 1.
Then there exists a constant C = C(V, ζ) > 0, depending only on V and ζ, such
that for any T > 0 and any solution u of (3.17) we have

‖u(0)‖2L2(R) ≤ Ce
C
T

∫ T

0

(
‖Hu(t)‖2L2(Ω) + ‖F (t)‖2L2(R)

)
dt.

4. Resolvent estimate

In this section, we recall the resolvent estimate for 1D Schrödinger operator H and
then deduce the observability estimate for the high-frequency part. Recall that, the
resolvent estimate for operator H = −∂2

x was first given in [19, Proposition 1].

Lemma 4.1 ([19]). Let Ω be a (1, ζ)-thick set and let V ∈ L∞(R). Then there
exist some constants µ0 = µ0(V, ζ) and C = C(V, ζ), depending only on V and ζ,
such that for any µ > µ0 and any f ∈ H2(R), we have

‖f‖2L2(R) ≤
C

µ
‖(H − µ)f‖2L2(R) + C‖f‖2L2(Ω).

For the reader’s convenience, we will provide a proof of Lemma 4.1, different from
the one given in [19]. We first need the following technical estimate.
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Lemma 4.2. Let 0 < ζ < 1. Then there exists a constant c = c(ζ) > 0, depending
only on ζ, such that for any measurable set ω ⊂ (0, 1) with ζ ≤ |ω| ≤ 1 and any
λ > 1, we have

inf
x0∈R

∫
ω

cos2(λ(x− x0))dx ≥ c(ζ). (4.1)

Remark 4.3. We mention here that Lemma 4.2 is not a direct consequence of the
Riemann-Lebesgue lemma and the proof will require more quantitative analysis,
since the lower bound in estimate (4.1) only depends on the size of the measurable
set ω which is different from the statement of Riemann-Lebesgue lemma.

Proof of Lemma 4.2. Using the structure of a measurable set in R, for any 0 < ε <
1, there exists a finite union of disjoint open intervals

U =

N⋃
n=1

In with In = (an, bn) ⊂ (0, 1) for any n ∈ {1, . . . , N} ,

such that |ω \ U |+ |U \ ω| < ε and |U | ≥ ζ − ε. It follows that∫
ω

cos2(λ(x− x0))dx ≥
N∑
n=1

∫ bn

an

cos2(λ(x− x0))dx− ε. (4.2)

By an elementary computation, on any finite interval In = (an, bn), we have∫ bn

an

cos2(λ(x− x0))dx

=
1

2

∫ bn

an

(1 + cos(2λ(x− x0)))dx

=
1

2

(
(bn − an) +

1

λ
sin (λ(bn − an)) cos (λ(bn + an − 2x0))

)
.

(4.3)

Let 0 < δ � 1 be a small constant to be chosen later. For any m ∈ Z, we set

Jm,δ =

(
x0 +

mπ

2λ
− δ

2λ
, x0 +

mπ

2λ
+

δ

2λ

)
∩ (0, 1) and S =

⋃
m∈Z

Jm,δ.

Note that, {Jm,δ}m∈Z are disjoint sets. For further reference, we consider

A = {m ∈ Z : Jm,δ 6= ∅} , and thus we have #A ≤ 3λ.

We split the index set {1, . . . , N} to the following three cases according to the size
and position of the finite interval In and then establish estimate for each case.

Case 1. Let (bn − an) ≥ δ
λ . From the fact that sin x

x is decreasing on [δ, π), for
0 < δ � 1,

sup
[δ,∞)

∣∣∣∣ sinxx
∣∣∣∣ ≤ sin δ

δ
=⇒ 1

λ
|sin (λ(bn − an))| ≤ sin δ

δ
(bn − an).

Based on the above estimate and (4.3), we obtain∫ bn

an

cos2(λ(x− x0))dx ≥ 1

2

(
1− sin δ

δ

)
(bn − an). (4.4)

Case 2. Let 0 < (bn − an) < δ
λ with S ∩ In = ∅. First, from the definition of S

and S ∩ In = ∅, there exists m ∈ Z such that

In ⊂
(
x0 +

mπ

2λ
+

δ

2λ
, x0 +

(m+ 1)π

2λ
− δ

2λ

)
,

and thus, from sin2 x+ cos2 x = 1, we find

dist(λ(bn + an − 2x0), πZ) ≥ δ =⇒ |cos(λ(bn + an − 2x0)| ≤
√

1− sin2 δ.
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Therefore, using again (4.3) and | sinx| ≤ |x|, we obtain∫ bn

an

cos2(λ(x− x0))dx ≥ 1

2

(
1−

√
1− sin2 δ

)
(bn − an). (4.5)

Case 3. We now consider the last case, that is, the case of 0 < (bn− an) < δ
λ with

S ∩ In 6= ∅. To simplify notation, we denote

B =

{
n ∈ {1, . . . , N} : 0 < (bn − an) <

δ

λ
with S ∩ In 6= ∅

}
.

Note that, for any n ∈ B, there exists m ∈ A such that

In ⊂ Jm,3δ where Jm,3δ =

(
x0 +

mπ

2λ
− 3δ

2λ
, x0 +

mπ

2λ
+

3δ

2λ

)
∩ (0, 1).

Next, from 0 < δ � 1, for any (m,m′) ∈ Z2 with m 6= m′, we find Jm,3δ∩Jm′,3δ = ∅.
Therefore, using the fact that {In}Nn=1 are disjoint intervals and #A ≤ 3λ, we obtain∑

n∈B
(bn − an) =

∣∣∣∣ ⋃
n∈B

In

∣∣∣∣ ≤ ∣∣∣∣ ⋃
m∈A

Jm,3δ

∣∣∣∣ ≤ 3δ

λ
#A ≤ 9δ. (4.6)

Combining (4.2), (4.4), (4.5), (4.6) with |U | ≥ ζ − ε, we conclude that

inf
x0∈R

∫
ω

cos2(λ(x− x0))dx ≥ 1

2

(
1−max

(
sin δ

δ
,
√

1− sin2 δ

))
(ζ − ε− 9δ)− ε.

We see that (4.1) follows from the above estimate fo ε and δ small enough. �

We now give an alternative proof of Lemma 4.1 for the reader’s convenience.

Proof of Lemma 4.1. Step 1. Estimate for the flat case. Let V = 0 and ` ∈ Z.
For µ > 1, we denote

F = −∂2
xf − µf on R.

For any s ∈ I1`, the function f can be expressed by

f(x) = cos(
√
µ(x− s))f(s) +

sin(
√
µ(x− s))
√
µ

f ′(s)−
∫ x

s

sin(
√
µ(x− y))
√
µ

F (y)dy.

Note that, in the above identity, the sum of the first two terms can be rewritten as

cos(
√
µ(x− s))f(s) +

sin(
√
µ(x− s))
√
µ

f ′(s) = r cos

(
√
µ

(
x− s− θ

√
µ

))
,

where

θ ∈ [0, 2π) and r =
√
|f(s)|2 + µ−1|f ′(s)|2.

Therefore, from Lemma 4.2 and ζ ≤ |Ω`| ≤ 1, there exists a constant c = c(ζ) > 0,
depending only on ζ, such that

c|f(s)|2 ≤
∥∥∥∥cos(

√
µ(x− s))f(s) +

sin(
√
µ(x− s))
√
µ

f ′(s)

∥∥∥∥2

L2(Ω`)

.

Combining the above estimate with the explanation of f(x), we find

c|f(s)|2 ≤
∥∥∥∥f(x) +

∫ x

s

sin(
√
µ(x− y))
√
µ

F (y)dy

∥∥∥∥2

L2(Ω`)

≤ 2 ‖f‖2L2(Ω`)
+

2

µ

∥∥∥∥∫ x

s

|F (y)|dy
∥∥∥∥2

L2(Ω`)

≤ 2‖f‖2L2(Ω`)
+

2

µ
‖F‖2L2(I1`)

.
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Integrating the above estimate with respect to variable s over I1` and then summing
over ` ∈ Z, we conclude that

‖f‖2L2(R) ≤
C

µ
‖(−∂2

x − µ)f‖2L2(R) + C‖f‖2L2(Ω), (4.7)

where C = C(ζ) > 0 is a constant depending only on ζ.

Step 2. Conclusion. Note that, from (4.7) and V ∈ L∞(R), we obtain

‖f‖2L2(R) ≤
C

µ
‖(−∂2

x − µ)f‖2L2(R) + C‖f‖2L2(Ω)

≤ C

µ
‖(H − µ)f‖2L2(R) +

C

µ
‖V ‖2∞‖f‖2L2(R) + C‖f‖2L2(Ω),

which completes the proof of Lemma 4.1 by taking µ large enough. �

Combining the above resolvent estimate with an argument in [12, Section 3], we
obtain the following observability inequality for the high-frequency part.

Corollary 4.4. Let Ω be a (1, ζ)-thick set and let V ∈ L∞(R) with V ≥ 1. Then
there exist some constants µ1 = µ1(V, ζ) and C = C(V, ζ), depending only on V

and ζ, such that for any T > 0, µ > µ1

(
1 + T−

1
2

)
and f ∈ L2(R), we have

‖(1−Πµ)f‖2L2(R) ≤
C

T

∫ T

0

∥∥eitH(1−Πµ)f
∥∥2

L2(Ω)
dt.

Proof. Let f ∈ H2(R) and let F be the solution of the 1D Schrödinger equation

i∂tF − ∂2
xF + V (x)F = 0 with F|t=0 = (1−Πµ)f ∈ H2(R).

We fix a cut-off C2 function χ : R→ [0, 1] satisfying

χ ≡ 1 on

[
1

4
,

3

4

]
, suppχ ⊂ [0, 1] and χ′ ∈ [−5, 5].

For time T > 0, we consider a new function

Ψ(t, x) = χ

(
t

T

)
F (t, x) =⇒ i∂tΨ− ∂2

xΨ + V (x)Ψ =
i

T
χ′
(
t

T

)
F.

Taking the Fourier transform in the above equation with respect to t,

(H − ξ)Ψ̂(ξ, x) =
i

T
Ft→ξ

(
χ′
(
t

T

)
F

)
(ξ, x). (4.8)

Let µ > µ0+2 where µ0 is the parameter appearing in Lemma 4.1. On the one hand,

we apply Lemma 4.1 to Ψ̂. Hence, based on the identity (4.8), for ξ > µ > µ0 + 2,
we directly have∥∥∥Ψ̂(ξ, x)

∥∥∥2

L2
x(R)
≤ C

µ

∥∥∥∥Ft→ξ (χ′( t

T

)
F

)
(ξ, x)

∥∥∥∥2

L2
x(R)

+ C
∥∥∥Ψ̂(ξ, x)

∥∥∥2

L2
x(Ω)

, (4.9)

where C = C(V, ζ) is a constant depending only on V and ζ.

On the other hand, for ξ ≤ µ, we estimate (4.8) directly using the fact that (H −
ξ)(Id−Πµ) is invertible. More precisely, from the definition of dmλ and Ψ, we have

(H − ξ)Ψ̂(ξ, x) =

∫ ∞
µ

(λ2 − ξ)dmλΨ̂(ξ, x).
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Observe that µ2

2 < λ2 − µ for λ ≥ µ, since µ > µ0 + 2 > 2. Therefore, for any
ξ ≤ µ, we see that

1

2
µ2
∥∥∥Ψ̂(ξ, x)

∥∥∥2

L2
x(R)
≤
∫ ∞
µ

(λ2 − µ)
(

dmλΨ̂(ξ, x), Ψ̂(ξ, x)
)
L2
x(R)

≤
(

(H − ξ)Ψ̂(ξ, x), Ψ̂(ξ, x)
)
L2
x(R)

.

Combining the above inequality with (4.8), for ξ ≤ µ, we obtain∥∥∥Ψ̂(ξ, x)
∥∥∥2

L2
x(R)
≤ 4

µ4T 2

∥∥∥∥Ft→ξ (χ′( t

T

)
F

)
(ξ, x)

∥∥∥∥2

L2
x(R)

. (4.10)

Gathering (4.9) and (4.10), and then integrating over R for the variable ξ, we find∥∥∥Ψ̂(ξ, x)
∥∥∥2

L2(R2)
≤ C

µ

∥∥∥∥Ft→ξ (χ′( t

T

)
F

)
(ξ, x)

∥∥∥∥2

L2(R2)

+
4

µ4T 2

∥∥∥∥Ft→ξ (χ′( t

T

)
F

)
(ξ, x)

∥∥∥∥2

L2(R2)

+ C
∥∥∥Ψ̂(ξ, x)

∥∥∥2

L2(R×Ω)
.

Then, using the Plancherel theorem for the variables t and ξ,

‖Ψ(t, x)‖2L2(R2) ≤
(
C

µ
+

4

µ4T 2

)∥∥∥∥χ′( t

T

)
F (t, x)

∥∥∥∥2

L2(R2)

+ C ‖Ψ(t, x)‖2L2(R×Ω) .

Therefore, by the conservation of L2
x for F and the definition of χ and Ψ, we obtain

‖(1−Πµ)f‖2L2(R) ≤ 50

(
C

µ
+

4

µ4T 2

)
‖(1−Πµ)f‖2L2(R)

+
2C

T

∫ T

0

‖eitH(1−Πµ)f‖2L2(Ω)dt,

which completes the proof of f ∈ H2(R) for taking µ large enough. Last, using a
density argument, we complete the proof of Corollary 4.4 for any f ∈ L2(R). �

5. Proof of Theorem 1.2

In this section, we prove Theorem 1.2. The proof is based on the general strategy
introduced in Phung [31] (inspired by Lebeau-Robbiano [28]) for the Schrödinger
equation in a similar context. We start with the following quantitative unique con-
tinuation estimate for the 1D Schrödinger equation which plays a crucial role in our
proof for Theorem 1.2. The key idea of the proof is to take an FBI transformation
that transfers the 1D Schödinger equation to the 1D heat equation.

Proposition 5.1. Let Ω be a (1, ζ)-thick set and let V ∈ C(R)∩L∞(R) with V ≥ 1.
Then there exist some constants h0 = h0(V, ζ) ∈ (0, 1) and C = C(V, ζ) > 0,

depending only on V and ζ, such that for any T > 0, 0 < h < h0

(
1 + T−3

)−1
and

f ∈ H2(R), we have

‖f‖2L2(R) ≤ Ch
(

1 +
1

T 2

)
‖Hf‖2L2(R)

+ Ce
2T2

h +C
T

∫ T

0

∥∥HeitHf∥∥2

L2(Ω)
dt.

(5.1)
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Proof. Step 1. FBI transformation. Following Zworski [37], we introduce the
definition of FBI transformation. For 0 < h < 1, z = τ + is ∈ C and L2-valued
regular function Γ(t), we define

ThΓ(z) =
2

1
4

(2πh)
3
4

∫
R
e−

(z+t)2

2h Γ(t)dt.

By an elementary computation and integration by parts, we directly have

(∂s + ∂2
x − V (x))ThΓ(z) = −Th

((
i∂t − ∂2

x + V (x)
)

Γ
)

(z). (5.2)

This is the key point to transfer the observability estimate for 1D Schrödinger
equation to the observability estimate for the 1D heat equation.
Fix T > 0. We define a cut-off C1 function χ : R→ [0, 1] satisfying

χ ≡ 1 on [2T, 8T ], suppχ ⊂ [0, 10T ] and χ′ ∈
[
− 2

T
,

2

T

]
. (5.3)

To simplify notation, we will prove (5.1) is true for 10T and then based on the
arbitrary choice of T , we can complete the proof of (5.1) for any T > 0. For any

f ∈ H2(R), we denote F = eitHf and F̃ = χF . We directly have

i∂tF̃ − ∂2
xF̃ + V (x)F̃ = iχ′(t)F.

Taking the FBI transformation on both sides of the above identity and then us-
ing (5.2), we obtain

∂sW + ∂2
xW − V (x)W = G,

where W = ThF̃ and G = −Th(iχ′F ). From Corollary 3.12, there exists a constant
C = C(V, ζ), depending only on V and ζ such that for any τ ∈ R, we have

‖W (τ)‖2L2(R) ≤ Ce
C
T

∫ T

0

‖HW (τ + is)‖2L2(Ω) ds

+ Ce
C
T

∫ T

0

‖G(τ + is)‖2L2(R)ds.

(5.4)

Step 2. L1
sL

2
x estimates on HW and G. First, from the definition of FBI transfor-

mation and W (τ + is), we have

HW (τ + is) =
2

1
4

(2πh)
3
4

e
s2

2h

∫
R
e−

(τ+t)2

2h e−i
s(τ+t)
h χ(t)HF (t)dt.

It follows from Cauchy-Schwarz inequality that

‖HW (τ + is)‖2L2(Ω) ≤
20T

(2πh)
3
2

e
s2

h

∫ 10T

0

‖HF (t)‖2L2(Ω)dt.

Integrating the above inequality on [0, T ], we see that

sup
τ∈R

∫ T

0

‖HW (τ + is)‖2L2(Ω) ds ≤ 20T 2

(2πh)
3
2

e
T2

h

∫ 10T

0

‖HF (t)‖2L2(Ω)dt. (5.5)

Second, using again the definition of FBI transformation,

G(τ + is) = −i 2
1
4

(2πh)
3
4

e
s2

2h

∫
R
e−

(τ+t)2

2h e−i
s(τ+t)
h χ′(t)F (t)dt.

Note that, from the definition of χ in (5.3), we infer that

|τ + t| ≥ 2T, for any (τ, t) ∈ [−6T,−4T ]× suppχ′.

It follows from ‖F (t)‖L2(R) = ‖eitHf‖L2(R) = ‖f‖L2(R) that

max
τ∈[−6T,−4T ]

‖G(τ + is)‖2L2(R) ≤
128

(2πh)
3
2

e
s2

h e−
4T2

h ‖f‖2L2(R).
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Integrating the above inequality on [0, T ], we see that

max
τ∈[−6T,−4T ]

∫ T

0

‖G(τ + is)‖2L2(R)ds ≤
128T

(2πh)
3
2

e−
3T2

h ‖f‖2L2(R). (5.6)

Step 3. Conclusion. Combining (5.4) and (5.6) with (5.5), we obtain

max
τ∈[−6T,−4T ]

‖W (τ)‖2L2(R) ≤
128CT

(2πh)
3
2

e−
3T2

h +C
T ‖f‖2L2(R)

+
20CT 2

(2πh)
3
2

e
T2

h +C
T

∫ 10T

0

‖HF (t)‖2L2(Ω)dt.

(5.7)

On the other hand, using again ‖F (t)‖L2(R) = ‖eitHf‖L2(R) = ‖f‖L2(R),

‖f‖2L2(R) =
1

2T

∫ 6T

4T

‖F (τ)‖2L2(R)dτ ≤ I1 + I2,

where

I1 =
1

T

∫ 6T

4T

∥∥∥∥ 1√
2πh

∫
R
e−

(τ−t)2
2h F̃ (t)dt

∥∥∥∥2

L2(R)

dτ,

I2 =
1

T

∫ 6T

4T

∥∥∥∥F (τ)− 1√
2πh

∫
R
e−

(τ−t)2
2h F̃ (t)dt

∥∥∥∥2

L2(R)

dτ.

Based on the definition of FBI transformation and W (τ), we have

I1 =
1

T

∫ −4T

−6T

∥∥∥∥ 1√
2πh

∫
R
e−

(τ+t)2

2h F̃ (t)dt

∥∥∥∥2

L2(R)

dτ =

√
πh

T

∫ −4T

−6T

‖W (τ)‖2L2(R)dτ.

It follows from (5.7) that

I1 ≤
128CT

πh
e−

3T2

h +C
T ‖f‖2L2(R)

+
20CT 2

πh
e
T2

h +C
T

∫ 10T

0

‖HF (t)‖2L2(Ω) dt.

(5.8)

Next, using the fact that
∫
R e
−x2

dx =
√
π and the definition of χ, we rewrite I2 as

I2 =
1

T

∫ 6T

4T

∥∥∥∥ 1√
2πh

∫
R
e−

t2

2h (F (τ)− χ(τ − t)F (τ − t)) dt

∥∥∥∥2

L2(R)

dτ = I21 + I22,

where

I21 =
1

T

∫ 6T

4T

∥∥∥∥∥ 1√
2πh

∫
|t|≥6T

e−
t2

2hF (τ)dt

∥∥∥∥∥
2

L2(R)

dτ,

I22 =
1

T

∫ 6T

4T

∥∥∥∥∥ 1√
2πh

∫ 6T

−6T

e−
t2

2h (F (τ)− χ(τ − t)F (τ − t)) dt

∥∥∥∥∥
2

L2(R)

dτ.

Using again ‖F (t)‖L2(R) = ‖eitHf‖L2(R) = ‖f‖L2(R), we have

I21 ≤
1

πh

(∫
|t|≥6T

e−
t2

2h dt

)2

‖f‖2L2(R) ≤ 2e−
18T2

h ‖f‖2L2(R).

Note that, from f ∈ H2(R) and H ≥ Id, we have

‖F (t)‖L2(R) ≤ ‖HF (t)‖L2(R) = ‖Hf‖L2(R),

‖∂tF (t)‖L2(R) = ‖HF (t)‖L2(R) = ‖Hf‖L2(R).
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Therefore, from the mean-value theorem, for any τ ∈ (4T, 6T ), we have

‖F (τ)− χ(τ − t)F (τ − t)‖L2(R)

≤ ‖F (τ)− F (τ − t)‖L2(R) + |χ(τ)− χ(τ − t)|‖F (τ − t)‖L2(R)

≤ |t|
(
‖Hf‖L2(R) + ‖χ′‖L∞(R)‖f‖L2(R)

)
≤ |t|

(
1 +

2

T

)
‖Hf‖L2(R).

Based on the above inequality and Minkowski inequality, we directly have

I22 ≤
4

πh

(
1 +

2

T

)2
(∫ 6T

0

e−
t2

2h tdt

)2

‖Hf‖2L2(R) ≤
32h

π

(
1 +

1

T 2

)
‖Hf‖2L2(R).

By the above estimates for I21 and I22, we see that

I2 ≤ I21 + I22 ≤ 2e−
18T2

h ‖f‖2L2(R) +
32h

π

(
1 +

1

T 2

)
‖Hf‖2L2(R). (5.9)

Gathering (5.8) and (5.9) together, we conclude that

‖f‖2L2(R) ≤
32h

π

(
1 +

1

T 2

)
‖Hf‖2L2(R)

+
20CT 2

πh
e
T2

h +C
T

∫ 10T

0

‖HF (t)‖2L2(Ω) dt

+

(
128CT

πh
e−

3T2

h +C
T + 2e−

18T2

h

)
‖f‖2L2(R).

This completes the proof of Proposition 5.1 for taking h0 small enough where h
satisfies 0 < h < h0(1 + T−3)−1. �

We are in a position to complete the proof of Theorem 1.2.

End of the proof of Theorem 1.2. Recall that, without loss of generality, we assume
V ∈ C(R)∩L∞(R) with V ≥ 1. It follows that the operator H ≥ Id and thus H is
invertible and is a bijection from H2(R) to L2(R). For any u0 ∈ L2(R), we denote
U0 = H−1u0 ∈ H2(R) and u(t) = eitHu0 be the corresponding solution of (1.1).
First, from Proposition 5.1, there exist some constants h0 = h0(V, ζ) ∈ (0, 1) and
C = C(V, ζ) > 0 depending only on V and ζ, such that for any T > 0 and any
0 < h < h0(1 + T−3)−1, we have

‖U0‖2L2(R) ≤ Ch
(

1 +
1

T 2

)
‖u0‖2L2(R)

+ Ce
2T2

h +C
T

∫ T

0

‖u(t)‖2L2(Ω)dt.

(5.10)

Second, using Corollary 4.4 and the triangle inequality, there exists µ1 = µ1(V, ζ) >
0 and C1 = C1(V, ζ) > 0, depending only on V and ζ, such that for any T > 0 and

µ > µ1(1 + T−
1
2 ), we have

‖u0‖2L2(R) ≤
C1

T

∫ T

0

‖u(t)‖2L2(Ω)dt+ (C1 + 1)‖Πµu0‖2L2(R),

Note that, from the definition of U0 and Πµ, we find

‖Πµu0‖2L2(R) =

∫ µ

0

(dmλu0, u0)L2(R) =

∫ µ

0

λ4 (dmλU0, U0)L2(R) ≤ µ
4 ‖U0‖2L2(R) ,

which implies

‖u0‖2L2(R) ≤
C1

T

∫ T

0

‖u(t)‖2L2(Ω)dt+ (C1 + 1)µ4‖U0‖2L2(R). (5.11)
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Combining (5.10) and (5.11), we conclude that

‖u0‖2L2(R) ≤ C(C1 + 1)µ4h

(
1 +

1

T 2

)
‖u0‖2L2(R)

+

(
C(C1 + 1)µ4e

2T2

h +C
T +

C1

T

)∫ T

0

‖u(t)‖2L2(Ω)dt.

This completes the proof of Theorem 1.2 for taking µ = 2µ1(1 + T−
1
2 ) and h =

ε(1 + T−4)−1 where ε small enough. The proof of Theorem 1.2 is complete. �

Appendix A. Proof of Theorem 3.3

In this appendix, we repeat the proof of Theorem 3.3 in [36] based on complex
analysis. First, we recall the following Jensen’s formula from [33, Theorem 15.18].

Lemma A.1 (Jensen’s formula). Let 0 < r1 < r2 < ∞. Let f be a holomorphic
function in Br2 with f(0) 6= 0 and a1, a2, . . . , aN are the zeros of f in Br1 (repeated
according to their respective multiplicity), then we have

log |f(0)| =
N∑
n=1

log

(
|an|
r1

)
+

1

2π

∫ 2π

0

∣∣f(r1e
iθ)
∣∣ dθ.

Note that, Jensen’s formula can be used to estimate the number of zeros of the
holomorphic function in an open disk.

Corollary A.2. Let 0 < r1 < r2 < r3 < ∞ and a ∈ C. Let f be a holomorphic
function in Br3(a) with f(a) 6= 0 and a1, a2, . . . , aN are the zeros of f in Br1(a)
(repeated according to their respective multiplicity), then we have

N ≤ logM − log |f(a)|
log r2 − log r1

, where M = max
|z|=r2

|f(z)|.

Second, we recall Hadamard’s three-circle theorem from [33, Page 264].

Lemma A.3. Let f be a holomorphic function in BR for 0 < R < ∞. Let M(r)
be the maximum of |f(z)| on the circle |z| = r for 0 < r < R. Then we have

log

(
r3

r1

)
logM(r2) ≤ log

(
r3

r2

)
logM(r1) + log

(
r2

r1

)
logM(r3),

for any three concentric circles of radii 0 < r1 < r2 < r3 < R.

Third, following from [17, Theorem 4.3], we introduce the Remez-type inequality
for holomorphic polynomials for further reference.

Lemma A.4 ([17]). Let P (z) be a holomorphic polynomial of degree N . Let E ⊂
B1. Then for any δ > 0, we have

sup
B1

|P (z)| ≤
(

6e

Hδ(E)

)N
δ

sup
E
|P (z)| .

Here, Hδ(E) means the δ-dimensional Hausdorff content of E.

Now we recall some elementary properties of quasiconformal mapping and the pre-
sentation is close to [6]. For complex function f , we write the derivative as

Df(z)h =
∂f

∂z
(z)h+

∂f

∂z̄
(z)h, for h ∈ C.

The norm of the derivative and Jacobian can be explained as

|Df(z)| =
∣∣∣∣∂f∂z (z)

∣∣∣∣+

∣∣∣∣∂f∂z̄ (z)

∣∣∣∣ and Jf(z) =

∣∣∣∣∂f∂z (z)

∣∣∣∣2 − ∣∣∣∣∂f∂z̄ (z)

∣∣∣∣2 .



20 P. SU, C. SUN, AND X. YUAN

Definition A.5. Let U and V be open sets of C and take K ≥ 1.
(i) An orientation-preserving mapping f : U → V is K-quasiregular mapping if

f ∈W 1,2
loc (U) and |Df(z)|2 ≤ KJf(z), for almost every z ∈ U.

(ii) An orientation-preserving homeomorphism f : U → V is K-quasiconformal if

f ∈W 1,2
loc (U) and |Df(z)|2 ≤ KJf(z), for almost every z ∈ U.

Following [6, Chapter 16], we denote

∗ =

(
0 −1
1 0

)
: R2 → R2 and ∗ ∗ = −Id.

For any solution φ of (3.3), we find the field (∗A∇φ) is curl-free, and thus from

Poincaré lemma, there exists a Sobolev function ψ ∈W 1,2
loc (B4) such that

∇ψ = ∗A∇φ =

(
0 −1
1 0

)
A∇φ.

Note that the function ψ is unique up to an additive constant and it is called the
A-harmonic conjugate of φ. For any a ∈ B1, we consider the complex function
fa = φ+ iψa where ψa is A-harmonic conjugate with ψa(a) = 0. By an elementary
computation and the definition of ψa

|Dfa|2 ≤ |∇φ|2 + |∇ψa|2 ≤
(
Λ + Λ−1

)
∇φ ·A∇φ ≤

(
Λ + Λ−1

)
∇φ · (− ∗ ∇ψa).

Note that, from the definition of ∗, we find

∇φ · (− ∗ ∇ψa) = (∂xφ)(∂yψa)− (∂yφ)(∂xψa) = Jfa.

Based on the above inequalities, we obtain

|Dfa(z)|2 ≤ (Λ + Λ−1)Jfa(z), for almost every z ∈ B4,

which means that fa is a (Λ + Λ−1)-quasiregular mapping. It then follows from the
representation theorem (see [1, Section 2] and [6, Corollary 5.5.3]) that fa can be
written as

fa = F ◦G, on B2,

where F is holomorphic in B2, andG is a (Λ+Λ−1)-quasiconformal homeomorphism
from B2 onto B2 which verifies G(0) = 0 and

C−1|z2 − z1|
1
α ≤ |G(z2)−G(z1)| ≤ C|z2 − z1|α, when (z1, z2) ∈ B2 ×B2, (A.1)

for some constants α = α(Λ) ∈ (0, 1) and C = C(Λ) > 0 depending only on Λ.
Moreover, from [6, Corollary 5.9.2], we know thatG has a continuous homeomorphic
extension to the boundary ∂B2. Therefore, from (A.1), there exists a constant
r = r(Λ) ∈ (0, 2), depending only Λ, such that

0 < 2− r ≤ dist (G(B1), ∂B2) =⇒ G(B1) ⊂ Br. (A.2)

For any a ∈ B1, we consider the holomorphic self-homeomorphism of B2 to itself:

Ra(z) = 4
z −G(a)

4−G(a)z
: B2 → B2.

Based on [6, Theorem 3.1.2], we know that fa can be rewritten as

fa =
(
F ◦R−1

a

)
◦ (Ra ◦G) := Fa ◦Ga, on B2, (A.3)

where Fa is holomorphic in B2, and Ga is a (Λ + Λ−1)-quasiconformal homeomor-
phism from B2 onto B2 which verifies Ga(a) = 0. Moreover, from (A.1) and (A.2),

C−1|z2− z1|
1
α ≤ |Ga(z2)−Ga(z1)| ≤ C|z2− z1|α, when (z1, z2) ∈ B2×B2, (A.4)
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where α = α(Λ) ∈ (0, 1) and C = C(Λ) > 0 are constants depending only on Λ.
For any a ∈ B1, using (A.4), we know that (A.2) is also true for Ga with probably
different constant r = r(Λ) but it still depends only on Λ.
The following proposition plays a crucial role in our proof of Theorem 3.3.

Proposition A.6. Let ω ⊂ B1 ∩ `0 satisfy |ω| > 0 for some line `0 ∈ R2. Then
there exist z0 ∈ ω and some constants α = α(Λ, |ω|) ∈ (0, 1) and C = C(Λ, |ω|) > 0,
depending only on Λ and |ω|, such that for any H1

loc solution φ of (3.3) with its
A-harmonic conjugate satisfying ψz0(z0) = 0, we have

sup
B1

|φ| ≤ C
(

sup
ω
|φ+ iψz0 |α

)(
sup
B2

|φ|1−α
)
.

Proof. From ω ⊂ B1∩`0 and (A.4), there exist r1 = r1(|ω|) ∈ (0, 1) depending only
on |ω| and r2 = r2(Λ, |ω|) ∈ (0, 1

6 ) depending only on Λ and |ω| such that

1

2
|ω| ≤ |ω ∩Br1 | and B6r2 ⊂

⋂
a∈Br1

Ga (B1) . (A.5)

Moreover, from (A.4) and (A.5), there exist z0 ∈ ω∩Br1 and r3 = r3(Λ, |ω|) ∈ (0, 1)
depending only on Λ and |ω| such that

c|ω| ≤ |ω ∩Br3(z0)| and Gz0 (Br3(z0)) ⊂ Br2 , (A.6)

where c = c(Λ, |ω|) depends only on Λ and |ω|. We denote ω̃ = ω ∩Br3(z0).
Let a1, a2, . . . , aN be the zeros of Fz0 in B2r2 (repeated according to their respective
multiplicity). Let a0 ∈ ∂Br2 be such that |Fz0(a0)| is the maximum of |Fz0(z)| on
Br2 . We consider the following complex polynomial Pz0(z) and holomorphic non-
vanishing function hz0(z) on B6r2 ,

Pz0(z) =

N∏
n=1

(z − an) and hz0(z) =
Fz0(z)

Pz0(z)
.

On the one hand, we denote by Ñ the number of zeros of Fz0 in B3r2(a0). From
B2r2 ⊂ B3r2(a0), B 7

2 r2
(a0) ⊂ B5r2 and Corollary A.2,

N ≤ Ñ ≤ 1

log 7
6

log sup
B 7

2
r2

(a0)

|Fz0 | − log |Fz0(a0)|


≤ 1

log 7
6

(
log sup

B5r2

|Fz0 | − log sup
Br2

|Fz0 |

)
.

(A.7)

Then, using the definition of hz0 and Pz0 , we see that

sup
Br2

|Fz0 | = |Fz0(a0)| ≤ |hz0(a0)||Pz0(a0)| ≤ (3r2)N |hz0(a0)|. (A.8)

Using the maximum modulus principle on B5r2 , we find

sup
B5r2

|hz0 | ≤

(
sup
∂B5r2

|Fz0 |

)(
sup
∂B5r2

|P−1
z0 |

)
≤
(

1

3r2

)N
sup
B5r2

|Fz0 |. (A.9)

Since hz0 is a holomorphic non-vanishing function, log |hz0 | is a harmonic function
on B2r2 . From Harnack’s inequality for harmonic function, there exists a constant
C = C(Λ) > 1, depending only on Λ, such that

sup
Br2

(
sup
B5r2

log |hz0 | − log |hz0(z)|

)
≤ C inf

Br2

(
sup
B5r2

log |hz0 | − log |hz0(z)|

)
.
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It follows that

|hz0(a0)|C sup
B5r2

|hz0 | ≤

(
sup
B5r2

|hz0 |C
)(

inf
Br2

|hz0 |
)
.

Combining (A.8) and (A.9) with the above inequality, we obtain(
sup
Br2

|Fz0 |C
)(

sup
B5r2

|hz0 |

)
≤

(
sup
B5r2

|Fz0 |C
)(

inf
Br2

|hz0 |
)
. (A.10)

On the other hand, using Lemma A.4, we find

sup
Br2

|Pz0 | ≤
(

6e

Hα(Gz0(ω̃))

)N
α

sup
Gz0 (ω̃)

|Pz0 |.

From (2.1), (A.4) and (A.6), there exists a constant C1 = C1(Λ) > 0, depending
only on Λ, such that

c|ω| ≤ |ω̃| ≤ C1Hα(Gz0(ω̃)) =⇒ sup
Br2

|Pz0 | ≤
(

6C1e

c|ω|

)N
α

sup
Gz0 (ω̃)

|Pz0 |. (A.11)

Thanks to (A.6), (A.10) and (A.11), we find

sup
Br2

|Fz0 |1+C ≤

(
sup
Br2

|Fz0 |C
)(

sup
B5r2

|hz0 |

)(
sup
Br2

|Pz0 |

)

≤ CN2

(
sup
B5r2

|Fz0 |C
)(

sup
Gz0 (ω̃)

|Pz0 |

)(
inf
Br2

|hz0 |
)

≤ CN2

(
sup
B5r2

|Fz0 |C
)(

sup
Gz0 (ω̃)

|Fz0 |

)
,

where C2 = C2(Λ, |ω|) > 1 is a constant depending only on Λ and |ω|. Combining
the above inequality with (A.7), there exists a constant C3 = C3(Λ, |ω|) > 0,
depending only on Λ and |ω|, such that

sup
Br2

|Fz0 |1+C+C3 ≤

(
sup
B5r2

|Fz0 |C+C3

)(
sup
Gz0 (ω̃)

|Fz0 |

)
,

and thus we have

sup
Br2

|Fz0 | ≤

(
sup
B5r2

|Fz0 |1−α
)(

sup
Gz0 (ω̃)

|Fz0 |α
)
, where α =

1

1 + C + C3
∈ (0, 1).

Therefore, from (A.2) and Lemma A.3, there exists a constant r = r(Λ) ∈ (0, 2),
depending only on Λ, such that

sup
Gz0 (B1)

|Fz0 | ≤ sup
Br

|Fz0 | ≤

(
sup
Br2

|Fz0 |α1

) sup
B 2+r

2

|Fz0 |1−α1


≤

(
sup
Gz0 (ω̃)

|Fz0 |αα1

) sup
B 2+r

2

|Fz0 |1−αα1

 ,

(A.12)

where α1 = α1(Λ, |ω|) ∈ (0, 1) is a constant depending only on Λ and |ω|.
From the definition of Fz0 , the holomorphic function Fz0 can be written as

Fz0 = fz0 ◦G−1
z0 = φ ◦G−1

z0 + iψz0 ◦G−1
z0 . (A.13)
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Therefore, using the Cauchy-Riemann equation and ψz0 ◦G−1
z0 (0) = 0,

ψz0 ◦G−1
z0 (x, y) =

∫ 1

0

(y,−x) · ∇(φ ◦G−1
z0 )(xσ, yσ)dσ, on B2,

and thus, from interior estimates of derivatives of harmonic function (see for in-
stance [18, Theorem 2.10]), there exists a constant C4 = C4(Λ), depending only on
Λ, such that

sup
B 2+r

2

∣∣ψz0 ◦G−1
z0

∣∣ ≤ 2 sup
B 2+r

2

∣∣∇(φ ◦G−1
z0 )
∣∣ ≤ C4 sup

B 6+r
4

∣∣φ ◦G−1
z0

∣∣ .
Hence, using again (A.13), we find

sup
B 2+r

2

|Fz0 | ≤ sup
B 2+r

2

|φ ◦G−1
z0 |+ sup

B 2+r
2

|ψz0 ◦G−1
z0 |

≤ (1 + C4) sup
B 6+r

4

∣∣φ ◦G−1
z0

∣∣ ≤ (1 + C4) sup
B2

|φ|.
(A.14)

Combining (A.12) and (A.14) with ω̃ ⊂ ω, we conclude that

sup
Gz0 (B1)

|Fz0 | ≤ (1 + C4)1−αα1

(
sup
Gz0 (ω̃)

|Fz0 |αα1

)(
sup
B2

|φ|1−αα1

)

≤ (1 + C4)1−αα1

(
sup
Gz0 (ω)

|Fz0 |αα1

)(
sup
B2

|φ|1−αα1

)
,

which completes the proof of Proposition A.6 �

We are in a position to complete the proof of Theorem 3.3.

End of the proof of Theorem 3.3. Let z0 ∈ ω be the point appearing in Proposi-
tion A.6 and ψz0 be the A-harmonic conjugate of φ satisfying ψz0(z0) = 0. Note
that, from A∇φ · e0 = 0 and the definition of ψz0 , we obtain

∇ψz0 · e⊥0 = ∗A∇φ · e⊥0 = A∇φ · (− ∗ e⊥0 ) = A∇φ · e0 = 0.

It follows that ψz0(z) = ψz0(z0) = 0 on `0. Therefore, from ω ⊂ B1 ∩ `0 and
Proposition A.6, we conclude that, there exist some constants α = α(Λ, |ω|) ∈ (0, 1)
and C = C(Λ, |ω|) > 0, depending only on Λ and |ω|, such that

sup
B1

|φ| ≤ C
(

sup
ω
|φ+ iψz0 |α

)(
sup
B2

|φ|1−α
)
≤ C

(
sup
ω
|φ|α

)(
sup
B2

|φ|1−α
)
.

The proof of Theorem 3.3 is complete. �

Appendix B. Proof of Proposition 3.10

The implication of backward observability for the heat equation from the spectral
inequality is standard. Here we closely follow the strategy of [9, Theorem 8 and
Corollary 4.1] which builds upon the early work in [5]. The key point is the following
interpolation estimates for solutions of the heat equation.

Lemma B.1. Let Ω be a (1, ζ)-thick set and let V ∈ C(R) ∩ L∞(R) with V ≥ 1.
Then there exists a constant C = C(V, ζ) > 0, depending only on V and ζ, such
that for any α ∈ (0, 1), 0 ≤ s < t <∞ and f ∈ L2(R), we have

‖e−tHf‖L2(R) ≤ Ce
3

α(t−s) ‖e−tHf‖1−αL2(Ω)‖e
−sHf‖αL2(R).
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Proof. First, for any µ > 0 and 0 ≤ s < t <∞, we have

‖e−tH(1−Πµ)f‖2L2(R) =

∫ ∞
µ

e−2tλ2

(dmλf, f)L2(R)

≤ e−2(t−s)µ2

‖e−sHf‖2L2(R).

(B.1)

It follows from Lemma 3.8 that

‖e−tHΠµf‖L2(R) ≤ Ce3µ
(
‖e−tHf‖L2(Ω) + ‖e−tH(1−Πµ)f‖L2(R)

)
≤ Ce3µ

(
‖e−tHf‖L2(Ω) + e−(t−s)µ2

‖e−sHf‖L2(R)

)
.

From AM-GM inequality, for any µ > 0, α ∈ (0, 1) and 0 ≤ s < t <∞, we obtain

3µ ≤ α(t− s)µ2 +
3

α(t− s)
=⇒ 3µ− α(t− s)µ2 ≤ 3

α(t− s)
,

which implies

‖e−tHΠµf‖L2(R) ≤ Ce
3

α(t−s) eα(t−s)µ2

‖e−tHf‖L2(Ω)

+ Ce
3

α(t−s) e−(1−α)(t−s)µ2

‖e−sHf‖L2(R).
(B.2)

Now we make the choice of µ ∈ (0,∞) such that

e(t−s)µ2

=
‖e−sHf‖L2(R)

‖e−tHf‖L2(Ω)
∈ (1,∞).

This is always possible since for f 6= 0, we find

0 < ‖e−tHf‖L2(Ω) ≤ ‖e−tHf‖L2(R) ≤ ‖e−sHf‖L2(R).

Therefore, from (B.1) and (B.2), we conclude that

‖e−tHf‖L2(R) ≤ (2C + 1)e
3

α(t−s) ‖e−tHf‖1−αL2(Ω)‖e
−sHf‖αL2(R).

The proof of Lemma B.1 is complete. �

We are in a position to complete the proof of Proposition 3.10.

End of the proof of Proposition 3.10. We split the proof into the following two steps.

Step 1. Recursive estimates. First, from Lemma B.1, for 0 < t1 < t2 ≤ T < ∞,
t ∈
(
t1+t2

2 , t2
)

and α = 1
4 , we have

‖u(t2)‖L2(R) ≤ ‖u(t)‖L2(R) ≤ Ce
12
t−t1 ‖u(t)‖

3
4

L2(Ω)‖u(t1)‖
1
4

L2(R)

≤ Ce
24

t2−t1 ‖u(t)‖
3
4

L2(Ω)‖u(t1)‖
1
4

L2(R),

where C = C(V, ζ) > 2 is a constant depending only on V and ζ. Integrating the
above inequality over

(
t1+t2

2 , t2
)

and then using Hölder inequality, we see that

‖u(t2)‖2L2(R) ≤ C
2e

48
t2−t1

(
t2 − t1

2

)− 3
4

‖u(t1)‖
1
2

L2(R)

(∫ t2

t1

‖u(t)‖2L2(Ω)dt

) 3
4

.

It follows that

‖u(t2)‖2L2(R)e
− 99
t2−t1 ≤C3 (t2 − t1)

− 3
4

(
‖u(t1)‖2L2(R)e

− 198
t2−t1

) 1
4

× e−
3

2(t2−t1)

(∫ t2

t1

‖u(t)‖2L2(Ω)dt

) 3
4

≤
(
‖u(t1)‖2L2(R)e

− 198
t2−t1

) 1
4

(
C4(t2 − t1)

∫ t2

t1

‖u(t)‖2L2(Ω)dt

) 3
4

.
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Based on the above inequality and Young’s inequality, we conclude that

‖u(t2)‖2L2(R)e
− 99
t2−t1 ≤ 1

4
‖u(t1)‖2L2(R)e

− 198
t2−t1 +C4(t2−t1)

∫ t2

t1

‖u(t)‖2L2(Ω)dt. (B.3)

Step 2. Conclusion. For T > 0 and n ∈ N, we set

Sn =
T

2n
and an = ‖u(Sn)‖2L2(R) e

− 99
Sn−Sn+1 .

By an elementary computation,

Sn+1 − Sn+2 =
Sn − Sn+1

2
=⇒ an+1 = ‖u(Sn+1)‖2L2(R) e

− 198
Sn−Sn+1 .

Therefore, from (B.3), for any n ∈ N, we have

an ≤
1

4
an+1 + C4T

∫ T
2n

T

2n+1

‖u(t)‖2L2(Ω)dt,

which implies

‖u(T )‖2L2(R)e
− 198

T = a0 ≤
1

4
an + C4T

∫ T

0

‖u(t)‖2L2(Ω)dt.

Using the fact that an → 0 as n→∞, we complete the proof of Proposition 3.10.
�
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