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*The fictitious author Camille Noûs embodies the collegial nature of the present work, as a reminder
that science proceeds from disputatio and that the building and dissemination of knowledge are intrinsi-
cally selfless, collaborative and open. For details, see:

“ https : //www.cogitamus.fr/indexen.html ′′ .

1



Limited regularity, 08-02-2024 2

1 Introduction.

The theoretical and practical studies of molecules is known to be an involved task, even
for fixed nuclei, since one does not know how to solve the Schrödinger equation for such an
electronic system. This explains why an alternative strategy has been developped, namely
the Density Functional Theory (DFT) (cf. [E, LiSe]). To an electronic pure quantum
state of the system one attachs several electronic (reduced) density matrices and their
regularity properties are important for the DFT. Due to the Coulomb interaction between
the particles in the molecule, these regularity properties are not straightforward. In the
last two decades, several regularity results were proved on the solution of the Schrödinger
equation and on these objects: in particular, it has been shown that those electronic
density matrices are real analytic in large domains in the configuration space: see [FHHS1,
FHHS2, HS1, J1, J2]. This reflects the fact that the potential in the Schrödinger equation
is also real analytic on a large domain. However, the optimality of these results is not
clear. Intuitively, we do have reasons to think that they are (almost) optimal. A result
of this kind has been proved in [FHHS4]. Another one is claimed in [C1] but, as we shall
see, it is quite questionable. A more convincing, indirect argument is given in [C2]. In
the present paper, we mathematically prove that some particular density matrix is not
smooth in some region of the configuration space.

Let us first recall the mentioned regularity results. We consider a molecule with N moving
electrons, with N > 1, and L fixed nuclei, with L ≥ 1 (according to Born-Oppenheimer
idealization). The L distinct vectors R1, · · · , RL ∈ R3 represent the positions of the nuclei.
The positions of the electrons are given by x1, · · · , xN ∈ R3. The charges of the nuclei
are respectively given by the positive Z1, · · · , ZL and the electronic charge is set to −1.
The Hamiltonian of the electronic system is

H :=
N∑
j=1

(
−∆xj

−
L∑

k=1

Zk|xj −Rk|−1
)
+

∑
1≤j<j′≤N

|xj − xj′|−1 + E0 , (1.1)

where E0 :=
∑

1≤k<k′≤L

ZkZk′ |Rk −Rk′ |−1

and −∆xj
stands for the Laplacian in the variable xj. Here we denote by | · | the euclidian

norm on R3. Setting ∆ :=
∑N

j=1 ∆xj
, we define the potential V of the system as the

multiplication operator satisfying H = −∆+ V . It is well-known that H is a self-adjoint
operator on the Sobolev space W2,2(R3N) (cf. Section 2). Let us now fix an electronic
bound state ψ ∈ W2,2(R3N) \ {0} such that, for some real E, Hψ = Eψ (there does exist
such a state, see Section 2).
Associated to that bound state ψ, we consider the following notions of electronic density.
Let k be an integer such that 0 < k < N . Let ρk : (R3)k → R be the almost everywhere
defined, L1(R3k)-function given by, for x = (x1; · · · ;xk) ∈ R3k,

ρk(x) =

∫
R3(N−k)

∣∣ψ(x; y)∣∣2 dy . (1.2)

It is called the k-particle reduced density.
Define also γk : (R3)2k → C as the almost everywhere defined, complex-valued function
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given by, for x = (x1; · · · ;xk) ∈ R3k and x′ = (x′1; · · · ;x′k) ∈ R3k,

γk(x;x
′) =

∫
R3(N−k)

ψ(x; y)ψ(x′; y) dy . (1.3)

It is called the k-particle reduced density matrix.
Thanks to Kato’s important contribution in [K], we know that the bound state ψ is in fact
a continuous function. Therefore, the above densities ρk and γk are actually everywhere
defined and continuous, and satisfy ρk(x) = γk(x;x), everywhere.
From a physical point of view, the previous objects differ from the true physical ones by
some prefactor (see [E, Le, LiSe, LSc]). This will not affect the issue treated here.
We need to introduce the following subsets of R3k. Denoting for a positive integer p by
[[1; p]] the set of the integers j satisfying 1 ≤ j ≤ k, the closed set

Ck :=
{
x = (x1; · · · ;xk) ∈ R3k ; ∃(j; j′) ∈ [[1; k]]2 ; j ̸= j′ and xj = xj′

}
(1.4)

gathers all possible collisions between the first k electrons while the closed set

Rk :=
{
x = (x1; · · · ;xk) ∈ R3k ; ∃j ∈ [[1; k]] ,∃ℓ ∈ [[1;L]] ; xj = Rℓ

}
(1.5)

groups together all possible collisions of these k electrons with the nuclei. We set

U (1)
k := R3k \

(
Ck ∪Rk

)
, (1.6)

which is an open subset of R3k.
The set of all possible collisions between particles is then CN ∪ RN and the potential V
is real analytic precisely on R3N \ (CN ∪ RN). Classical elliptic regularity applied to the
equation Hψ = Eψ shows that ψ is also real analytic on R3N \ (CN ∪RN) (cf. [Hö1]). A
better regularity for ψ is not expected (and false in some cases), therefore such a regularity
for ρk and γk is not clear. It is however granted on some appropriate region, as stated in
Theorem 1.1 below.
We also need to consider two sets of positions for the first k electrons and introduce the
set of all possible collisions between positions of differents sets, namely

C(2)
k :=


(x;x′) ∈ (R3k)2 ; x = (x1; · · · ;xk) , x′ = (x′1; · · · ;x′k) ,

∃(j; j′) ∈ [[1; k]]2 ; xj = x′j′

 . (1.7)

We introduce the open subset of (R3k)2 defined by

U (2)
k :=

(
U (1)
k × U (1)

k

)
\ C(2)

k .

The above mentioned, known regularity results may be summed up in the following way:

Theorem 1.1. [FHHS1, FHHS2, HS1, J1, J2].

For all integer k with 0 < k < N , the k-particle reduced density ρk is real analytic on U (1)
k

and the k-particle reduced density matrix γk is real analytic on U (2)
k = (U (1)

k ×U (1)
k ) \ C(2)

k .
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A natural question is the following: is the domain of real analyticity of ρk (resp. γk)
larger? Due to results in [K, FHHS3, FHHS4], one can show, in the atomic case (i.e. for
L = 1), that ρ1 is not smooth near the nuclear position (see Section 2).
What about γ1? Such a question is considered in the papers [C1, C2]. In [C2], it is shown
that, for two-electron systems in a S-state, γ1 has a “fifth order cusp” on the diagonal,
that is a limited regularity there. In [C1], such a “fifth order cusp” on the diagonal is
claimed and derived from a special decomposition of the considered bound state near
some collisions, that was obtained in [FHHS5] (see also Theorem 3.1 in Section 3.1). This
argument is questionable since the mentioned decomposition is used in [C1] outside the
domain of its validity, that was etablished in [FHHS5].
An indirect but interesting approach to show a limited regularity for γ1 is introduced in
[So1, HS2]. The idea is that the lack of smoothness of γ1 should be seen in the asymptotics
of the eigenvalues of the (class trace) operator with kernel γ1. The relevant asymptotics
has been obtained in [So1] and it was postulated in Remark 1.2(7) in [HS2] that the
leading term is nonzero. This would imply the lack of smoothness of γ1 on the diagonal.
It seems that the non-vanishing of this leading term has not being proved yet. We point
out that the same strategy could also work to get the regularity of the one-particle kinetic
energy density operator (see [So2]).
In the present paper, we take advantage of the above special decomposition to prove that
the (N − 1)-particle electronic reduced density matrix γN−1 has a limited regularity at a

point on the diagonal of U (1)
N−1. Precisely, we shall show the

Theorem 1.2. Consider x̂ = (x̂1; · · · ; x̂N−1) ∈ U (1)
N−1 (see (1.6)). Then the (N−1)-particle

reduced density matrix γN−1 is not smooth near (x̂; x̂).

Remark 1.3. We think that Theorem 1.2 is valid on a larger region than the diagonal of
the set U (1)

N−1. Indeed, we expect that the (N − 1)-particle reduced density matrix γN−1 is

not smooth near a point (x̂; x̂′) ∈ (U (1)
N−1 × U (1)

N−1) ∩ C(2)
N−1 (see (1.6) and (1.7)). We refer

to Remark 5.2 for an intuitive explanation.

A key feature in our proof of that theorem is the splitting of γN−1, defined in (1.3) and

restricted to a vicinity of some (x̂; x̂′) ∈ (U (1)
N−1 × U (1)

N−1) ∩ C(2)
N−1, into a appropriate, finite

sum of integrals on regions Y of R3 such that, on a neighbourhood of x̂ times Y and
on a neighbourhood of x̂′ times Y , the bound state ψ admits a special decomposition as
in [FHHS5] (see Theorem 3.1 in Section 3.1). Such a decomposition is, up to now, only
available at a two-particle collision and this restriction actually explains why our result
concerns the (N − 1)-particle reduced density matrix γN−1 and no other γk and why we

focus on collisions (x̂; x̂′) ∈ (U (1)
N−1 × U (1)

N−1) ∩ C(2)
N−1 (cf. Remark 3.7). We call such a

two-particle collision a bilateral collision.
It turns out that we need a little more information on this state decomposition near a
bilateral collision compared to the one provided by [FHHS5]. This information takes place
in Proposition 3.3.
Note that there is no restriction on the chosen bound state ψ in Theorem 1.2. As the
proof below will show, it however may affect the actual regularity of γN−1. More precisely,
a connection between this regularity and some characteristic of the bound state decom-
position from [FHHS5] will be revealed (see Proposition 4.7 in Section 4 and the proof of
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Theorem 1.2 in Section 5). We point out that the arguments used in our proofs are rather
elementary.
In the present paper, we did not address the problem of the possible “fifth” order cusp of
γ1, mentioned in [C2]. We refer to [He] for more information on this question. We think
that the technics from the paper [ACN] could be useful for this problem.

It is enlightening to have a look at Theorem 1.2 in the simpliest case, namely for N = 2
and L = 1. In that case, the Hamiltonian H in (1.1) reduces to the self-adjoint operator
acting on W2,2(R6) ⊂ L2(R6) as

H =
(
−∆x

)
+

(
−∆y

)
+

1

|x − y|
− Z

|x|
− Z

|y|
, (1.8)

if the nucleus sits at 0 in R3. We have U (1)
1 = R3 \ {0} and

U (2)
1 =

(
R3 \ {0}

)2 \D ,

where D = {(x;x′) ∈ (R3)2;x = x′} is the diagonal of (R3)2. For any point x̂ ∈ R3 \
{0}, Theorem 1.2 shows that γ1 is not smooth near (x̂; x̂). However Theorem 1.1 tells
us that the map R3 ∋ x 7→ γ1(x;x) = ρ1(x) is smooth at such a point (x̂; x̂): γ1 is
“smooth along the diagonal”. This behaviour can be easily read off from the already
mentioned representation of γ1, that crucially relies on the state decomposition at bilateral
collisions established in [FHHS5]. From this representation one immediately recovers the
smoothness of ρ1 and guesses the non-smoothness of γ1 (cf. Remark 4.1).
If we consider two electrons but several nuclei at the positions R1, · · · , RL with positive
charges Z1, · · · , ZL then the Hamiltonian is given by (1.8) with

− Z

|x|
− Z

|y|
replaced by −

L∑
ℓ=1

Zℓ

|x − Rℓ|
−

L∑
ℓ=1

Zℓ

|y − Rℓ|

(see (4.1)). In this two-electon case, studied in Section 4, U (1)
1 = R3 \ {R1; · · · ; RL} and

U (2)
1 =

(
R3 \ {R1; · · · ; RL}

)2 \D .

In particular, the diagonal of U (1)
1 is precisely D ∩ (U (1)

1 × U (1)
1 ) = C(2)

1 ∩ (U (1)
1 × U (1)

1 ).
Theorem 1.2 tells us that γ1 is not smooth near a point (x̂; x̂) on the diagonal D, where
x̂ ∈ R3 \ {R1; · · · ; RL}.
We point out that our proof of Theorem 1.2 in the general case essentially reduces to the
one in the two-electron case. In the latter case, our proof essentially gives more details
on the nonsmoothness of γ1, this supplementary information being a quite precise upper
bound on the wave front set (see [Hö2] for a definition) of γ1 above a vicinity of a point
(x̂; x̂) with x̂ ∈ R3\{R1; · · · ; RL}. We refer to Proposition 4.9 for a precise statement. We
further observe, still in the two-electron case, that γ1 is the kernel of a pseudo-differential
operator on R3 \ {R1; · · · ; RL}, the symbol of which belongs to a nice, well-known class
of smooth symbols (cf. [Hö3]): see Proposition 4.10. We explain in Section 5 how these
two properties extend to the general case.
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The paper is organized as follows: In Section 2, we introduce some notation and recall
well-known facts on electronic bound states. In Section 3, we focus on two-particle col-
lisions. We recall in Subsection 3.1 the state decompositions obtained in [FHHS5] and
provide the previously mentioned complement on them. In Subsection 3.2, we split γN−1

into an appropriate, finite sum of localized integrals and extract from it a smooth part.
In Section 4, we focus on the two-electron case. We prove there Theorem 1.2 in this case.
We also study the wave front set of γ1 and the nature of the pseudodifferential operator
with γ1 as kernel. In Section 5, we perform the same analysis in the general case and, in
particular, prove the main result, namely Theorem 1.2. Technical details are gathered in
an Appendix at the end of the paper.

Acknowledgments: The authors warmly thank L. Garrigue, A. Mizrahi, and R.G. Wool-
ley for fruitful discussions and advice, and also the referee for precise corrections and
constructive remarks.

2 Notation and well-known facts.

We start with a general notation. We denote by R the field of real numbers and by C the
field of complex numbers.
Let p be a positive integer. Recall that, for u ∈ Rp, we write |u| for the euclidian norm
of u. Given such a vector u ∈ Rp and a nonnegative real number r, we denote by B(u; r[
(resp. B(u; r]) the open (resp. closed) ball of radius r and centre u, for the euclidian
norm | · | in Rp.
In the one dimensional case, we use the following convention for (possibly empty) in-
tervals: for (a; b) ∈ R2, let [a; b] = {t ∈ R; a ≤ t ≤ b}, [a; b[= {t ∈ R; a ≤ t < b},
]a; b] = {t ∈ R; a < t ≤ b}, and ]a; b[= {t ∈ R; a < t < b}.
We denote by N the set of nonnegative integers and set N∗ = N \ {0}. If p ≤ q are
nonnegative integers, we set [[p; q]] := [p; q] ∩ N, [[p; q[[ = [p; q[∩N, ]]p; q[[ =]p; q[∩N, and
]]p; q]] :=]p; q] ∩ N.
Given an open subset O of Rp and n ∈ N, we denote by W n,2(O) the standard Sobolev
space of those L2-functions on O such that, for n′ ∈ [[0;n]], their distributional partial
derivatives of order n′ belong to L2(O). In particular, W 0,2(O) = L2(O). Without ref-
erence to O, we denote by ∥ · ∥ (resp. ⟨·, ·⟩) the L2-norm (resp. the right linear scalar
product) on L2(O).
On Rp, we use a standard notation for partial derivatives. For j ∈ [[1; p]], we denote by
∂j or ∂xj the j’th first partial derivative operator. For α ∈ Np and x ∈ Rd, we set Dα

x :=
(−i∂x)α := (−i∂x1)α1 · · · (−i∂xp)αp , Dx = −i∇x, x

α := xα1
1 · · · xαp

p , |α| := α1 + · · · + αp,
α! := (α1!) · · · (αp!), |x|2 = x21 + · · · + x2p, and ⟨x⟩ := (1 + |x|2)1/2. Given (α; β) ∈ (Np)2,
we write α ≤ β if, for all j ∈ [[1; p]], αj ≤ βj. In that case, we define the multiindex
β − α := (βj − αj)j∈[[1;p]] ∈ Np.
We choose the same notation for the length |α| of a multiindex α ∈ Np and for the eu-
clidian norm |x| of a vector x ∈ Rp but the context should avoid any confusion.
For k ∈ N ∪ {∞}, we denote by Ck(O) the vector space of functions from O to C which
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have continuous derivatives up to order k and by Ck
c (O) the intersection of Ck(O) with

the set of function with compact support in O. If a function f satisfies f ∈ Ck(O) with
k ∈ N∪{∞}, we often write for this that the function f belongs to the class Ck on O. In
the case k = ∞, we also write that f is smooth on O if f ∈ C∞(O).
Recall that real analytic functions on O are smooth on O. We refer to [Hö4] for details
on the analyticity w.r.t. several variables.
In the appendix, we need polynomials. We denote by R[X] the vector space of the poly-
nomials in one variable with real coefficients.

Thanks to Hardy’s inequality

∃ c > 0 ; ∀ f ∈ W1,2(R3) ,

∫
R3

|t|−2 |f(t)|2 dt ≤ c

∫
R3

|∇f(t)|2 dt , (2.1)

one can show that V is ∆-bounded with relative bound 0. Therefore the Hamiltonian H
is self-adjoint on the domain of the Laplacian ∆, namely W2,2(R3N) (see Kato’s theorem
in [RS2], p. 166-167). In particular, for any function φ ∈ W2,2(R3N), each term in the
expression of Hφ, that is derived from (1.1), makes sense as a L2 function on R3N .
We point out (cf. [Si, Z]) that a bound state ψ exists at least for appropriate E ≤ E0 (cf.
[FH]) and for

N < 1 + 2
L∑

k=1

Zk .

A priori, such a bound state ψ just belongs to W2,2(R3N), a space that contains non-
continuous functions. But, as shown in [K], ψ is actually continuous. Since the integrand
in (1.2) (resp. in (1.3)) is integrable and continuous, a standard result on the continuity
of integrals depending on parameters shows that ρk (resp. γk) is everywhere defined and
continuous.
Kato’s paper [K] shows also that ψ has some Hölder continuity (roughly speaking, ψ is
almost differentiable). Furthermore, it turns out that singularities of the first derivatives
of ψ and also the non-smoothness of ρ1 are encoded in the so called “cusp condition”
involving some averaged density (see [K, FHHS3]). In [FHHS4], it is shown, in the atomic
case (i.e. for L = 1), that this averaged density is positive, implying through the cusp
condition that ρ1 is not smooth near the nuclear position and that ψ is not differentiable
at such place.
This low regularity of ψ is due to the collisions of the particles taking place on CN∪RN (see
(1.4) and (1.5)). On the complement, the potential V is real analytic and classical elliptic
regularity applied to the equation Hψ = Eψ there shows that ψ is also real analytic on
R3N \ (CN ∪RN) (cf. [Hö1]).
Another important consequence of the ellipticity of the Hamiltonian H is the following.
Let δ > 0 and take Vδ a neighbourhood of CN ∪ RN in R3N such that, for x ∈ R3N \ Vδ,
the distance from x to the collisions set CN ∪ RN is bigger than δ. On R3N \ Vδ, the
equation (H−E)φ, for φ ∈ W2,2(R3N \Vδ) is an elliptic differential equation with analytic
coefficients (see [Hö3] for a precise definition). Furthermore, the potential V and its
derivatives to all orders are bounded on R3N \Vδ (with bounds depending on δ). Starting
from ψ ∈ W2,2(R3N \ Vδ), (E − V )ψ also belongs to W2,2(R3N \ Vδ), thanks to mentioned
properties of V on R3N \Vδ. From (H−E)ψ = 0 on R3N \Vδ, we get ∆ψ ∈ W2,2(R3N \Vδ).
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This implies that ψ ∈ W4,2(R3N \ Vδ) (by the lemma on page 52 in [RS2]). Thanks to
the nice properties of V on R3N \ Vδ again, (E − V )ψ belongs to W4,2(R3N \ Vδ). This
shows ∆ψ ∈ W4,2(R3N \ Vδ) and, by ellipticity, ψ ∈ W6,2(R3N \ Vδ). By induction, we
get that ψ ∈ W2n,2(R3N \ Vδ), for all n ∈ N. This means, in particular, that any partial
derivative Dα

xψ (with α ∈ N3N) is not only real analytic on R3N \ Vδ but also belongs to

L2(R3N \ Vδ).
Finally, we further point out that, thanks to Theorem XIII.57, p. 226 in [RS4], the bound
state ψ cannot vanish on a non-empty open subset of R3N .
We group those facts together into

Proposition 2.1. Recall that CN (resp. RN) is defined in (1.4) (resp. (1.5)). The bound
state ψ is a continuous function that also belongs to the Sobolev space W2,2(R3N). On the
open set R3N \(CN∪RN), ψ is a real analytic function. Take a subset E of R3N \(CN∪RN)
such that its distance to the collisions set CN ∪RN is positive. Then any partial derivative
of ψ belongs to L2(E). For any non-empty open set O of R3N , the bound state ψ does not
vanish identically on O.

3 Structure of the bound state near bilateral collisions.

In this section, we recall the decompostion of the considered bound state near a bilateral
collision, as obtained in [FHHS5], and derive its regularity there. We then used such
decompositions to split the (N − 1)-particle reduced density matrix γN−1 into a sum of
localized integrals. Some of them turn out to be smooth.

3.1 Decompositions of the bound state.

Here we recall the results obtained in Theorem 1.4 in [FHHS5] on the analytic structure
of a bound state near a bilateral collision. We add some information on this structure.
This allows us to give the regularity of the bound state there.

First of all, we refer to [Hö4] for basic notions on (real) analytic functions of several
variables. With our notation, we rephrase the application of Theorem 1.4 in [FHHS5] on
our bound state ψ in the following way:

Theorem 3.1. [FHHS5].
The sets CN and RN being defined in (1.4) and (1.5), respectively, we have the following
two statements.

1. Consider a point ẑ = (ẑ1; · · · ; ẑN) ∈ R3N \ CN such that there exists a unique
(j; k) ∈ [[1; N ]]× [[1; L]] such that ẑj = Rk. Then there exists a neighbourhood Ω of
ẑ in R3N and two real analytic functions φ1 and φ2 on Ω such that

∀z ∈ Ω , ψ(z) = φ1(z) + |zj − Rk| φ2(z) . (3.1)
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2. Consider a point ẑ = (ẑ1; · · · ; ẑN) ∈ R3N \ RN such that there exists a unique
(j; k) ∈ [[1; N ]]2 such that ẑj = ẑk and j ̸= k. Then there exists a neighbourhood Ω
of ẑ in R3N and two real analytic functions φ1 and φ2 on Ω such that

∀z ∈ Ω , ψ(z) = φ1(z) + |zj − zk| φ2(z) . (3.2)

In both cases, we wrote z = (z1; · · · ; zN) ∈ R3N .

In this Theorem 3.1, we observe that, in both cases, a two-particle collision, or bilateral
collision, takes place at ẑ. In the first case, it is an electron-nucleus collision and, in the
second one, an electron-electron collision. In both cases, the real analytic functions φ1 and
φ2 a priori depend on ψ and ẑ. They were obtained in [FHHS5] in a somehow abstract
way, that was based on the Kustaanheimo-Stiefel transform.
Thanks to these decompositions, one can determine the regularity of the bound state ψ
near a bilateral collision, as we shall see now.
We need to introduce an appropriate notion of valuation in both cases in Theorem 3.1.
Given a nonzero, real analytic function φ in several variables z = (z1; · · · ; zN) ∈ R3N , it
may be written, near any point ẑ = (ẑ1; · · · ; ẑN) of its domain of analyticity, as the sum
of a power series in the variables ((z1 − ẑ1); · · · ; (zN − ẑN)). For j ∈ [[1; N ]], this sum
may be rearranged in the following form

φ(z) =
∑
αj∈N3

φαj

(
(zk)k ̸=j

)
(zj − ẑj)

αj ,

for sums φαj
of appropriate power series in the variables zk with k ̸= j. Since the function

φ is nonzero, so is at least one function φαj
. This means that the set {|α|; α ∈ N3, φα ̸= 0}

is a non empty subset of N. By definition, the valuation of φ in the variable zj at ẑ is
the minimum of this set. When φ is identically zero, we decide to set its valuation in the
variable zj at ẑ to −∞.

Definition 3.2. For the first decomposition of Theorem 3.1, we define the relevant valuation
of the decomposition (3.1) at ẑ as the valuation of φ2 in the variable zj at ẑ.
Consider the second decomposition in Theorem 3.1. We introduce new variables by setting,
on Ω, z′ℓ = zℓ, if ℓ ̸∈ {j; k}, z′j = zj − zk, and z

′
k = zj + zk. Replacing each zj by ẑj, we

similarly define the ẑ′ℓ from ẑℓ and set ẑ′ = (ẑ′1; · · · ; ẑ′N). The real analytic function φ2 on
Ω may be rewritten as z′ 7→ φ̃(z′), for z′ = (z′1; · · · ; z′N) in some neighbourhood of ẑ′ and
for some real analytic function φ̃ near ẑ′. In that case, we define the relevant valuation
of the decomposition (3.2) at ẑ as the valuation of φ̃ in the variable z′j at ẑ′.

This relevant valuation actually governs the regularity of ψ near a bilateral collision, as
shown in the

Proposition 3.3. Consider any case in Theorem 3.1 with a small enough open set Ω. The
real analytic function φ2 cannot be zero identically. In particular, the relevant valuation
q of the considered decomposition is an integer. Furthermore, on Ω, the bound state ψ
belongs to the class Cq but does not belong to the class Cq+1.
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Proof: Let us consider the first case in Theorem 3.1. We may assume that, on Ω, only
the collision zj = Rk occurs. Thus, on Ω, we have Hψ = Eψ where the potential V is
given by Zk/|zj −Rk| plus a real analytic term.
Assume that φ2 is zero identically on Ω. Inserting the decomposition of ψ into Hψ = Eψ,
we see that z 7→ φ1(z)Zk/|zj − Rk| is almost everywhere equal to some real analytic
function φ3 on Ω. Thus, by continuity, Zkφ1(z) = |zj −Rk|φ3(z) everywhere on Ω.
We use the elementary

Lemma 3.4. Let W be a bounded neighbourhood of 0 in R3 and φ : W −→ C be a nonzero
real analytic function with valuation q ∈ N (w.r.t. its 3-dimensional variable in the above
sense). Then the function Nφ : W ∋ x 7→ |x|φ(x) ∈ C belongs to the class Cq but does
not belong to the class Cq+1. Furthermore, any partial derivative of order q + 1 of Nφ is
well-defined away from zero and bounded.

Proof: See in the Appendix.

Suppose that φ3 is not zero identically on Ω. Then, there exists some

z =
(
z1; · · · ; zj−1; Rk; zj+1; · · · ; zN

)
∈ Ω (3.3)

such that the map

x 7→ φ3

(
z1; · · · ; zj−1; x+Rk; zj+1; · · · ; zN

)
is not zero identically near 0. Applying Lemma 3.4 to this function, we get that z 7→
φ1(z) = Z−1

k |zj − Rk|φ3(z) is not smooth as a function of zj. This contradicts the real
analyticity of φ1. Thus, on Ω, the function φ3 is identically zero and so is φ1 too. This
implies that the bound state ψ is zero on some non-empty open set. This is now a
contradiction with Proposition 2.1. Therefore φ2 cannot be zero on Ω.
By Lemma 3.4 and the decomposition (3.1) of ψ, we immediately see that ψ has the Cq

regularity on Ω. Assume now that ψ belongs to the class Cq+1 on Ω. By the definition
of the relevant valuation of this decomposition (3.1), we can find some z as in (3.3) such
that the function

x 7→ φ2

(
z1; · · · ; zj−1;x+Rk; zj+1 · · · zN

)
is not identically zero near 0 and its valuation there is q. By the decomposition (3.1) and
the assumption on ψ, the function

x 7→ |x|φ2

(
z1; · · · ; zj−1;x+Rk; zj+1 · · · zN

)
belongs to the class Cq+1. This contradicts Lemma 3.4.
Let us consider the second case in Theorem 3.1. Here also, we may assume that, on Ω,
only one collision occurs, say between zj and zk (with k ̸= j in [[1;N ]]). This means that,
on Ω, the potential V is given by 1/|zj − zk| plus a real analytic term. We can adapt the
previous arguments to show the desired result in the second case.
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Remark 3.5. Consider the second case in Theorem 3.1 for N = 2. If we take a fermionic
(resp. bosonic) bound state ψ, then we can check with the help of the proof of Proposi-
tion 3.3 that the functions φ1 and φ2 are also fermionic (resp. bosonic). This implies, in
particular, that the relevant valuation is odd (resp. even).

3.2 Decomposition of the density matrix.

Making use of the decompositions in Theorem 3.1 at a bilateral collision, we extract here,
in a relevant region, a smooth contribution from the (N − 1)-particle reduced density
matrix γN−1.

Recall that we introduced the set U (1)
N−1 in (1.6) and the set C(2)

N−1 in (1.7). Let us take

(x̂; x̂′) ∈ (U (1)
N−1×U (1)

N−1) ∩ C(2)
N−1. As vectors in R3(N−1), we write x̂ = (x̂1; · · · ; x̂N−1) and

x̂′ = (x̂′1; · · · ; x̂′N−1). Consider the set

G :=
{
(j; j′) ∈ [[1; N − 1]]2 ; x̂j = x̂′j′

}
.

Since (x̂; x̂′) ∈ C(2)
N−1, G is not empty. Since x̂ ∈ U (1)

N−1 and x̂
′ ∈ U (1)

N−1, G is the graph of an
injective map c : D −→ [[1; N − 1]] with the domain of definition

D :=
{
j ∈ [[1; N − 1]] ; ∃ j′ ∈ [[1; N − 1]] ; (j; j′) ∈ G

}
̸= ∅ .

Proposition 3.6. Let (x̂; x̂′) ∈ (U (1)
N−1 × U (1)

N−1) ∩ C(2)
N−1. Then there exist a neighbourhood

V of x̂, a neighbourhood V ′ of x̂′, a smooth function s : V × V ′ −→ C, and, for j ∈ D,
a neighbourhood Wj of x̂j, a function χj ∈ C∞

c (R3;R+), and two real analytic functions
φj : V ×Wj −→ C and φ′

c(j) : V ′ ×Wj −→ C, such that χj = 1 near x̂j = x̂′c(j) and the

support of χj is included in Wj, and such that, for all (x;x′) ∈ (V × V ′),

γN−1(x; x
′) = s(x; x′) +

∑
j∈D

∫
R3

|xj − y|φj(x; y) |x′c(j) − y|φ′
c(j)(x

′; y)χj(y) dy . (3.4)

Proof: We observe that the points x̂j, for j ∈ [[1; N − 1]], x̂′j′ , for j
′ ∈ [[1; N − 1]] \ c(D),

and Rk, for k ∈ [[1; L]], are pairwise distinct. Therefore, we can find a neighbourhood V
of x̂, a neighbourhood V ′ of x̂′, and, on R3, a partition of unity

1 = τ +
L∑

k=1

τk +
∑
j∈D

χj +
∑
j ̸∈D

ρj +
∑

j′ ̸∈c(D)

ρ′j′ , (3.5)

satisfying the following properties. Let

F := {τ} ∪
{
τk ; k ∈ [[1; L]]

}
∪

{
χj ; j ∈ D

}
∪

{
ρj ; j ̸∈ D

}
∪

{
ρ′j′ ; j

′ ̸∈ c(D)
}
.

a). For any η ∈ F \ {τ}, η ∈ C∞
c (R3), τ is smooth, and both are nonnegative.

b). For any (η; θ) ∈ (F \ {τ})2 with η ̸= θ, η θ = 0.
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c). For k ∈ [[1; L]], τk = 1 near Rk. For (x;x′) ∈ V × V ′ and y in the support of τk,
(x; y) (resp. (x′; y)) belongs to a neighbourhood Ω(k) (resp. (Ω′)(k)) of ẑ(k) := (x̂;Rk)
(resp. ẑ

′(k) := (x̂′;Rk)), on which the decomposition (3.1) with j = N holds true.

d). For j ∈ [[1; N−1]]\D, ρj = 1 near x̂j. For (x;x
′) ∈ V×V ′ and y in the support of ρj,

(x; y) belongs to a neighbourhood Ω(j) of ẑ := (x̂; x̂j), on which the decomposition
(3.2) with k = N holds true, and (x′; y) belongs to R3N \ (CN ∪RN).

e). For j′ ∈ [[1; N − 1]] with j′ ̸∈ c(D), ρ′j′ = 1 near x̂′j′ . For (x;x′) ∈ V × V ′ and y
in the support of ρ′j′ , (x

′; y) belongs to a neighbourhood Ω′
(j′) of ẑ := (x̂′; x̂′j′), on

which the decomposition (3.2) with j = j′ and k = N holds true, and (x; y) belongs
to R3N \ (CN ∪RN).

f). For j ∈ D, χj = 1 near x̂j. For (x;x′) ∈ V × V ′ and y in the support of χj, (x; y)
belongs to a neighbourhood Ωj of ẑ := (x̂; x̂j), on which the decomposition (3.2)
for (j;N) holds true, and (x′; y) belongs to a neighbourhood Ω′

j of ẑ
′ := (x̂′; x̂j), on

which the decomposition (3.2) for (c(j);N) holds true.

g). We have D = [[1;N − 1]] if and only if c(D) = [[1;N − 1]]. In that case, the above
conditions d) and e) are empty.

Now, we insert (3.5) into the integral of (1.3) for k = N − 1. On V × V ′, we thus have

γN−1(x; x
′) =

∑
η∈F

Iη(x; x
′) , where Iη(x; x

′) :=

∫
R3

ψ(x; y) ψ(x′; y) η(y) dy . (3.6)

We separately study the above integrals. We start with Iτ . Denoting by Sτ the support
of τ , the distance from V × Sτ to the collisions set CN ∪ RN is positive and so is also
the one from V ′ × Sτ . By Proposition 2.1, the derivatives ∂αxψ are continuous, L2(Sτ )-
valued functions. Thus, by induction and standard derivation under the integral sign, the
partial derivatives of Iτ w.r.t. the variable (x; x′) all exist and are continuous, yielding
the smoothness of Iτ .
For functions f and g of the variable (x; x′), we write f ∼ g when f − g is smooth. We
recall that, for η ∈ (F \ {τ}), η has a compact support denoted by Sη.
Let k ∈ [[1; L]]. Using the decompositions mentioned in c), one can use standard derivation
under the integral sign to show that Iτk is smooth.
Let j ∈ [[1; N − 1]] \D. Making use of the decomposition mentioned in d), there exist real
analytic functions φ1 and φ2 such that, for (x; x′) ∈ V × V ′,

Iρj(x; x
′) =

∫
R3

(
φ1(x; y) + φ2(x; y) |xj − y|

)
ψ(x′; y) ρj(y) dy .

Furthermore, ψ is smooth (even real analytic) on V ′ × Sρj , by Proposition 2.1.
Applying standard derivation under the integral sign, we get, for (x; x′) ∈ V × V ′,

Iρj(x; x
′) ∼

∫
R3

|xj − y| φ2(x; y) ψ(x
′; y) ρj(y) dy

∼
∫
R3

|y′| φ2

(
x; y′ + xj

)
ψ
(
x′; y + xj

)
ρj
(
y′ + xj

)
dy′ ,
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by a change of variables. Again, standard derivation under the integral sign shows that
Iρj is smooth.
We treat in the similar way the integrals Iρ′

j′
, for j′ ̸∈ c(D), by exchanging the rôles of

the variables x and x′.
We are left with the Iχj

, for j ∈ D. For such j, we use f). There exist four real analytic
functions φ1, φ2, φ

′
1, and φ

′
2, such that, for (x; x′) ∈ V × V ′,

Iχj
(x; x′) =

∫
R3

(
φ1(x; y) + φ2(x; y) |xj − y|

) (
φ′
1(x

′; y) + φ′
2(x

′; y) |x′c(j) − y|
)
χj(y) dy.

Using standard derivation under the integral sign, we obtain

Iχj
(x; x′) ∼

∫
R3

|xj − y| φ2(x; y) φ
′
1(x

′; y) χj(y) dy

+

∫
R3

|x′c(j) − y| φ1(x; y) φ
′
2(x

′; y) χj(y) dy

+

∫
R3

|xj − y| |x′c(j) − y| φ2(x; y) φ
′
2(x

′; y) χj(y) dy .

Making use of a change of variables as above, we see that the first two integrals on the
r.h.s. are smooth, yielding

Iχj
(x; x′) ∼

∫
R3

|xj − y| |x′c(j) − y| φ2(x; y) φ
′
2(x

′; y) χj(y) dy .

We have proved (3.4).

Remark 3.7. We comment on our proof of Proposition 3.6.
In this proof, we crucially use the fact that each factor ψ in some integrals in (3.6) may
be decomposed as in (3.2) in Theorem 3.1. This is justified only at bilateral collisions.
If we look at γk with k < N − 1 and a fixed (x;x′) (cf. (1.3)) then, on the domain of
integration, there is a p-particle collision with p ≥ 3 when two different, 3-dimensional
y-variables meet some xj. Since we do not know how to handle this situation, we restrict
ourselves to the case k = N − 1.
Even in that case k = N − 1, we also get in (1.3) a p-particle collision with p ≥ 3, if
x1 = x2, when one 3-dimensional y-variable meets x1. This explains why we took a point
x̂ ∈ U (1)

N−1 in Theorem 1.2.
We note that the non-smooth decomposition (3.1) produces smooth contributions to the
density γN−1 (cf. the contribution of the τk).
When N > 2 and, for instance, x̂1 ̸= x̂′1, we observe that the state decompositions used in
f) may be different since they take place near different points ẑ and ẑ′. This phenomenon
is absent if we require the equality x̂ = x̂′. Indeed, in that case, D = [[1;N − 1]] and c is
the identity map on D. Therefore, for all j ∈ D, the functions φ2 and φ′

2, appearing in
f), are equal.
For further purpose, we observe that we may require, in the statement of Proposition 3.6,
that, for all j ∈ D, the functions φj and φ

′
c(j) are the sum of a power series. If necessary,

it suffices to shrink the neighbourhoods V, V ′, and Wj, in the proof of Proposition 3.6.
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4 The two-electron case.

In this section, we focus on the two-electron case. It is already an interesting case but we
also shall show below that our result in the general case essentially reduces to it.

Recall that, for N = 2, the electronic Hamiltonian is given by

H =
(
−∆x

)
+

(
−∆y

)
+

1

|x − y|
−

L∑
k=1

Zk

|x − Rk|
−

L∑
k=1

Zk

|y − Rk|
, (4.1)

for positive Z1, · · · , ZL. We have C1 = ∅ thus U (1)
1 = R3 \ {R1; · · · ; RL} (cf. (1.6)). The

set C(2)
1 (cf. (1.7)) is precisely the diagonal of (R3)2, that is the set

D :=
{
(x;x′) ∈ (R3)2; x = x′

}
, and U (2)

1 =
(
U (1)
1

)2 \D .

We want to consider the situation of Theorem 1.2 with N = 2. Therefore we take some
x̂ ∈ U (1)

1 and look at the regularity of γ1 near (x̂; x̂). According to Proposition 3.6 and
Remark 3.7, we have (3.4) and, since N = 2, D is a singleton and c is the identity map on
D. Thus, on some neighbourhood V of x̂, γ1 plus a smooth map is given by the function
γ : V2 −→ C defined by

γ(x;x′) =

∫
R3

|x − y| φ(x; y) |x′ − y| φ(x′; y) χ(y) dy , (4.2)

where φ : V2 −→ C is the sum of a power series and χ ∈ C∞
c (R3;R+) such that, χ = 1

near x̂ and its support is contained in V .

Remark 4.1. If we set x = x′ in (4.2), we get a squared norm |x − y|2 which is smooth
w.r.t. x. Standard derivations under the integral sign show that x 7→ γ1(x;x) is smooth.
When x ̸= x′, the norm terms are only continuous. It is natural to expect non-smoothness
in this case.

We start with a lower bound on the regularity of γ.

Proposition 4.2. Let x̂ ∈ U (1)
1 = R3 \{R1; · · · ; RL}. Let n be the relevant valuation of the

the second decomposition (3.2) of Theorem 3.1 near (x̂; x̂) in the sense of Definition 3.2.
Near such a point (x̂; x̂), the function γ (see (4.2)) belongs to the class Cn+1.

Proof: On the neighbourhood V2 of (x̂; x̂), we can write |x − y|φ(x; y) = |x − y|φ̃(x −
y;x+ y), for some real analytic function φ̃ on some neighbourhood U of (0; 2x̂) (cf. Defi-
nition 3.2). By Lemma 3.4, for fixed y, the function x 7→ |x− y|φ̃(x− y;x+ y) belongs to
the class Cn near x̂. By standard derivation under the integral sign in (4.2), we see that
the function γ belongs to the class Cn near (x̂; x̂). By Lemma 3.4, any partial derivative
of order n+1 of the function x 7→ |x− y|φ̃(x− y;x+ y) is bounded, thus y-integrable on
the compact support of χ. By Lebesgue’s derivation theorem under the integral sign, the
function γ does belong to the class Cn+1 near the point (x̂; x̂).
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Remark 4.3. A careful inspection of the proof of Proposition 4.2 allows us to claim that
the functions x 7→ γ(x; x̂) and x 7→ γ(x̂;x) belong to the class C2n+2 near x̂. Roughly
speaking, this can be seen as follows: we differentiate (n + 1) times w.r.t. x under the
integral sign in (4.2) with x′ = x̂; then we make the change of variables y′ = y − x; this
allows us to differentiate again (n+ 1) times w.r.t. x under the integral sign.

To reveal the limited regularity of γ, we use the Fourier transform of γ times some cut-off
function that localizes near (x̂; x̂) (in the spirit of the wave front set, cf. [Hö1] and (4.23)
below). This is based on the elementary

Lemma 4.4. Let d ∈ N∗ and k ∈ N. Let g : Rd −→ C be a compactly supported, continuous
function and denote by Fg its Fourier transform. Given a real r, we denote by E(r) the
integer part of r, that is the biggest integer less or equal to r.

1. If the function g belongs to the class Ck, then there exists C > 0 such that, for all
ξ ∈ Rd with |ξ| ≥ 1, ∣∣Fg(ξ)

∣∣ ≤ C |ξ|−k .

2. Assume that the function Fg belongs to the class C0 and satisfies, for some real
r > E(r) ≥ 0, for all ξ ∈ Rd with |ξ| ≥ 1,∣∣Fg(ξ)

∣∣ ≤ C |ξ|−r−d .

Then g belongs to the class CE(r).

Proof: Let ξ ∈ Rd with |ξ| ≥ 1. We have

Fg(ξ) =

∫
Rd

e−i ξ·x g(x) dx . (4.3)

If g belongs to the class Ck, we can integrate by parts k times in (4.3), thanks to the
identity

i
ξ

|ξ|2
· ∇x e

−i ξ·x = e−i ξ·x .

This leads to

Fg(ξ) = |ξ|−k

∫
Rd

e−i ξ·x gk(x) dx

for some compactly supported, continuous function gk. Since the latter integral is bounded
w.r.t. ξ, we obtain point 1.
Under the assumptions of point 2, the function Fg is integrable on Rd. Thus, by Fourier
inversion formula, we have, for x ∈ Rd,

g(x) =

∫
Rd

ei ξ·x Fg(ξ) dξ . (4.4)

By assumption, the partial derivatives of (x; ξ) 7→ ei ξ·x Fg(ξ) w.r.t. x up to order E(r)
are ξ-integrable thus, by Lebesgue’s derivation theorem, we can continuously differentiate
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E(r) times under the integral sign in (4.4) yielding the CE(r) regularity for g.

Let χ0 ∈ C∞
c (R3;R) such that χ0 = 1 near x̂ and χ0χ = χ0. For fixed y in the support

Sχ of χ, the function

R6 ∋ (x;x′) 7→ χ0(x) |x − y| φ(x; y) χ0(x
′) |x′ − y| φ(x′; y)

is continuous and compactly supported. Then, its (usual) Fourier transform is the map
R6 ∋ (ξ; ξ′) 7→ Fy(ξ; ξ

′) defined by

Fy(ξ; ξ
′) =

∫
R6

e−i(ξ·x+ ξ′·x′) χ0(x) |x − y| φ(x; y) χ0(x
′) |x′ − y| φ(x′; y) dx dx′ ,

where ξ ·x denotes the usual, scalar product of ξ ∈ R3 and x ∈ R3. By the Fubini theorem,
the map R6 ∋ (ξ; ξ′) 7→ F (ξ; ξ′), defined by

F (ξ; ξ′) (4.5)

=

∫
R9

e−i(ξ·x+ ξ′·x′) χ0(x) |x − y| φ(x; y) χ0(x
′) |x′ − y| φ(x′; y) χ(y) dx dx′ dy ,

is the Fourier transform of the map γ0 : R6 −→ C defined by γ0(x;x
′) = γ(x;x′)χ0(x)χ0(x

′),
which is a localized version of γ. For fixed y, we make the change of variables x̃ = x− y
and x̃′ = x′ − y in (4.5), and we rename for simplicity (x̃; x̃′) by (x;x′). We have

F (ξ; ξ′) (4.6)

=

∫
R9

e−i(ξ·x+ξ′·x′) e−i(ξ+ξ′)·y χ0(x+ y) |x| φ(x+ y; y) χ0(x
′ + y) |x′| φ(x′ + y; y)

χ(y) dx dx′ dy .

Let ϵ > 0. We consider (ξ; ξ′) such that |ξ + ξ′| ≥ ϵ|(ξ; ξ′)| and |(ξ; ξ′)| ≥ 1. Using that

i
ξ + ξ′

|ξ + ξ′|2
· ∇y e

−i(ξ+ξ′)·y = e−i(ξ+ξ′)·y

and the fact that the integrand in (4.6) is a smooth function of y, we get by integration
by parts w.r.t. y that, for any q ∈ N, there exists Cq;ϵ > 0 such that, for all (ξ; ξ′) with
|ξ + ξ′| ≥ ϵ|(ξ; ξ′)| and |(ξ; ξ′)| ≥ 1,∣∣F (ξ; ξ′)∣∣ ≤ Cq;ϵ

∣∣(ξ; ξ′)∣∣−q
. (4.7)

We expect that such a large |(ξ; ξ′)| behaviour does not hold true when ξ + ξ′ = 0. To
study this point, we take ω in the unit sphere S2 of R3, that is ω ∈ R3 with |ω| = 1, and
λ ≥ 1. We rewrite (4.6) for (ξ; ξ′) = (−λω;λω):

F (−λω; λω)

=

∫
R9

eλi ω·(x−x′) χ0(x+ y) |x| φ(x+ y; y) χ0(x
′ + y) |x′| φ(x′ + y; y) χ(y) dx dx′ dy .
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Using the function φ̃ introduced in Definition 3.2, we rewrite this as

F (−λω; λω) =

∫
R9

eλi ω·(x−x′) |x| φ̃(x; x+ 2y) |x′| φ̃(x′; x′ + 2y)

χ0(x+ y) χ0(x
′ + y) χ(y) χ̃

(
|x|

)
χ̃
(
|x′|

)
dx dx′ dy , (4.8)

where χ̃ ∈ C∞
c (R) is such that, for all x ∈ R3 and y ∈ Sχ, χ̃(|x|) = 1 if χ0(x+ y) ̸= 0. We

observe that χ̃ = 1 near 0. From Proposition 3.3, we know that the relevant valuation
of the second decomposition (3.2) of Theorem 3.1 near (x̂; x̂) is an integer n ∈ N. This
means that this integer n is the valuation of φ̃ w.r.t. its first 3-dimensional variable. We
claim that

n is also the valuation of the map x 7→ φ̃(x; x+ 2y) , for almost all y ∈ Sχ , (4.9)

and we refer to the Appendix for a proof.
Let us choose an integer m > 2(n + 4) (this requirement will be explained later). In
particular, we can write, for (x; y) near (0; x̂),

φ̃(x; x+ 2y) =
∑

n≤|α|<m

ãα(y) x
α +

∑
|α|=m

φ̂α(x; y) x
α , (4.10)

where the functions φ̂α are real analytic near (0; x̂) and the functions ãα are real analytic
near x̂. By definition of n, the functions ãα for |α| = n are not all zero.
We also write a Taylor formula for χ0 at fixed y with exact remainder as an integral:

χ0(x+ y) =
∑

|δ|<m−n

χ
(δ)
0 (y)

δ!
xδ +

∑
|δ|=m−n

χ̂δ(x; y) x
δ ,

where the functions χ̂δ are smooth near (0; x̂). Using the above formulae, we expand the
product φ̃(x; x+ 2y)χ0(x+ y) as

φ̃(x̃; x̃+ 2y)χ0(x̃+ y) =
∑

n≤|α|<m

aα(y) x̃
α +

∑
m≤|δ|≤2m−n

rδ(x̃; y) x̃
δ ,

for some smooth functions aα and rδ. We observe that, for |α| = n, aα(y) = ãα(y)χ0(y).
Of course, we may replace in the above expansion the variable x by the variable x′. Now
we insert those expansions into the formula (4.8). We observe that, by the Fubini theorem,
the resulting terms in (4.8) contain 3-dimensional integrals of the form∫

R3

e−λi ω̃·x |x| xδ χ̃(|x|)
(
a(y) + r(x; y)

)
dx , (4.11)

for some smooth functions r and a, δ ∈ N3, and ω̃ = ±ω. Using the fact that x 7→
|x|xδ χ̃(|x|) belongs to the class C|δ|, by Lemma 3.4, and using

e−iλ ω̃·x = iλ−1(ω̃ · ∇x)e
−iλ ω̃·x , (4.12)
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we see by integrations by parts that integrals of the type (4.11) are O
(
λ−|δ|), uniformly

w.r.t. y ∈ Sχ. This allows us to rearrange (4.8) as

F (−λω; λω) + O
(
λ−m

)
(4.13)

=
∑

n≤|α|<m

n≤|α′|<m

∫
R9

eλi ω·(x−x′) |x| xα χ̃
(
|x|

)
|x′| (x′)α′

χ̃
(
|x′|

)
aα(y) aα′(y) χ(y) dx dx′ dy .

For α ∈ N3, we denote by Fα the Fourier transform of the continuous, compactly sup-
ported, real-valued function R3 ∋ x 7→ |x|xα χ̃(|x|). Then (4.13) can be written as

F (−λω; λω)

=
∑

n≤|α|<m

n≤|α′|<m

Fα(−λω) Fα′(λω)

∫
R3

aα(y) aα′(y) χ(y) dy + O
(
λ−m

)
=

∑
n≤|α|<m

n≤|α′|<m

Fα(λω) Fα′(λω)

∫
R3

aα(y) aα′(y) χ(y) dy + O
(
λ−m

)
. (4.14)

Let us denote by F0 the Fourier transform of the continuous, compactly supported function
f̃ : R3 −→ C, defined by f̃(x) = |x| χ̃(|x|). The function F0 is smooth. For all α ∈ N3,
we observe that Fα is actually (i∂ξ)

αF0 (ξ being the Fourier variable associated to x).
To extract from (4.14) the large λ asymptotics, we use the elementary

Lemma 4.5. Let f : R3 ∋ x 7→ |x| · τ
(
|x|

)
where τ ∈ C∞

c (R) such that τ = 1 near 0. Then,
its Fourier transform Ff is a smooth function on R3, which is given, for ξ ̸= 0, by

Ff (ξ) =
4π

|ξ|

∫ +∞

0

τ(r) r2 sin(r|ξ|) dr . (4.15)

It has the following behaviour at infinity:

∀α ∈ N3 , ∃Cα > 0 ; ∀ ξ ∈ R3 \ {0} ,
∣∣∂αFf (ξ)

∣∣ ≤ Cα |ξ|−4−|α| . (4.16)

Furthermore, there exists a smooth function G : R3 \ {0} −→ R such that, for ξ ̸= 0,
Ff (ξ) = −8π|ξ|−4 +G(ξ) and such that

∀ k ∈ [[5; +∞[[ , ∀α ∈ N3 , ∃Ck;α > 0 ; ∀ ξ ∈ R3 \ {0} ,
∣∣∂αG(ξ)∣∣ ≤ Ck;α |ξ|−k−|α| . (4.17)

Proof: See the Appendix.

By Lemma 4.5 with τ = χ̃ and the fact that m ≥ 2n + 9, we derive from (4.14) the
estimates F (−λω; λω) = O(λ−2n−8) and

F (−λω; λω) =
∑
|α|=n

|α′|=n

Fα(λω) Fα′(λω)

∫
R3

ãα(y) ãα′(y) χ2
0(y) dy + O

(
λ−2n−9

)
, (4.18)

=

∫
R3

∣∣fn(y;λ)∣∣2 χ2
0(y) dy + O

(
λ−2n−9

)
, (4.19)
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where
fn(y;λ) :=

∑
|α|=n

Fα(λω) ãα(y) =
∑
|α|=n

ãα(y)
(
(i∂ξ)

αF0

)
|ξ=λω

.

Using the decomposition of Ff , (4.16), and (4.17) in Lemma 4.5 with τ = χ̃ and the
homogeneity of the partial derivatives of the function | · |−4, we get the expansion

F (−λω; λω)

= (8π)2
∫
R3

∣∣∣∣∑
|α|=n

ãα(y)
(
(i∂ξ)

α | · |−4
)
|ξ=λω

∣∣∣∣2 χ2
0(y) dy + O

(
λ−2n−9

)
= λ−2n−8 (8π)2

∫
R3

∣∣∣∣∑
|α|=n

ãα(y)
(
(i∂ξ)

α | · |−4
)
|ξ=ω

∣∣∣∣2 χ2
0(y) dy + O

(
λ−2n−9

)
. (4.20)

Now, (4.20) is really a large λ asymptotics of F (−λω; λω) if the first term on its r.h.s.
has size λ−2n−8 in the sense that there exist positive constants c, c′ such that λ2n+8 times
this first term belongs to [c; c′]. This is precisely the case when the integral in (4.20) is
nonzero. We observe that this holds true if and only if the first term on the r.h.s. of
(4.19) has size λ−2n−8 too.
It turns out that (4.19) and (4.20) are both a large λ asymptotics of F (−λω; λω) for some
ω ∈ S2, as shown in

Lemma 4.6. Let x̂ ∈ U (1)
1 = R3 \ {R1; · · · ; RL}. For any ω ∈ S2, the first term on the

r.h.s of (4.19) has size λ−2n−8 if and only if the first term on the r.h.s of (4.20) has size
λ−2n−8. Furthermore, there exists ω ∈ S2 such that the first term on the r.h.s of (4.20)
has size λ−2n−8, that is, the integral there is nonzero.

Proof: We already proved the first statement.
Assume that the integral in (4.20) is zero for any ω ∈ S2. Since it is homogeneous as a
function of ω, it is actually zero for any ω ∈ R3 \ {0}. By the properties of χ0 and the
continuity of the map

y 7→
∑
|α|=n

ãα(y)
(
(i∂ξ)

α | · |−4
)
|ξ=ω

,

the latter function is identically zero on the support of χ0, for any fixed ω ∈ R3 \ {0}.
Since the functions ãα are continuous on the support of χ0, they all are bounded there.
By Lemma 4.5, we can find some C > 0 such that, for all ω ∈ S2, for all λ ≥ 1, and for
all y in the support of χ0,

∣∣fn(y;λ)∣∣ =

∣∣∣∣∣∣
∑
|α|=n

ãα
(
y
) (

(i∂ξ)
α F0

)
|ξ=λω

∣∣∣∣∣∣ ≤ C λ−5−n . (4.21)

Let us fix y in the support of χ0. Recall that F0 is the Fourier transform of the function
f̃ : x 7→ |x| χ̃(|x|). The term fn(y;λ), the norm of which is estimated in (4.21), is the
Fourier transform of the function hy : R3 −→ C given by hy(x) = |x|φy(x) χ̃(|x|), where
φy is the real analytic function defined by

R3 ∋ x 7→ φy(x) :=
∑
|α|=n

ãα
(
y
)
xα .
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By (4.21) and Lemma 4.4 (with d = 3 and r ∈]1+n; 2+n[), hy belongs to the class Cn+1.
This is also true on a small ball B̃ that is centered at 0, is independent of y, and on which
χ̃ = 1. By Lemma 3.4, the valuation of φy has to be larger than n, unless φy is identically
zero. By the definition of φy, however, the valuation of φy is less or equal to n, thus φy

is identically zero on B̃.
Therefore, for (x; y) ∈ B̃ × Sχ0 , φy(x) = 0 and, in particular, for |α| = n and y ∈ Sχ0 ,
ãα(y) = 0. This contradicts the statement made just after (4.10) on the functions ãα.
Therefore, we have proven that, for some ω ∈ S2, the first term on the r.h.s of (4.20) has
size λ−2n−8.

Proposition 4.7. Let x̂ ∈ U (1)
1 = R3 \{R1; · · · ; RL}. Let n be the relevant valuation of the

the second decomposition (3.2) of Theorem 3.1 near (x̂; x̂) in the sense of Definition 3.2.
In a vicinity of such a point (x̂; x̂), the function γ (see (4.2)) does not belong to the class
C2n+9.

Proof: Assume that the function γ belongs to the class C2n+9 near (x̂; x̂). In particular,
for some neighbourhood V0 of x̂ such that χ = 1 on V0, the restriction of γ to V2

0 belongs
to the class C2n+9. Let χ0 ∈ C∞

c (R3;R) such that χ0 = 1 near x̂ and the support Sχ0

of χ0 is included in V0. For such a cut-off χ0, γ0 belongs to the class C2n+9. Thus, by
Lemma 4.4, we have a bound

∃C > 0 ; ∀ (ξ ; ξ′) ∈ R6 \ {(0; 0)} ,
∣∣F (ξ; ξ′)∣∣ ≤ C

∣∣(ξ ; ξ′)∣∣−2n−9
. (4.22)

But, at the same time, for such a cut-off χ0, we know from the above computation that
there exists some ω ∈ S2 such that, for λ ≥ 1, F (−λω; λω) is exactly of order λ−2n−8 (in
the sense that (4.19) and (4.20) are true expansions for large λ). This contradicts (4.22).
Therefore, γ cannot belong to the class C2n+9 near (x̂; x̂).

To describe a little bit more how γ1 is not smooth, we try to compute its wave front set
“above a vicinity” of (x̂; x̂) (x̂ being as in Proposition 4.7). We recall first the definition
of the wave front set (see [Hö2], p. 254).
The wave front set WF(γ1) of γ1 is a (possibly empty) subset of R6 × (R6 \ {(0; 0)}), that
is conical in the second variable. A point (x;x′; ξ; ξ′) ∈ (R6×R6\{(0; 0)}) does not belong
to the wave front set of γ1 if there exists some τ ∈ C∞

c (R6;C) such that τ(x;x′) ̸= 0 and
a conical neighbourhood Γ of (ξ; ξ′) such that the Fourier transform Fτγ1 of τγ1 satisfies

∀ p ∈ N , ∃Cp > 0 ; ∀ (η; η′) ∈ Γ \ {(0; 0)} ,
∣∣Fτγ1(η; η

′)
∣∣ ≤ Cp

(
1 +

∣∣(η; η′)∣∣)−p

, (4.23)

where | · | denotes the euclidian norm on R6. Let P be the projection(
R6 × R6 \ {(0; 0)}

)
∋
(
x;x′; ξ; ξ′

)
7→

(
x;x′

)
.

It is well-known that P (WF(γ1)) is precisely the singular support of γ1, that is the com-
plement of the largest open set in R6 on which γ1 is smooth (see [Hö2], p. 254). By
Theorem 1.1, we know that the singular support of γ1 must be a subset of the comple-
ment of U (2)

1 . This complement contains the diagonal D of R6. Proposition 4.7 tells us
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that each (x̂; x̂), with x̂ ̸∈ {R1; · · · ; RL}, belongs to the singular support of γ1. Since the
singular support is always closed, the singular support of γ1 contains D.
If s is a smooth function on R6 then, for τ ∈ C∞

c (R6;C), (4.23) holds true with Fτγ1

replaced by Fτs and Γ replaced by R6. Since γ1 = γ + s near (x̂; x̂) for such a smooth
function s (cf. Proposition 3.6), γ1 and γ have the same wave front set “above” (x̂; x̂).
Given ω ∈ S2, it seems intuitively that (4.23) for γ and for (ξ; ξ′) = (−ω;ω) should not
hold true when the integral in (4.20) is nonzero. This is not obvious since τ may be
different from the cut-off function τ0 : R6 ∋ (x;x′) 7→ χ0(x)χ0(x

′) used in (4.5), but it is
true as shown in

Lemma 4.8. Let x̂ ∈ U (1)
1 = R3 \ {R1; · · · ; RL}. Take ω ∈ S2 such that the integral in

(4.20) is nonzero. Then (x̂; x̂;−ω;ω) ∈ WF(γ1).

Proof: See the Appendix.

We are able to give the following information on the wave front set of γ1.

Proposition 4.9. Let x̂0 ∈ U (1)
1 = R3 \ {R1; · · · ; RL}. Let V0 be a neighbourhood of x̂0

such that V0 ⊂ U (1)
1 .

1. The wave front set WF(γ1) of γ1 above V2
0 is included in the “conormal set of the

diagonal” above V2
0 , that is

WF(γ1) ∩
(
V2
0 ×

(
R6\{(0; 0)}

))
⊂

{
(x̂; x̂;−ξ; ξ); x̂ ∈ V0 , ξ ∈

(
R3\{0}

)}
. (4.24)

2. Let A be the subset of S2 formed by the ω ∈ S2 for which the integral in (4.20) is
nonzero. We denote by A the smallest closed subset of S2 that contains A. Then

∅ ≠
{
(x̂; x̂;−λω;λω); x̂ ∈ V0 , λ ∈ ]0; +∞[ , ω ∈ A

}
⊂ WF(γ1) . (4.25)

Proof: First, we point out that a wave front set is always closed (cf. [Hö2], p. 254).
Recall that, on the considered region, WF(γ1) and WF(γ) cöıncide.

1. Let (x̂; x̂; ξ0; ξ
′
0) with x̂ ∈ U (1)

1 and ξ0 + ξ′0 ̸= 0. In a small enough, closed, conical
neighbourhood Γ of (ξ0; ξ

′
0), on which ξ+ξ′ ̸= 0, we get the bound (4.7). This yields

(4.23) for γ and shows that (x̂; x̂; ξ0; ξ
′
0) ̸∈ WF (γ). This proves (4.24)

2. By Lemma 4.6 and Lemma 4.8,

∅ ≠
{
(x̂; x̂;−ω;ω) ; x̂ ∈ V0 , ω ∈ A

}
⊂ WF(γ) .

Since a wave front set is always closed,{
(x̂; x̂;−ω;ω) ; x̂ ∈ V0 , ω ∈ A

}
⊂ WF(γ) .

Since WF(γ) is conical in the last two variables, we obtain (4.25).
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The property (4.24) is true if γ1 is the kernel of a pseudodifferential operator, the symbol
of which belongs to a certain class of smooth symbols, see Theorem 18.1.16 in [Hö3]
p. 80. Furthermore, (a localized version of) γ1 can always be seen as the kernel of a
pseudodifferential operator (cf. [Hö3] p. 69). A natural question arises: does the symbol
of the pseudodifferential operator associated to (a localized version of) γ1 belong to a class
of smooth symbols? By Proposition 3.6, it suffices to consider γ instead of γ1. We gives
below a positive answer to this question for the localized version γ0 of γ.

Proposition 4.10. Let x̂ ∈ U (1)
1 = R3\{R1; · · · ; RL}. Let n be the relevant valuation of the

the second decomposition (3.2) of Theorem 3.1 near (x̂; x̂) in the sense of Definition 3.2.
Let χ0 ∈ C∞

c (R3;R) such that χ0 = 1 near x̂ and χ0χ = χ0. Let a : R6 −→ C be defined
by, for (x; ξ) ∈ R6,

a(x; ξ) =

∫
R3

e−i ξ·t γ0
(
x− t/2; x+ t/2

)
dt .

Then, the function a is smooth. Moreover

∀ (α; β) ∈
(
N3

)2
, sup

(x; ξ)∈R3×R3

(
1 + |ξ|

)n+|β|
∣∣∣(∂αx∂βξ a)(x; ξ)∣∣∣ < +∞ . (4.26)

Proof: We first show that the function a is smooth. Let (x; ξ) ∈ R6. Using (4.2), the
change of variables y′ = x− y, and the function φ̃ from Definition 3.2, we have

a(x; ξ) =

∫
R6

e−i ξ·t ∣∣x − t/2 − y
∣∣ φ(x− t/2; y

) ∣∣x + t/2 − y
∣∣ φ(x+ t/2; y

)
χ0

(
x− t/2

)
χ0

(
x+ t/2

)
χ(y) dy dt

=

∫
R6

e−i ξ·t ∣∣y′ − t/2
∣∣ ∣∣y′ + t/2

∣∣ φ(x− t/2;x− y′
)
φ
(
x+ t/2;x− y′

)
χ0

(
x− t/2

)
χ0

(
x+ t/2

)
χ(x− y′) dy′ dt

=

∫
R6

e−i ξ·t ∣∣y − t/2
∣∣ φ̃(y − t/2; 2x− t/2− y

)
∣∣y + t/2

∣∣ φ̃(y + t/2; 2x+ t/2− y
)

χ0

(
x− t/2

)
χ0

(
x+ t/2

)
χ(x− y) dy dt . (4.27)

Now, we can use standard derivations under the integral sign in both x and ξ, yielding
the smoothness of a, since the cut-off functions χ and χ0 are smooth and compactly
supported.
We observe also that the integration in (4.27) takes place in the x-dependent, compactly
supported region

Rx :=
{
(t; y) ∈ R6 ; (x− t/2) ∈ Sχ0 , (x+ t/2) ∈ Sχ0 , (x− y) ∈ Sχ

}
,

that is sent to a x-independent, compact subset K of Sχ0 × Sχ by the x-dependent maps
(t; y) 7→ (y − t/2; 2x − t/2/ − y) and (t; y) 7→ (y + t/2; 2x + t/2/ − y). By Lemma 3.4,
we know that the function g : Sχ0 × Sχ ∋ (x; y) 7→ |x|φ̃(x; y) belongs to the class Cn.
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This implies that the integrand in (4.27) belongs also, for fixed y, to the class Cn in the
variable t. Using, for nonzero ξ,

i
ξ

|ξ|2
· ∇t e

−i ξ·t = e−i ξ·t

and integrations by parts in (4.27), we get, for |ξ| ≥ 1,

a(x; ξ) = |ξ|−n

∫
Rx

e−i ξ·t gn
(
t; y;x; ξ/|ξ|

)
dt dy ,

for some continuous function gn satisfying the following property: there exists C > 0,
depending on a finite number of partial derivatives of the functions χ0, χ, and g and on
the compact K, such that, for x ∈ R3 and ξ ∈ R6 \ {0},∫

Rx

∣∣gn(t; y;x; ξ/|ξ|)∣∣ dt dy ≤ C .

This yields the inequality in (4.26) when α = β = 0. In a similar way, we obtain also this
inequality when β = 0. Observe that (∂βξ a)(x; ξ) is just given by (4.27) with the integrand

replaced by its ∂βξ -partial derivative. Precisely,

(∂βξ a)(x; ξ) = (−i)|β|
∫
R6

e−i ξ·t tβ
∣∣y − t/2

∣∣ φ̃(y − t/2; 2x− t/2− y
)

∣∣y + t/2
∣∣ φ̃(y + t/2; 2x+ t/2− y

)
χ0

(
x− t/2

)
χ0

(
x+ t/2

)
χ(x− y) dy dt . (4.28)

Writing t = (t/2− y) + (t/2+ y), we see that the valuation of the integrand as a function
of y − t/2 (resp. y + t/2) is now n+ |β|, at least. By the above argument, we obtain the
inequality in (4.26) when α = 0. Repeating those arguments with a replaced by (∂αxa),
we complete the proof of (4.26).

Remark 4.11. We provide here several remarks on the previous results.

1. Propositions 3.6 and 4.7 give Theorem 1.2 in the two-electron case.

2. The proof of Proposition 4.7 gives a rather crude estimation of the regularity of
γ. This is due to the fact that, in general, bounds on the Fourier transform of a
function (distribution) are not a precise tool to determine the exact regularity of that
function.

3. In Proposition 4.10, the function a is the symbol of the Weyl pseudodifferential
operator associated to γ0 (see the Weyl calculus in [Hö3] p. 150). The property
(4.26) means that the function a belongs to the class S−n on R6, in the sense of
Definition 18.1.1 p. 65 in [Hö3].

4. We refer to [Hö3], p. 80, for the notion of “conormal set of the diagonal”. Proposi-
tion 4.10 together with Theorem 18.1.16 on p. 80 in [Hö3] imply (4.24).
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5. In Propostion 4.9, we believe that A = S2. In that case, the wave front set of γ1
above V0 would be precisely the conormal of the diagonal above V0, that is, (4.24)
would be an equality.

6. It is quite remarkable that a localized version of γ1 defines a pseudodifferential oper-
ator, the (Weyl) symbol of which belongs to a standard class of smooth symbols. This
means that one can more or less include γ1 into some quite regular pseudodifferential
calculus. More precisely, the density matrix γ1 is the kernel of a pseudodifferential
operator on the open set U (1)

1 = R3 \ {R1; · · · ; RL}, the symbol of which belongs to

the class S−n
loc (U

(1)
1 × R3) (cf. [Hö3], p. 83).

5 The general case.

In this section, we perform the same tasks as in Section 4 in the general case. We shall
see that we can follow the arguments of Section 4 with minor changes. We consider the
Hamiltonian (1.1) with arbitrary N ≥ 2 and L ≥ 1.

We consider a point (x̂; x̂′) ∈ (U (1)
N−1 × U (1)

N−1) ∩ C(2)
N−1, where the sets U (1)

N−1 and C(2)
N−1 are

given by (1.6) and (1.7), respectively. Like in Section 4, the starting point of our analysis
is formula (3.4) in Proposition 3.6. For j ∈ D and (x;x′) ∈ V × V ′, we set

γ
(j)
N−1(x; x

′) :=

∫
R3

|xj − y|φj(x; y) |x′c(j) − y|φ′
c(j)(x

′; y)χj(y) dy . (5.1)

We observe that γ
(j)
N−1 has the same structure as γ in (4.2): the variable (xj;x

′
c(j)) plays

the rôle of the variable (x;x′) in γ. The first one varies in a vicinity of (x̂j; x̂j) (since
x̂′c(j) = x̂j) and the second one stays in a neighbourhood of (x̂; x̂). We possibly have

additional x and x′ variables since x = (xj; (xk)k ̸=j) and x′ = (x′c(j); (x
′
k)k ̸=c(j)). The

function φj plays the rôle of the real analytic function φ2 of the decomposition (3.2)
with k = N near ẑ := (x̂; x̂j), while the function φc(j) plays the rôle of the real analytic
function φ2 of the decomposition (3.2) with k = N near ẑ := (x̂′; x̂′c(j)) (cf. the proof of
Proposition 3.6). According to Remark 3.7, we may assume that the φj and φc(j) are the
sum of a power series. Let nj be the relevant valuation associated to the decomposition
(3.2) near ẑ := (x̂; x̂j) and let n′

j be the relevant valuation associated to the decomposition
(3.2) near ẑ := (x̂′; x̂′c(j)) = (x̂′; x̂j). We immediately see that we can follow the arguments
of the proof of Proposition 4.2 to get

Proposition 5.1. Let (x̂; x̂′) ∈ (U (1)
N−1×U (1)

N−1) ∩ C(2)
N−1. Let j ∈ D. Then the function γ

(j)
N−1

(see (5.1)) belongs to the class Cn̄j+1 near (x̂; x̂′), where n̄j = min(nj;n
′
j). In particular,

the function γN−1 belongs to the class Cn̄+1 near (x̂; x̂′), where n̄ = min{n̄j; j ∈ D}.

Proof: Similar to the proof of Proposition 4.2.

Now, we try to show that the density γN−1 has a limited regularity near such a point

(x̂; x̂′) ∈ (U (1)
N−1 ×U (1)

N−1) ∩ C(2)
N−1. This question actually reduces to the same question for
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the terms γ
(j)
N−1, defined in (5.1) for j ∈ D. Indeed, for such a j, the term γ

(j)
N−1 has an

unlimited regularity w.r.t. to xk for k ̸= j and to x′k for k ̸= c(j). Thus the other terms

γ
(j′)
N−1, for j

′ ∈ D \ {j}, cannot cancel the nonsmoothness of γ
(j)
N−1 w.r.t. the variables

(xj;x
′
c(j)), if such nonsmoothness is true.

Let j ∈ D. We introduce a localized version of γ
(j)
N−1 and consider its Fourier transform.

Denoting by F this Fourier transform, we essentially have the formula (4.5): to be precise,
the first function χ0 is replaced by an appropriate cut-off function in the variable x, the
second one is replaced by an appropriate cut-off function in the variable x′, the integration
takes place on (R3(N−1))2, the Fourier variables

ξ = (ξ1; · · · ; ξN−1) and ξ′ = (ξ′1; · · · ; ξ′N−1)

belong to R3(N−1), and, more importantly, the first function φ and the second one are
replaced by the functions φj and φ′

c(j), respectively, that appear in (5.1). A careful
inspection of the arguments developed in Section 4 shows that we can follow them with γ
replaced by γ

(j)
N−1 and get, instead of (4.18), a similar expansion for F (ξ; ξ′), where λ ≥ 1,

ω ∈ S2, ξk = 0 if k ̸= j, ξ′k = 0 if k ̸= c(j), and ξj = λω = −ξc(j). We do not see why
this formula should be a true large λ asymptotics, except when we require that x̂ = x̂′.
Indeed, in this case, the real analytic functions φj and φ

′
j are equal (cf. Remark 1.3) and

we can use some nonnegativity as in the proof of Lemma 4.6 to get the result.
We expect that this is also true for many (x̂; x̂′), but that, for some others, the first term
of the expansion is zero but not the following one. Because of the real analyticity involved
in the problem, we believe that, in general, F (ξ; ξ′) is of some finite order in λ above or
equal to nj + n′

j.

Remark 5.2. Let (x̂; x̂′) ∈ (U (1)
N−1×U (1)

N−1) ∩ C(2)
N−1. The above exploration encourages us to

believe that each γ
(j)
N−1 does have a limited regularity near (x̂; x̂′), and so does the density

γN−1. Only in the “diagonal” case x̂ = x̂′, we see how to get an upper bound on those
regularities.

Now, we prove Theorem 1.2 in its full generality.

Proof of of Theorem 1.2: Let us take x̂ ∈ U (1)
N−1. By Proposition 3.6 and Remark 3.7,

there is a neighbourhood V of x̂ such that, on V2 := V × V , γN−1 = s+
∑N−1

j=1 γ
(j)
N−1 and,

for (x; x′) ∈ V2 and j ∈ [[1;N − 1]],

γ
(j)
N−1(x; x

′) :=

∫
R3

|xj − y|φj(x; y) |x′j − y|φj(x
′; y)χj(y) dy . (5.2)

Let j ∈ [[1;N − 1]] and denote by φ̃j the real analytic function defined in the second case
of Definition 3.2 with k = N , when φ2 is replaced by φj. Recall that we may assume
that each φ̃j is the sum of a power series and that nj is the valuation of φ̃j w.r.t. its jth
variable.
We first show that γ

(j)
N−1 does not belong to the class C2nj+9 near (x̂; x̂).
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By definition of nj, we can write on V × Sχj
,

φj(x; y) = φ̃j

(
x1; · · · ;xj−1; xj − y; xj+1; · · · ; xN−1; xj + y

)
=

∑
αj∈N3

φαj

(
x1; · · · ;xj−1; xj+1; · · · ; xN−1; xj + y

)
(xj − y)αj ,

for some real analytic functions φαj
with αj ∈ N3. Since the functions φαj

with αj ∈ N3

and |αj| = nj are not all zero, there exists(
x01; · · · ;x0j−1; x

0
j+1; · · · ; x0N−1

)
∈ R3(N−2)

and a neighbourhood Vj of x̂j such that, for xj ∈ Vj and y ∈ Sχj
,(

x1; · · · ;xj−1; xj; xj+1; · · · ; xN−1; y
)
∈ V

and such that one of the functions

y′ 7→ φαj

(
x01; · · · ;x0j−1; x

0
j+1; · · · ; x0N−1; y

′) ,
for αj ∈ N3 with |αj| = nj, is nonzero. In particular, for y ∈ Sχj

and x near zero in R3,

φ̃j

(
x01; · · · ;x0j−1; x; x

0
j+1; · · · ; x0N−1; x+ 2y

)
=

∑
|α|=nj

ã(j)α (y) xα +
∑

|α|>nj

φ̂(j)
α (x̃; y) xα ,

where one of the real analytic functions ã
(j)
α , for α ∈ N3 with |α| = nj, is nonzero, and

the functions φ̂
(j)
α are real analytic near (0; x̂j).

Now, we observe that the map

(x; x′) 7→ γ
(j)
N−1

(
x01; · · · ;x0j−1; x; x

0
j+1; · · · ; x0N−1; x

0
1; · · · ;x0j−1; x

′; x0j+1; · · · ; x0N−1

)
,

defined near (x̂j; x̂j), has exactly the same structure as γ in (4.2). The proof of Proposi-
tion 4.7 shows that this function cannot belong the class C2nj+9 near (x̂j; x̂j). Therefore,

the full function γ
(j)
N−1 cannot belong the class C2nj+9 near (x̂; x̂).

Let k ∈ [[1;N − 1]] \ {j}. By standard derivation w.r.t. xj under the integral sign, we see
that the map

(x; x′) 7→ γ
(k)
N−1

(
x01; · · · ;x0j−1; x; x

0
j+1; · · · ; x0N−1; x

0
1; · · · ;x0j−1; x

′; x0j+1; · · · ; x0N−1

)
is actually smooth near (x̂j; x̂j). Using (3.4), we conclude that the

(x; x′) 7→ γN−1

(
x01; · · · ;x0j−1; x; x

0
j+1; · · · ; x0N−1; x

0
1; · · · ;x0j−1; x

′; x0j+1; · · · ; x0N−1

)
cannot belong the class C2nj+9 near (x̂j; x̂j). In particular, the full density γN−1 cannot
belong the class C2nj+9 near (x̂; x̂).

We end this section with some words on the extension to the general case of the other
results in Section 4, namely Propositions 4.9 and 4.10. We use the decomposition (3.4)
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of γN−1 obtained in Proposition 3.6. Let j ∈ D. Using integration by parts, we see as

in the proof of point 1 in Proposition 4.9 that the wave front set of γ
(j)
N−1 above a point

(x̂; x̂′) ∈ (U (1)
N−1 × U (1)

N−1) ∩ C(2)
N−1 is included in{

(x̂; x̂′; ξ; ξ′) ∈ R6(N−1) ; ξj + ξ′j = 0
}
.

We deduce from the decomposition (3.4) of the density γN−1 that its wave front set above
such a point (x̂; x̂′) is included in{

(x̂; x̂′; ξ; ξ′) ∈ R6(N−1) ; ∀ j ∈ D , ξj + ξ′j = 0
}
.

For such a point (x̂; x̂′) ∈ (U (1)
N−1 × U (1)

N−1) ∩ C(2)
N−1, we also get an extension of Proposi-

tion 4.10 on each term γ
(j)
N−1, for j ∈ D.

Let j ∈ D. We take a cut-off function χ0 ∈ C∞
c (R3(N−1)) (resp. χ′

0 ∈ C∞
c (R3(N−1))) that

localizes near x̂ (resp. x̂′). Similar to the function a in Proposition 4.10, we introduce

a(j)(x; ξ) :=

∫
R3(N−1)

e−i ξ·t χ0(x− t/2) γ
(j)
N−1

(
x− t/2; x+ t/2

)
χ′
0(x

′ + t/2) dt .

Using the arguments of the proof of Proposition 4.10, we see that this function a(j) is
smooth and that

∀ (α; β) ∈
(
N3(N−1)

)2
, sup

(x; ξ)∈R3(N−1)×R3(N−1)

(
1 + |ξ|

)nj+|β|
∣∣∣(∂αx∂βξ a(j))(x; ξ)∣∣∣ < +∞ .

This means that a(j) belongs to the symbol class S−nj on R3(N−1)×R3(N−1) (cf. Definition
18.1.1 p. 65 in [Hö3]). A careful inspection even shows that one has the property:

∀m ∈ N , ∀ (α; β) ∈
(
N3(N−1)

)2
,

sup
(x; ξ)∈R3(N−1)×R3(N−1)

(
1 + |ξ(j)|

)m+|β(j)| (
1 + |ξj|

)nj+|βj |
∣∣∣(∂αx∂βξ a(j))(x; ξ)∣∣∣ < +∞ ,

where we have used ξ = (ξ(j); ξj) and β = (β(j); βj). Roughly speaking, we have an

unlimited “decay” w.r.t. the variable ξ(j) and a limited one w.r.t. the variable ξj.

Appendix.

For completeness, we provide in this Appendix a proof for the more or less known results
stated in the Lemmata 3.4, 4.5, and 4.8. We also prove the important claim (4.9).

First of all, we need to recall a basic property of the differential calculus. Let O be an
open set of Rp, p ∈ N∗, let f, g : O −→ C be two functions in the class Ck, for some k ∈ N.
Then, for any α ∈ Nd with |α| ≤ k, we have, on O,

∂α
(
fg

)
(x) =

∑
γ∈Np
γ≤α

bαγ
(
∂γf

)
(x)

(
∂α−γg

)
(x) =

∑
γ∈Np
γ≤α

bαγ
(
∂α−γf

)
(x)

(
∂γg

)
(x) , (A.3)
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where the binomial coefficients bαγ are given by

bαγ :=
α!(

(α− γ)!
)
·
(
γ!
) . (A.4)

We also use the following variant. Let ω ∈ Rp. Then, for an integer m ≤ k and for x ∈ O,

(ω · ∇x)
m(fg)(x) =

m∑
p=0

cmp (ω · ∇x)
pf(x) (ω · ∇x)

m−pg(x) , (A.5)

where the binomial coefficients ckp are given by

cmp :=
m!(

(m− p)!
)
·
(
p!
) . (A.6)

The binomial coefficients (A.4) also enter into the following multivariable binomial for-
mula: For α ∈ Nd, (x; y) ∈ (Rd)2,

(x + y)α =
∑
γ∈Np
γ≤α

bαγ x
γ yα−γ .

Proof of the claim (4.9): By the choice of χ and of the neighbourhood V , we know that
φ(x; y) is the sum of a power series on V × Sχ. Setting, on V × Sχ, u = x − y ∈ R3 and
v = x + y ∈ R3, the variable u lives in some neighbourhood W0 of 0 and the variable
v lives in some neighbourhood W of 2x̂. According to Definition 3.2, we can write, for
(u; v) ∈ W0 ×W ,

φ̃(u; v) =
∑
α∈N3
|α|≥n

φα(v)u
α , (A.7)

a convergent series, where the functions φα are also convergent power series of the form

φα(v) =
∑
β∈N3

c(α; β) (v − 2x̂)β .

Let y ∈ Sχ and x ∈ W0. We have x + 2y ∈ W . Let α ∈ N3 with |α| ≥ n. Using the
multivariable newtonian binomial formula, we get

φα(x+ 2y) =
∑
β′∈N3

c(α; β′) (x + 2y − 2x̂)β
′
=

∑
β′∈N3

c(α; β′)
∑
β≤β′

bβ
′

β x
β (2y − 2x̂)β

′−β

=
∑
β∈N3

xβ
∑
β′≥β

c(α; β′) bβ
′

β (2y − 2x̂)β
′−β =

∑
β∈N3

xβ φα;β(y) ,

where
φα;β(y) =

∑
β′≥β

c(α; β′) bβ
′

β (2y − 2x̂)β
′−β .
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Therefore,

φ̃(x;x+ 2y) =
∑
α∈N3
|α|≥n

xα
∑
β∈N3

xβ φα;β(y) =
∑
α∈N3
|α|=n

xα φα;0(y) +
∑
α∈N3
|α|>n

xα φ̃α(y) ,

for appropriate power series φ̃α(y). In particular, the valuation of the map x 7→ φ̃(x;x+2y)
is greater or equal to n.
If, for some α, the function φα;0 is identically zero, all the coefficients c(α; β) are zero and
φα is also identically zero. By definition of the valuation n, the functions φα with |α| = n
cannot all be identically zero. Thus, there exists such a multiindex α for which φα;0 is
not identically zero. As a real analytic map, φα;0 takes, for almost all y, a nonzero value
φα;0(y). Therefore, for almost all y ∈ Sχ, the valuation of the map x 7→ φ̃(x;x + 2y) is
exactly n, yielding the claim (4.9).

For the proof of Lemma 3.4, we need some basic facts. Let ω ∈ R3 with |ω| = 1. Notice
that (ω·∇x)(ω·x) = 1, on R3. We consider P0 ∈ R[X] and P1 ∈ R[X] the polynomials with
real coefficients given by P0(X) = 1 and P1(X) = X. Setting x̂ := x/|x|, for x ∈ R3 \{0},
we observe that, on R3\{0}, (ω·∇x)(|x|) = ω·x̂ = |x|0P1(ω·x̂), (ω·∇x)

0(|x|) = |x|P0(ω·x̂),
and

(ω · ∇x)(|x|−1) = − ω · x̂
|x|2

.

Still on R3 \ {0},

(ω · ∇x)
2(|x|) = (ω · ∇x) (ω · x̂) =

1

|x|
− (ω · x)(ω · x̂)

|x|2
=

1

|x|
P2

(
ω · x̂

)
,

where P2(X) = 1−X2. By a straightforward induction, we show that, for any integer k
with k ≥ 2, (ω · ∇x)

k(|x|) = |x|1−kPk(ω · x̂) on R3 \ {0}, where Pk ∈ R[X] satisfies the
following properties: the degree of Pk is k, the polynomial P2 is a divisor of Pk, and the
dominant coefficient of Pk is

(−1)k+1

k−1∏
j=1

(2j − 1) .

Let p ∈ N. For α ∈ N3 with |α| = p, let Hα : S2 ∋ ω 7→ ωα ∈ R. We show that the maps
Hα, for α ∈ N3 with |α| = p, are linearly independent.
Assume that there are complex numbers cα, α ∈ N3 with |α| = p, such that the map∑
|α|=p

cαHα is zero identically. Then, for all x ∈ R3 \ {0},

0 =
∑
|α|=p

cα

(
x

|x|

)α

= |x|−|α|
∑
|α|=p

cα x
α

This shows that the continuous map R3 ∋ x 7→
∑
|α|=p

cα x
α is zero identically. It is well

known that the homogeneous polynomials R3 ∋ x 7→ xα, for α ∈ N3 with |α| = p, are
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linearly independent. Thus, cα = 0 for each α. This proves that the Hα, for α ∈ N3 with
|α| = p, are linearly independent.

We split the proof of Lemma 3.4 in two steps.

Proof of Lemma 3.4, special case: For α ∈ N3, let Nα : R3 −→ R be the function defined
by Nα(x) = |x|xα. Here we show that the function Nα does not belong to the class C|α|+1,
that is a part of the statement of Lemma 3.4 for a particular case.
By induction, we first show that, for α ∈ N3 and k ∈ N, we have, on R3,

(ω · ∇x)
k(xα) =

∑
γ≤α
|γ|=k

α!

(α− γ)!
ωγ xα−γ .

Let α ∈ N3 and m ∈ N. Making use of the previous facts and of (A.5), we can compute,
on R3 \ {0}, (ω · ∇x)

m(Nα). In particular, we get, for m = |α|+ 1 and x ∈ R3 \ {0},(
(ω · ∇x)

mNα

)
(x) = α!

(
|α|+ 1

)
P1

(
ω · x̂

)
(A.8)

+
∑
γ<α

α!

(α− γ)!
b
|α|+1
|γ| P|α|+1−|γ|

(
ω · x̂

)
ωγ xα−γ |x||γ|−|α|

(cf. (A.4) with p = 1) and observe that it is a function of x̂ = x/|x| only. For ϵ ∈ {−1; 1},
we compute its values at x̂ = ϵω. Since ω · x̂ = ϵ and P2 is a divisor of Pk (for k ≥ 2), we
get from (A.8) that (

(ω · ∇x)
mNα

)
|x̂=ϵω

= α!
(
|α|+ 1

)
ωα ϵ + 0 .

In particular, this yields the existence and the value of the following

lim
t→0
t>0

(
(ω · ∇x)

mNα

)
|x=tϵω

= α!
(
|α|+ 1

)
ωα ϵ .

If the function Nα would belong to the class C|α|+1, then we should have the equalities

α!
(
|α|+ 1

)
ωα = lim

t→0
t>0

(
(ω · ∇x)

mNα

)
|x=tω

= lim
t→0
t>0

(
(ω · ∇x)

mNα

)
|x=−tω

= −α!
(
|α|+ 1

)
ωα .

This would imply ωα = 0, for all ω ∈ S2. Contradiction. Therefore, the function Nα does
not belong to the class C|α|+1.

We turn now to the proof of Lemma 3.4 in its full generality.

Proof of Lemma 3.4: Recall that W is a bounded neighbourhood of 0 and Nφ : W −→ C
is defined by Nφ(x) = |x|φ(x). The function Nφ is smooth on W \ {0}, as the product of
smooth functions on this region. If α ∈ N3 with |α| = q + 1, then, on W \ {0}, using the
formula (A.3), (

∂αxNφ

)
(x) =

∑
γ≤α

bαγ
(
∂γx(|x|)

)
(x)

(
∂α−γ
x φ

)
(x) ,
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where ∂α−γ
x φ is identically zero or has valuation q − |α| + |γ|. Since, for all multiindex

γ with γ ≤ α, the functions W \ {0} ∋ x 7→ |x||γ|−1
(
∂γx(|x|)

)
(x) are bounded, so is also

∂αxNφ on W \ {0}.
We prove by induction on q ∈ N the property: For any real analytic function φ, that is
defined on a neighbourhood W0 of 0 and the valuation of which is greater or equal to q,
the function Nφ belongs to the class Cq on W0 and all the partial derivatives up to the
order q of Nφ vanish at zero.
Since the euclidian norm | · | is continuous and vanishes at zero, the property is valid for
q = 0. Assume that it is true for some q ∈ N. Let φ be a real analytic function φ on some
neighbourhood W0 of 0 such that its valuation is greater or equal to q + 1. We can find
real analytic functions φj : W0 −→ C, for j ∈ [[1; 3]], such that, for x ∈ W0,

φ(x) =
3∑

j=1

xj · φj(x) . (A.9)

For j ∈ [[1; 3]], φj is either zero identically or its valuation is at least q. By the induction
hypothesis, the functions Nφj

: W0 ∋ x 7→ |x|φj(x) belong to the class C
q and their partial

derivatives up to order q all vanish at zero. Furthermore, by the previous result, all the
partial derivative of order q + 1 of Nφj

are bounded near 0.
Using (A.9), we see that Nφ belongs to the class Cq. Let α ∈ N3 with |α| ≤ q. We can
write, for x ∈ W0, using (A.9) and (A.3),

(
∂αxNφ

)
(x) =

3∑
j=1

∑
γ≤α

bαγ
(
∂γx(xj)

)
(x)

(
∂α−γ
x Nφj

)
(x) . (A.10)

We observe that, for x ∈ R3,
(
∂γx(xj)

)
(x) = 0 if |γ| > 1 or if |γ| = 1 and γj = 0. Thus,

the sum in (A.10) simplifies to

(
∂αxNφ

)
(x) =

3∑
j=1

∑
γ≤α

|γ|=1=γj

bαγ
(
∂α−γ
x Nφj

)
(x) +

3∑
j=1

xj
(
∂αxNφj

)
(x) . (A.11)

By the induction hypothesis applied to the φj, we see that
(
∂αxNφ

)
(0) = 0.

Let α ∈ N3 with |α| = q. Denote by (e1; e2; e3) the canonical basis of R3. For t ∈ R∗ small
enough and k ∈ {1; 2; 3}, we consider

t−1
((
∂αxNφ

)
(tek) −

(
∂αxNφ

)
(0)

)
= t−1

(
∂αxNφ

)
(tek) , (A.12)

insert into (A.12) the formula (A.11). Observe that the contribution in (A.12) of the last
term of (A.11) is

t−1

3∑
j=1

t δjk
(
∂αxNφj

)
(tek) =

(
∂αxNφk

)
(tek) .

By the induction hypothesis applied to the φj, we see that (A.12) tends to zero, as t→ 0.
This shows that the partial first derivative w.r.t. xk at zero of ∂αxNφ exists and is zero.
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Away from zero, this partial derivative is, thanks to (A.11), given by

∂xk

((
∂αxNφ

))
(x) =

(
∂αxNφk

)
(x) +

3∑
j=1

xj
(
∂xk

∂αxNφj

)
(x) (A.13)

+
3∑

j=1

∑
γ≤α

|γ|=1=γj

bαγ
(
∂xk

∂α−γ
x Nφj

)
(x) .

Using again the induction hypothesis and the fact that any partial derivative of Nφj
of

order q+1 is bounded near 0, for all j ∈ {1; 2; 3}, we see that (A.13) tends also to zero as
x → 0. This shows that function Nφ belongs to the class Cq+1 and its partial derivatives
up to order q + 1 all vanish at zero. This proves the claim by induction.
Let q be fixed and take a real analytic function φ : W −→ C with valuation q. Assume
now that Nφ belongs to the class Cq+1. Shrinking possibly W , we may assume that, for
x ∈ W ,

φ(x) =
∑
|α|=q

aα x
α + φ̃(x) ,

where the aα are complex constants and where the function φ̃ is either zero identically or a
real analytic function with valuation ≥ q+1. In particular, the function W ∋ x 7→ |x|φ̃(x)
does belong to the class Cq+1. Therefore, so does also the map

g : W ∋ x 7→ |x|
∑
|α|=q

aα x
α .

Using the above study of the functions Nα : x 7→ |x|xα with α ∈ N3 and |α| = q, we get,
for all ω ∈ S2 and ϵ ∈ {−1; 1}, that (ω · ∇x)

q+1g only depends on x̂ = x/|x|, that(
(ω · ∇x)

q+1g
)
|x̂=ϵω

=
∑
|α|=q

aα α!
(
|α|+ 1

)
ωα ϵ ,

and, by continuity at 0, ∑
|α|=q

aα α!
(
|α|+ 1

)
ωα = 0 .

Since the maps S2 ∋ ω 7→ ωα, for |α| = q, are linearly independent, it follows that the aα
are all zero. This contradicts the fact that q is the valuation of φ. This proves that Nφ

does not belong to the class Cq+1.

Proof of Lemma 4.5: Let ξ ∈ R3. By definition,

Ff (ξ) =

∫
R3

e−i x·ξ |x| τ
(
|x|

)
dx

and, since f is radial, Ff is invariant by rotations centered at 0. Thus Ff (ξ) only depends
on λ := |ξ|. Let v be the vector in R3 such that its coordinates in the canonical basis



Limited regularity, 08-02-2024 33

of R3 are (0; 0; 1). In particular, Ff (ξ) = Ff (λv) and, changing variables into spherical
coordinates, we get

Ff (ξ) =

∫
R3

e−i x·λv |x| τ
(
|x|

)
dx

=

∫ +∞

0

τ(r) r3
(∫ 2π

0

dθ̃

∫ π

0

e−irλ cos(θ) sin(θ) dθ

)
dr

= 2π

∫ +∞

0

τ(r) r3
(∫ 1

−1

e−irλs ds

)
dr .

Assuming λ := |ξ| > 0, we continue the computation in the following way:

Ff (ξ) =
2iπ

λ

∫ +∞

0

τ(r) r2
(∫ 1

−1

(−irλ) e−irλs ds

)
dr

=
2iπ

λ

∫ +∞

0

τ(r) r2
[
e−irλs

]s=1

s=−1
dr

=
2iπ

λ

∫ +∞

0

τ(r) r2 (−2i) sin
(
rλ

)
dr

=
4π

λ

∫ +∞

0

τ(r) r2 sin
(
rλ

)
dr , (A.14)

yielding (4.15). Using integration by parts, we can write

Ff (ξ) =
4π

λ

∫ +∞

0

τ(r) r2
1

λ
∂r

(
− cos

(
rλ

))
dr

=
4π

λ2

([
−τ(r) r2 cos

(
rλ

)]r=+∞
r=0

+

∫ +∞

0

cos
(
rλ

)
∂r

(
τ(r) r2

)
dr

)
=

4π

λ2

∫ +∞

0

1

λ
∂r

(
sin

(
rλ

))
∂r

(
τ(r) r2

)
dr

=
4π

λ3

([
sin

(
rλ

)
∂r

(
τ(r) r2

)]r=+∞

r=0
−

∫ +∞

0

sin
(
rλ

)
∂2r

(
τ(r) r2

)
dr

)
=

−4π

λ3

∫ +∞

0

1

λ
∂r

(
− cos

(
rλ

))
∂2r

(
τ(r) r2

)
dr

=
−4π

λ4

([
− cos

(
rλ

)
∂2r

(
τ(r) r2

)]r=+∞

r=0
+

∫ +∞

0

cos
(
rλ

)
∂3r

(
τ(r) r2

)
dr

)
=

−4π

λ4

(
2τ(0) +

∫ +∞

0

1

λ
∂r

(
sin

(
rλ

))
∂3r

(
τ(r) r2

)
dr

)
=

−8π

λ4
τ(0) +

−4π

λ5

(
0 −

∫ +∞

0

sin
(
rλ

)
∂4r

(
τ(r) r2

)
dr

)
.

Setting

G(ξ) :=
4π

λ5

∫ +∞

0

sin
(
rλ

)
∂4r

(
τ(r) r2

)
dr ,
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we have Ff (ξ) = G(ξ) − 8πλ−4. By standard derivation under the integral sign, the
function G is smooth on R3 \ {0} and we see that the estimate in (4.17) holds true for
k = 5.
Integrating again by parts in the formula defining G this time, we get, since τ is flat near
0 (i.e. all the derivatives of τ vanish at 0), that

G(ξ) =
4π

λ5

∫ +∞

0

1

λ
∂r

(
− cos

(
rλ

))
∂4r

(
τ(r) r2

)
dr ,

=
4π

λ6

∫ +∞

0

cos
(
rλ

)
∂5r

(
τ(r) r2

)
dr (A.15)

where the integral is uniformly bounded w.r.t. λ. This yields the estimate in (4.17) for
k = 6 and α = 0. By standard derivation under the integral, we get the same estimate
for k = 6 and all α ∈ N3.
Integrating by parts in a similar way in (A.15), we can write G(ξ) as 4π/λk times some
explicit integral, that is uniformly bounded w.r.t. λ. This gives the estimate in (4.17) for
any k ≥ 6 and α = 0. Standard derivation under this integral gives also this estimate for
any k ∈ N with k ≥ 6 and any α ∈ N3.
Finally, using the explicitly known partial derivatives of the function R3\{0} ∋ ξ 7→ |ξ|−4,
we observe that (4.17) implies (4.16).

Proof of Lemma 4.8: As already pointed out, we may replace the matrix γ1 by γ. Let us
assume that there exists some cut-off function τ and an open cone Γ about (−ω;ω) such
that (4.23) with γ1 replaced by γ holds true. We observe that the hypothesis on ω does
not depend on the cut-off function χ0. In particular, we may shrink its support, preserving
the requirements χχ0 = χ0 and χ0 = 1 near (x̂; x̂). We do so to ensure that the inequality
|τ | ≥ |τ(x̂; x̂)|/2 > 0 holds true on the support of τ0 : R6 ∋ (x;x′) 7→ χ0(x)χ0(x

′), the
cut-off function used in the definition of F (cf. (4.5)).
Thanks to the previous inequality, τ1 := τ0/τ is a well-defined, smooth, and compactly
supported function, and we can write τ0γ = τ1(τγ). The Fourier transform Fτ0γ of τ0γ is
thus given by the convolution Fτ1 ∗Fτγ of the Fourier transform Fτ1 of τ1 with the Fourier
transform Fτγ of τγ. For Y ∈ R6, we have

Fτ0γ(Y ) =

∫
R6

Fτ1

(
Y − Z

)
Fτγ(Z) dZ . (A.16)

Since τ1 ∈ C∞
c (R6), we have

∀ p ∈ N , sup
Y ∈R6

(
1 + |Y |

)p ∣∣Fτ1(Y )
∣∣ < ∞ . (A.17)

We know that Fourier transform Fτγ is bounded, that is

sup
Y ∈R6

∣∣Fτγ(Y )
∣∣ < ∞ . (A.18)

We split the domain of integration in (A.16) into two disjoints regions:

R =
{
Z ∈ R6 ; |Y − Z| ≤ ϵ|Z|

}
and R6 \ R ,
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where ϵ ∈]0; 1[. Note that, if Z ∈ R, then |Y |/(1 + ϵ) ≤ |Z| ≤ |Y |/(1 − ϵ). We choose
the parameter ϵ ∈]0; 1[ so small that, for Y ∈ R(−ω;ω) (the line generated by (−ω;ω)),
R ⊂ Γ. We observe that, there exists δ > 0 such that, for |Y | > 1, for Z ∈ (R6 \ R),

|Y − Z| ≥ δ
(
|Y | + |Z|

)
. (A.19)

Let q ∈ N, |Y | ≥ 1, and Y/|Y | = (−ω;ω). There exists D > 0 such that, for Z ∈ R,

|Y |q
∣∣Fτ1

(
Y − Z

)
Fτγ(Z)

∣∣ ≤ D
(
1 + |Z|

)−7
,

thanks to (4.23) and (A.17) for p = 0. Using (A.19), (A.18), and (A.17) for p = q+7, we
can find D′ > 0 such that, for Z ∈ (R6 \ R),

|Y |q
∣∣Fτ1

(
Y − Z

)
Fτγ(Z)

∣∣ ≤ D′ (1 + |Z|
)−7

.

Using these bounds in (A.16), we get that, for all q ∈ N,

sup
λ≥1

λq
∣∣Fτ0γ

(
−λω;λω

)∣∣ < +∞ ,

that is a contradiction to (4.20) because of the choice of ω. Therefore, we have (x̂; x̂;−ω;ω) ∈
WF(γ), yielding (x̂; x̂;−ω;ω) ∈ WF(γ1).
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