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A linear Algorithm For The Eternal Feedback Vertex Set on Interval
Graphs*

Nour DYAB1 and Mohammed LALOU1,2 and Hamamache KHEDDOUCI1

Abstract— The Eternal Feedback Vertex Set problem is a
new model of protecting graphs using mobile guards, which
is usually modeled using a two-players game; a defender and
an attacker. This model is based on an initial selection, by the
defender, of a dominating feedback vertex set F used to hold
guards, where a guard can be moved to a neighboring attacked
vertex of F . The resulting guard configuration must be also a
dominating feedback vertex set. In this paper, we prove that the
eternal feedback vertex number F∞(G), which is the minimal
cardinality of F , on an interval graph G depends on the number
of cliques in G. Then, we develop a linear algorithm for finding
the eternal feedback vertex set on G.

I. INTRODUCTION

Graph protection using mobile guards has received a lot
of attention in the literature. It has been considered in
different forms, including eternal dominating set [1], eternal
independent set [3], and Eternal Vertex Cover set [2]. This
problem consists in defending the vertices of a graph G
against an infinite number of attacks using defence units,
called guards, placed on some vertices of G. Thus, it can be
modeled as a game with two players. The first player, called
the defender, has a role to defend each attack by the other
player, called the attacker. First, the defender chooses a set
of vertices S1 and put a guard on each vertex of S1. Then,
at turn i, the attacker must choose a vertex ri ∈ V \ Si−1,
called the attacked vertex, that the defender must defend by
moving a guard to ri from one of its neighboring vi ∈ Si−1.
The defender wins the game if he defends all the attacks,
otherwise the attacker wins.

Let {Si}, Si ⊆ V , i ≥ 1 be the collection of subsets of
vertices throughout the game, with one guard located on each
vertex. Consider the Eternal Feedback Vertex Set (EFVS)
version, the collection of set {Si} must be a dominating
feedback vertex set of G at each turn, i.e. S1 = F1 is a
feedback dominating set, and Fi = Fi−1 \ {vi} ∪ {ri}
is also a dominating feedback vertex set of G. A feedback
dominating set of G is a subset of vertices that satisfies both
the dominating and feedback properties.

Hereafter, we denote EFVS the set of vertices initially
chosen by the defender to hold guards for a wining strat-
egy. Also, we denote the Eternal Feedback Vertex number,
F∞(G), the minimum number of guards that can be used
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by the defender to win the game ; F∞(G) = min{|S|, S ∈
EFV S}.

The eternal feedback vertex set of G is a particular case
of the eternal dominating set problem, which is the graph
protection model where guards configurations are dominating
sets (in all turns) [1]. In fact, by definition an EFVS, besides
it is a feedback set, it is also a dominating set of G.

We focus in this work on the case where the defender
protects vertices by moving only one guard at each turn.
The case where moving more than one guard is allowed is
known as the m-Eternal Feedback Vertex Sets version.

Consider the graph G = (V,E) in Figure 1, where
V = {v1, v2, v3, v4, v5, v6} and |E| = 8. We have {v3} is
a feedback vertex set of G, while the smallest dominating
set of G must contain at least two vertices. Thus, we
start our game with at least two guards. Without loss of
generality, let F = {v3, v6} be the initial set chosen by
the defender to hold the guards. Assume that vertex v1 is
attacked, the defender must remove the guard from v3 to
v1, which results in a cycle v3v4v5. Thus, the new guard
configuration, F ′ = {v1, v6}, is a non dominating feedback
vertex set and hence, the defender lose the game (see Figure
1a). Now, we assume that the defender chooses to start
the game with three guards, without loss of generality,
let F = {v1, v4, v6} be the set of vertices that hold the
guards. At the first turn, we suppose that the attacker attacks
v2, and then the defender moves the guard from v1 to
v2. The new guard configuration, F1 = {v2, v4, v6}, is a
dominating feedback vertex set, see Figure 1b. One can
see that, through infinite turns, a guard on a shaded vertex
can move to its neighbor, if it is attacked, and the new
guard configuration is isomorphic to the initial configuration.
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Fig. 1: The guards are placed on the black shaded vertices,
and the red nodes are the positions of guards before moving.

Many works dealing with graph eternal sets have been
presented in the literature, and a nice review of different



obtained results can be found in [6] [7] [4].
Recently, Rinemberg et.al [8] have presented a linear

algorithm for the eternal dominating problem on interval
graphs. Also, they proved that the eternal dominating and
the clique-connected cover numbers coincide for this class
of graph. In this paper, we develop an algorithm, using graph
partitioning, to compute the eternal feedback vertex number
for interval graphs. Note that the classical feedback problem
is known to be polynomial-time solvable on interval graphs
[9], and a polynomial-time algorithm has been presented in
[10].

In this work, we consider the problem on the interval class
of graph. We prove in a first time the Eternal Feedback
Vertex number, F∞(G), on this class of graph and then
we develop an algorithm for computing it. The rest of the
paper is organized as follows. In Section II, we state different
definitions and notations we use in throughout the paper,
as well as a decomposition approach of interval graphs
into disjoint complete subgraphs. We compute the eternal
feedback vertex number of internal graphs in Sections III.
Then, we develop, in Sections IV, a linear algorithm to solve
the EFVS problem on this class of graphs. We close up the
paper with a conclusion

II. DEFINITIONS AND NOTATIONS

Throughout this paper, all graphs are considered finite,
without loops, and without multiple edges. Let G = (V,E)
be a graph with the set of vertices V (G) and set of edges E.
For each vertex v ∈ V (G), let N(v) (resp. N [v]) represents
the open neighborhood set (resp. closed neighborhood set)
of v. A subset S ⊆ V is a clique if it induces a complete
subgraph, i.e a clique of G is a set of pairwise adjacent
vertices of G, and it is maximal if it is not contained
in another clique. A clique partitioning of graph G is a
decomposition of G into maximal cliques by edge deletion.
We denote G[S] the subgraph of G induced by S ⊂ V (G).
S is said to be dominating set of G if

⋃
s∈S

N [v] = V , and the

dominating number γ(G) is the size of a smallest dominating
set of G. S is a Feedback Vertex Set (FVS) if its removal
induced a forest. The feedback vertex number F (G) is the
size of the smallest FVS of G.

A cycle graph Cn is a chain of edges that begins and end
at the same point. A graph G is a complete graph, denoted
Kn, if each pair of graph vertices are adjacent.

An interval graph is a graph in which each vertex can be
mapped into an interval in the real line. Let G = (V,E) with
V = {v1, ..., vn} be an interval graph, and let Ii = [bi, ei],
where bi represents the beginning point and ei represents the
ending point of the interval Ii, be a closed interval assigned
to the vertex vi ∈ V and Γ = {I1, I2, ..., In} be the interval
representation of G. If the intersection between Ii and Ij is
not empty, for all i 6= j, then vi is adjacent to vj in G, i.e
vivj ∈ E if and only if Ii ∩ Ij 6= φ, (see Figure 2).

Interval graphs play an important role in many real-world
applications including biology, genetics, traffic sequencing
and task scheduling [[11], [12], [13]]. Such graphs have

engaged the interest of many researchers in many domains,
as they can be used to model many real-world problems.

For more illustration on the properties that make them as a
powerful modeling tool, we invite the reader to [[14], [15]].

A. Interval Graph Clique Partition

Let state the following adapted graph partitioning ap-
proach needed for the rest of the paper, and which is a
slightly different method from the one presented in [8].

Let G = (V,E) be an interval graph, with V =
{v1, ..., vn}, constructed by a family of intervals Γ =
{I1, I2, ..., In}, by associating a vertex vi ∈ V to each
interval Ii, for 1 ≤ i ≤ n. Let β(Γ) be an increasing
order of interval in Γ according to their endpoints, i.e
e1 < e2 < ... < en. We partition Γ on a set of subset
of intervals Γ1,Γ2, ...,Γp, each corresponding to a clique of
G, as follows.

Let C1 = I1, the first interval in Γ according to β(Γ). We
define Γ1 = C1∪{Ij ∈ Γ|Ij∩C1 6= φ}. Γ1 contains, besides
I1 all intervals that intersect C1. Similarly, we define Ci+1

as the first interval in Γ \ ∪iΓi according to β(Γ), and so
Γi+1 = Ci+1 ∪ {Ij ∈ Γ \ ∪iΓi|Ij ∩ Ci+1 6= φ} (see Figure
2).
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Fig. 2: An interval graph G and its interval representation
Γ. We have, C1 = I1, C2 = I5 and C3 = I8, and hence
Γ1 = {I1, I2, I3, I4}, Γ2 = {I5, I6, I7}, Γ3 = {I8}.

The subgraphs G1, ..., Gp induced by the vertices of G
associated to the intervals of Γ1, ...,Γp are complete graphs
(cliques).

III. ETERNAL FEEDBACK VERTEX NUMBER F∞ ON
INTERVAL GRAPHS

Before computing the EFVS number of an interval graph,
let first present the following needed result.

Lemma 1: Let G = Kn be a complete graph, where n ≥
3. We have:

F∞(Kn) = F (Kn) = n− 2.
Proof:

Given a complete graph G = Kn, where n ≥ 3,
each triplet of vertices in Kn forms a cycle, and thus we



must delete at least n − 2 vertices to get a forest. Hence,
F∞(Kn) ≥ F (Kn) = n− 2. The graph obtained from Kn

after deleting n− 2 vertices is an edge (acyclic graph), and
hence F∞(Kn) = F (Kn) = n− 2.

Theorem 2: Let G = (V,E) be an interval graph, and let
G1, ..., Gp be the clique decomposition of G, then, we have:

F∞(G) =
∑
nj≥3

nj − 2 +
∑
nj≤2

1

where nj denotes the number of vertices of Gj , for all
j ≥ 1.

Proof:
Let G be an interval graph constructed by a family of

intervals, Γ = {I1, I2, ..., In}, by associating a vertex vi to
each interval Ii = [bi, ei], for 1 ≤ i ≤ n. We partition G
into p disjoint complete subgraphs, say G1, G2, ..., Gp, using
the method described in Section II-A. And let denote nj the
number of vertices of Gj induced by the vertices associated
to the intervals in Γj , for all 1 ≤ j ≤ p. From Lemma 1,
we have each complete subgraph Gj , where nj ≥ 3, can
be defended by nj − 2 guards, i.e. F∞(Gj) = nj − 2 if
nj > 3. Otherwise, if nj ≤ 2, we have Gj is either an
edge or an isolated vertex, and in both cases F∞(Gj) =
1. So as a defender, for a wining strategy, we can place∑
nj≥3

nj − 2 +
∑

nj≤2
1 guards on G, and hence F∞(G) ≤∑

nj≥3
nj − 2 +

∑
nj≤2

1.

Now to prove the equality, we prove that if the defender
uses less than

∑
nj≥3

nj−2+
∑

nj≤2
1 guards, for all 1 ≤ j ≤ p,

he will lose the game. We assume that the defender place
less then

∑
nj≥3

nj − 2 +
∑

nj≤2
1 guards on the vertices of G.

One can see that, in this case, at least there is two subgraphs,
say Gj and Gj+1, are protected by a common guard. This
is the case of v4 in Figure 3a. We have four possible cases
according to the number of vertices of each subgraph.

First, we suppose that nj ≥ 3 and nj+1 ≥ 3, and so
there is a cycle either in Gj or in Gj+1, which leads to
a contradiction (see Figure 3a). If we assume that nj ≥ 3
and nj+1 ≤ 2, which is the case of Gj [{v5, v6, v7}] and
Gj+1[{v8}] of Figure 3b, then a cycle is obtained in Gj at
the turn in which a guard must move from Gj to Gj+1, since
Gj at this turn contains at most nj−3 guards (a contradiction
with Lemma 1). Now, suppose that nj , nj+1 ≤ 2, and let start
with the case where nj = 2 and nj+1 = 1 (see Figure 3c).
According to our assumption, we have the vertices of the two
subgraphs, Gj and Gj+1, holds at most one guard, and so
there is a contradiction since the subgraph induced by Gj ∪
Gj+1 is a path with three vertices (at the turn where the guard
is placed on the first vertex, the last vertex is not protected
by any guard). Finally, in the case where nj = nj+1 = 2,
the subgraph induced by Gj ∪ Gj+1 is a path with four
vertices (see Figure 3d), and defended by at most one guard
(a contradiction). Therefore, F∞(G) =

∑
nj≥3

nj−2+
∑

nj≤2
1,
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Fig. 3: The guards are placed on the black shaded vertices,
and the red nodes are the positions of guards before moving.

where nj presents the number of vertices of Gj , for all j ≥ 1.

IV. ALGORITHM FOR FINDING EFVS ON INTERVAL
GRAPHS

Given an interval graph G = (V,E), a linear algorithm
for finding the EFVS on G can be developed as follows:

One can easily see that Algorithm 1 runs in O(n). Also,
from Lemma 1 we have the set F returned by the algorithm
is an initial choice for the defender in a winning game, i.e
F is a dominating feedback set which can hold the guards in
a winning strategy, and which is minimal as removing any
vertex from F results in either a cycle or a non-protected
vertex.

Considering the interval graph G = (V,E) in Figure
4. According to the decomposition mentioned in Section
II-A, we have Γ1 = {I1, I2, I3, I4, I5}, Γ2 = {I6, I7},
Γ3 = {I8, I9}, and Γ4 = {I10, I11, I12}. Therefore, G1 =
G[{v1, v2, v3, v4, v5}], G2 = G[{v6, v7}], G3 = G[{v8, v9}]
and G4 = G[{v10, v11, v12}] (see Figure 5). Hence, for



Algorithm 1: Algorithm for the EFVS problem on
interval graphs

1 Input: an interval graph G = (V,E)
2 Output: an EFVS and the EFV number of G
3 Partition G using the decomposition mentioned in

Section II-A, and let Gi = (Vi, Ei), 1 ≤ i ≤ p be
the set of cliques, where Vi = {vi1, ..., vini

}, ni is
the number of vertices of Gi.

4 F ← φ and F∞(G)← 0
5 for i=1,...,p do
6 if ni ≥ 3 then
7 F ← F ∪ {vi1, ..., vini−2}
8 F∞(G)← F∞(G) + ni − 2
9 else

10 F ← F ∪ {vi1}
11 F∞(G)← F∞(G) + 1
12 end
13 end
14 return F and F∞(G)

1 ≤ j ≤ 4, we have:

F∞(G) = 3 + 1 + 1 + 1 = 6.
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Fig. 4: An interval model (below) of an interval graph G
(above).

Now, suppose that G is protected by less than 6 guards.
Without loss of generality, let F1 = {v1, v3, v5, v8, v10} and
the vertex v6 is attacked. The only possible guard moves,
from v5 to v6, will generate a cycle v2v4v5 (Figure 6).

CONCLUSION

In this paper, we proposed and studied a new model of
graph protection using mobile guards, namely the Eternal
Feedback Vertex Set. This problem is hard even when consid-
ered on relatively simple classes of graphs. We developed a
linear algorithm to solve it on interval graphs. The algorithm
is based on a graph partitioning method as a preprocessing
step, and then select the number of guards of each partition
independently. The algorithm may be generalized for the
EFVS problem where more than one move are possible by
turn.
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Fig. 5: The decomposition of graph G, the guards are on the
shaded vertices.
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Fig. 6: Non-EFVS of G, the guards are on the black shaded
vertices and the red node present the position of guard before
moving.

For future work, It is worthy to consider the problem on
more general classes of graphs, particularly those usually
used for modeling games, such as k-dimensional graphs.
As well, considering the general case where guards can be
moved for more than one hop.
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