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Scale evolution of interactions between a Weyl fermion and a heavy magnetic impurity is calcu-
lated non-perturbatively using the functional renormalization group technique. Using an expansion
around the vanishing pairing gap, we derive the flow equations for all possible quartic couplings
in the system. We find that, contrary to conventional perturbation theory, the usual spin-spin
isotropic interaction necessarily splits into two invariant parts during the scale evolution, which are
fully allowed by the SU(2) spin-rotation symmetry. We also find the existence of an infrared stable
interacting fixed point, which can be responsible for intermediate-coupling screening effects. The
calculation scheme presented here is rather general, and is expected to be easily applicable to various
spin-spin-like interactions in fermionic systems.

I. INTRODUCTION

It was shown by Kondo that, calculated to second order
in the Born approximation, the cross section for scatter-
ing of metallic electrons by a localized magnetic impurity
develops a logarithmic singularity inversely proportional
to the temperature [1] due to spin-flip scattering pro-
cesses around the Fermi level. As a result, the resistiv-
ity increases when the temperature is lowered, giving an
explanation for the resistance minimum seen experimen-
tally in dilute magnetic alloys [2]. The original model
calculation done by Kondo in the case of antiferromag-
netic coupling between the impurity and conduction elec-
trons gives a diverging resistivity for vanishing temper-
ature (Kondo problem), which indicates that standard
perturbation theory is not applicable at very low tem-
peratures. Subsequently, it was shown [3] that, in a cer-
tain range of the parameter space, Kondo’s model can be
mapped onto the Anderson impurity model introduced
earlier [4].
The scaling analysis of the behavior of the scattering

amplitude in which the energy scale is lowered and the
electronic states are integrated out at the edge of the
conduction band revealed at lowest order in the cou-
pling that there is a scale where the growing running
coupling constant hits a logarithmic pole [5, 6]. The
corresponding dynamically generated scale is called the
Kondo temperature, which turns out to be the scale at
which the convergence of the Born series breaks down in
Kondo’s original calculation mentioned in the previous
paragraph. Anderson’s poor man’s scaling method sums
up the most singular contributions of the perturbation
series identified diagrammatically by Abrikosov [7]. It
can be formally generalized [8] to sum up also sublead-
ing singularities corresponding to higher order terms in
the β function. In fact, the next to leading order cor-
rection to the β function is of the opposite sign com-
pared to the leading order one, indicating the presence
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of an infrared (IR) fixed point. The relevance of this
fixed point, obtained within a weak coupling analysis, is
questionable with regards to the original Kondo problem,
as the position of the fixed point is not close enough to
the Gaussian one, rendering the neglected higher order
contributions large. However, there are situations, as in
the weak-coupling overscreened Kondo model, where an
intermediate-coupling fixed point is responsible for the
low-temperature physics, rather than a strong coupling
fixed point (infinite coupling limit) as is the case in the
original Kondo model with exact screening [9–11]. These
aspects of the Kondo phenomenon were extensively stud-
ied in condensed-matter physics and became standard
textbook material [12, 13] (see also [14]). Current de-
velopments in nanotechnology and the controllable envi-
ronment provided by the quantum dots led to a revival
of interest in the Kondo effect [15].

Pair breaking in superconductors due to the Kondo
screening was studied theoretically with various models
[16, 17] and experimentally in heavy fermion compounds
[18]. Nowadays, the interplay between the Kondo effect
and superconductivity is studied also in topological ma-
terials like Dirac and Weyl semimetals [19, 20], as well
as in artificially engineered devices obtained by attach-
ing a quantum dot to a superconductor, as discussed in
Ref. [21].

Although the non-Abelian nature of interaction
through which electrons screen the impurity is impor-
tant for the Kondo effect to take place, the spin degree
of freedom is not essential, as it can be replaced by any
other multivalued quantum number. The necessary in-
gredients for the Kondo effect are discussed for example
in [22]. In fact, experimental evidence for spinless Kondo
effect was reported to take place in quantum dot systems
[23]. More recently, it was shown [24, 25] that in light
quark matter containing heavy quarks as impurities the
Kondo effect can be induced by the color-flipping interac-
tions mediated by gluons. This opens the possibility for
a new phase transition of the strongly interacting matter,
which is currently under active investigation [26, 27].

As mentioned above, the fixed point structure of the
Kondo model is questionable when it is obtained with
a standard perturbative analysis, and hence one should
apply non-perturbative methods to study the low-energy
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physics of the Kondo effect. From this point of view, there
have been various studies of the Kondo problem based
on non-perturbative approaches, including the numeri-
cal renormalization group method [10], the exact analy-
sis based on the Bethe ansatz [28–30], large N analysis
[31–33], and conformal field theory (CFT) [34, 35].
In this paper, we apply the functional renormalization

group (FRG) method, which represents another powerful
non-perturbative tool capable of describing physical sys-
tems over the entire energy range of interest. In what fol-
lows, we introduce a calculation scheme in which one can
explore in a non-perturbative fashion the low-energy be-
havior of the Kondo interaction between a Weyl fermion
and a heavy magnetic impurity in an effective model in-
troduced in Ref. [36, Sec. III]. Our main goal is not only
to contribute to the understanding of the renormalization
group flows of the aforementioned model, but also to de-
velop an approximate framework within the FRG that
can be used for a wide range of different models that
contain interactions between fermions and (generalized)
impurities.
The paper is organized as follows. In Sec. II we revisit

the model introduced in [36], arguing that for a consis-
tent FRG treatment one needs to include an extended
set of quartic couplings that are inevitably generated by
the flow equations. The difference with respect to the
perturbative scaling is also discussed. In Sec. III the flow
equations for the couplings and the wave function renor-
malization factor of the impurity field are derived and
the fixed point structure of the model is determined. We
find an intermediate-coupling fixed point, where the spin
rotation symmetry of the interaction is restored. We sum-
marize in Sec. IV and outline some potential directions
of further studies. Some technical details are provided in
two appendices.

II. EFFECTIVE MODEL

In what follows we consider a fermion-impurity model,
which can be regarded as an effective theory describing
the Kondo effect. Throughout the study, we consider the
following ansatz for the scale-dependent effective action:

Γk[ψ, ξ] =

∫
x

[
ψ†(x)

(
(∂τ − µ)1 + ivF σ ·∇

)
ψ(x) +

∆k

2

(
ψT(x)σ2ψ(x) + ψ†(x)σ2ψ

∗(x)
)
+ Zkξ

†
s(x)

(
∂τ − µξ

)
ξs(x)

+ ZkGk
(
ψ†(x)ξ(x)

)(
ψT(x)ξ∗(x)

)
+ ZkHk

(
ψ†(x)ψ(x)

)(
ξ†(x)ξ(x)

)
+ Jk

(
ψ†(x)ψ(x)

)2
+ Z2

kLk
(
ξ†(x)ξ(x)

)2]
,

(1)

where the notation (AB) ≡ AsBs is used, s being a spinor
index. Also, µ and µξ denotes chemical potentials, while
vF is the Fermi velocity, hereafter set equal to unity. In
(1) we included all the possible four-fermion interactions
between the Weyl fermion ψ and the impurity ξ, as well
as their self-interactions. It turns out that (1) contains
the minimal set of couplings necessary to be introduced
so that a closed system of equations for their respective
renormalization group flows can be derived.
We would like to stress that, although we have two

terms describing the interaction between ψ and ξ fields,
the couplings Gk and Hk are not related to the couplings
J⊥(≡ Jx = Jy) and Jz of the anisotropic Kondo model
(see, e.g., Ref. [13, p. 648]), as our model is spin-spin
isotropic. Note that the usual interaction constructed
from spin operators that is invariant under global SU(2)
spin-rotation symmetry has the form

J S⃗ψ · S⃗ξ, (2)

with S⃗ψ = ψ∗
i σ⃗ijψj and S⃗ξ = ξ∗i σ⃗ijξj . This is the inter-

action of the isotropic Kondo model. Using the identity

σ⃗ij · σ⃗kl = 2δilδjk − δijδkl (3)

satisfied by the Pauli matrices, one sees that the two
SU(2) invariants

(
ψ†ξ

)(
ψTξ∗

)
and

(
ψ†ψ

)(
ξ†ξ

)
appear

with a fixed ratio of their coefficients. A priori it cannot
be assumed that this relation between the coefficients is

preserved throughout the non-perturbative RG flow, as
opposed to its perturbative counterpart, to be reviewed
at the end of this subsection.1 Based on similar grounds,
purely ψ and ξ-type quartic interactions also need to be
introduced into the effective action.

The effective model defined by (1) can be regarded as
an extension of that introduced in Ref. [36], where only
the coupling Gk and the wave function renormalization
factor Zk for the ξ field were used in a perturbative study.
Here we have three additional couplings (i.e., Hk, Jk, Lk),
which, as explained in the previous paragraph, cannot
be dropped from the description as radiative corrections
inevitably generate them. Note that we have not intro-
duced any wave function renormalization for the ψ field.
We will come back to this point at the end of the next
section.

Following the procedure of Ref. [39] for the formulation
of a fermionic FRG approach, the fields and their complex
conjugates are collected in the variable Φ. The kinetic
part of the ansatz (1) can be written in momentum space

1 A somewhat similar splitting occurs in the renormalization of the
two-particle irreducible formalism, where counterterms must be
introduced to a larger number of invariants of a given symmetry
group than in the case of a perturbative renormalization [37, 38].
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as follows [P = (ip0,p)]:∫
P

ΦT(−P )D−1
0 (P,−P )Φ(P )

=

∫
P

(
ψT(−P ), ψ†(P ), ξT(−P ), ξ†(P )

)

×


0 −D̂−T(−P ) 0 0

D̂−1(P ) 0 0 0

0 0 0 −Zkd̂−T(−P )
0 0 Zkd̂

−1(P ) 0



×

 ψ(P )
ψ∗(−P )
ξ(P )
ξ∗(−P )

 , (4)

with the notations

∫
P

=

∫ ∞

−∞
dp0

∫
d3p

(2π)3
and D̂−T ≡(

D̂−1
)T

, and the 2× 2 inverse propagator matrices

D̂−1(P ) = −ip0 − µ− p · σ,
d̂−1(P ) = (−ip0 − µξ)1. (5)

In writing (4) we used the fact that the matrix obtained
when taking the transposed of the kinetic term for the ψ
field can be written as1

−ip0 + µ− p · σT = −[ip0 − µ+ p · σ]T

= −
[
(−ip0 − µ− p · σ)

∣∣
P→−P

]T
= −D̂−T(−P ). (6)

Note that we found it convenient not to include the wave
function renormalization factor in the 2 × 2 propagator
matrix of the ξ field.
The regulator matrix is chosen to have the property of

the tree-level propagator matrix, namely:

Rk(P,−Q) = –δ(P −Q)


0 R̂T

k (−P ) 0 0

−R̂k(P ) 0 0 0
0 0 0 0
0 0 0 0

 , (7)

where –δ(P −Q) = (2π)4δ(p0− q0)δ(p−q). In our formu-
lation only the three-momentum is regularized, thus (7)
has nonzero components only in the ψ sector. Using the
notations p ≡ |p| and p̂ = p/p, the 2×2 regulator matrix
is

R̂k(P ) = p̂ · σRk(P ),
Rk(P ) =

[
sgn(p− µ)k − (p− µ)

]
Θ
(
k2 − (p− µ)2

)
,(8)

with the regulator functionRk(P ) adopted from Ref. [40],
where it was used in the study of the BCS-BEC crossover.
The regulated tree-level inverse propagator matrix is

defined as D−1
R,k := D−1

0 +Rk, whose inverse is

DR,k(P,−Q) = –δ(P −Q) (9)

1 Since the propagator of the ξ field is proportional to the unit
matrix, keeping the transposed notation is useful only when doing
formal manipulations.

×


0 D̂R,k(P ) 0 0

−D̂T
R,k(−P ) 0 0 0

0 0 0 Z−1
k d̂(P )

0 0 −Z−1
k d̂T(−P ) 0


where pR is the regulated momentum and D̂R,k(P ) and

d̂(P ) are 2× 2 propagator matrices:

D̂R,k(P ) =
1

−ip0 − µ− pR · σ
,

d̂(P ) =
1

−ip0 − µξ
=: d(P )1. (10)

The components of the regulated three-momentum are

pR,i = pi + p̂iRk(P ) =


(µ− k)p̂i if µ− k ≤ p < µ,

(µ+ k)p̂i if µ < p ≤ µ+ k,

pi otherwise,
(11)

hence the propagations of the ψ modes close to both sides
of the Fermi surface are suppressed in a symmetrical fash-
ion. We also have

∂kRk(P ) = sgn(p− µ)Θ
(
k2 − (p− µ)2

)
= Θ(µ ≤ p ≤ µ+ k)−Θ(µ− k ≤ p ≤ µ) , (12)

as the Dirac delta generated from the theta function upon
derivation does not contribute, as it gives

(µ+ k − p)δ(p− (k + µ)) for p ≥ µ+ k

and

(µ− k − p)δ(p− (µ− k)) for p ≥ µ− k,

and both terms vanish under a p-integral. This represents
a nice feature of the chosen regulator function.

Before presenting the FRG calculation, using the for-
malism of Ref. [36] we review the well-known fact that
fluctuations with energy very close to the Fermi surface
maintain the isotropic form of the spin-spin interaction
(2). The contributions to be taken into account are those
used in the poor man’s scaling approach. They are de-
picted in Fig. 1. Rather than investigating how the ef-
fective coupling changes by integrating out fluctuations
in a momentum shell, we perform our calculation by ex-
cluding the fluctuations around the Fermi surface, i.e., for
µ −D ≤ p ≤ µ +D with D ≪ µ, and apply a countert-
erm to absorb the cutoff dependence. A straightforward
application of the Feynman rules gives

graph (a) = −J 2
(
σmσn

)
bc

(
σmσn

)
ad
ID2 (Q) , (13a)

graph (b) = −J 2
(
σmσn

)
bc

(
σnσm

)
ad
ID1 (Q) , (13b)

with the integrals

ID1 (Q) =

∫ D

P

i(p0 + ω) + µ(
i(p0 + ω) + µ

)2 − p2 1

ip0 + µξ
, (14a)

ID2 (Q) =

∫ D

P

µ− i(p0 + ω)(
i(p0 + ω)− µ

)2 − p2 1

ip0 + µξ
, (14b)
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P3,ψc P2,ψ
∗
b

P4,ξd P1,ξ
∗
a

P1+P2–P

P

d

c b

a

P

d

c b

aP+P1–P3

ct. (a) (b)

FIG. 1. Counterterm (ct.) absorbing the cutoff (D) depen-
dence of the graphs (a) and (b), calculated with the vertex
−J σ⃗bc · σ⃗ad. Internal lines are 2×2 matrix propagators. We
take P2 = P3 = 0 and P1 = P4 ≡ Q = (−iω,0).

where the superscript indicates that p /∈ [µ −D,µ +D].
The relation of these integrals to those appearing in the
particle–particle and particle–hole channels of the non-
relativistic self-energy can be given based on Eqs. (A4)
and (A5) of Ref. [36].
In Eq. (13) the Pauli matrices within the first and sec-

ond pairs of round brackets are associated with ψ and ξ
fields, respectively. Note, that the order of Pauli matrices
within a pair of round brackets is reversed in case of the
crossed graph [graph (b)] compared to graph (a). This
generates the commutator of two Pauli matrices in the
sum of the singular contributions of the two graphs, as
the singular part of the integrals evaluated in Appendix B
is opposite in sign:

lim
iω−µξ→0

IDi (−iω,0) = (−1)i+1 µ
2

4π2
ln
D

µ
+O(D0). (15)

Therefore, the singular contribution of the two graphs
gives, upon using the identity [σm, σn] = 2iϵmnkσk,[
graph (a)+graph (b)

]
sing

= 2J 2σ⃗bc · σ⃗ad
(
− µ2

2π2
ln
D

µ

)
,

(16)
which has the form of the interaction in (2), and hence
can be absorbed by a counterterm: δJ̄ + 2J̄ 2 ln D

µ = 0,

where we defined J̄ := µ2

2π2J .
This procedure gives the same one-loop β function as

the poor man’s scaling:

β
(1)

J̄ = D
∂

∂D
δJ̄ = −2J̄ 2. (17)

III. RENORMALIZATION GROUP EQUATIONS

A. Coupling flows

The evolution equation for the quantum effective action
reads (STr denotes supertrace)

∂kΓk[Φ] =
1

2
STr

[
∂kRk

(
Γ
(1,1)
k [Φ] +Rk

)−1
]

=
1

2
STr ∂̃k ln

(
Γ
(1,1)
k [Φ] +Rk

)
, (18)

where(
Γ
(1,1)
k [Φ]

)
ij
(P,−Q) :=

−→
δ

δΦT
i (−P )

Γk[Φ]

←−
δ

δΦj(Q)
,

with i and j labeling components of the variables Φ and
ΦT introduced in Eq. (4). In (18) ∂̃k is defined to act
only on the k dependence of the regulator Rk.

Writing the full scale-dependent inverse propagator as

G−1
R,k[Φ] := Γ

(1,1)
k [Φ] +Rk = D−1

R,k +Σk[Φ], (19)

where Σk[Φ] := Γ
(1,1)
k [Φ]−D−1

0 , the functional series ex-
pansion of Eq. (18) gives

∂kΓk[Φ] =
1

2
STr ∂̃k lnD−1

R,k

+
1

2
STr ∂̃k

∑
n=1

(−1)n+1

n

[
DR,k Σk[Φ]

]n
. (20)

Taking into account the extra minus sign contained in
the definition of the supertrace, the second term (n = 2)
in this sum has in momentum space the following form
[DR,k(P ) ≡ DR,k(P,−P )]

RHSn=2 ≡
1

4

∫
P

∫
Q

∂̃k tr
[
DR,k(P ) Σk[Φ](P,−Q)

×DR,k(Q) Σk[Φ](Q,−P )
]
. (21)

In each element of the 4 × 4 block matrix Σk[Φ], the
ansatz (1) generates terms that contain the product of
two fermionic fields. These combine in (21) into products
of four fermionic fields contributing to the right-hand side
(RHS) of the flow equation (18). The terms in question
have to be matched against similar contributions given by
the ansatz on the left-hand side of (18). These projec-
tions onto specific four-point interactions of the ansatz
lead to the flow equation of the chosen coupling. Note
that the 11 and 22 matrix elements of Σk[Φ] also con-
tain a field-independent contribution proportional to the
coupling ∆k. As a result of this, each n ≥ 3 term of
the expansion in (20) also generates a term containing
the product of exactly four fields multiplied with some
nonzero power of ∆k. [In other words, the second term
of the expansion, that is (21), only gives the leading order
flow equations in the expansion in ∆k.] Note, however,
that in the flow of ∆k itself (obtained at the order of two
fields in the expansion) at least one ∆k factor appears in
each term of the right-hand side of (20). That is, ∆k = 0
is always a fixed point of the corresponding flow equa-
tion, whose stability will be investigated in Sec. III C.
From here onward, we drop all the ∆k dependence and
evaluate the remaining scale evolutions in the ∆k = 0
fixed point. That is to say, in the vicinity of this fixed
point the n = 2 term in (20) provides the exact flows
within our ansatz for the effective action. That is also to
say, there is no small parameter in terms of which the ex-
pansion is realized, showing the non-perturbative nature
of the approach.

Since according to Ref. [36] the flow equations for the
couplings are to be considered with nonzero frequency as-
sociated to the impurity fields, we have to work with an

inhomogeneous background when calculating Γ
(1,1)
k [Φ].

This leads to a momentum-dependent 4× 4 block matrix
Σabk [Φ] with elements depending on the two spinor indices
a and b. These matrix elements are given in Appendix A.
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∂k

P3,ψc P2,ψ
∗
b

P4,ξd P1,ξ
∗
a

=
P P

c

d a

b

P+P1–P3

+ 2

P1+P2–P

PP

c

d

b

a

+ 2
P P

c

d a

b

P+P1–P3

∂k

P3,ψc P2,ψ
∗
b

P4,ξd P1,ξ
∗
a

=

P1+P2–P

PP

c

d

b

a

+

P1+P2–P

PP

c

d

b

a

+
P P

c

d a

b

P+P1–P3

FIG. 2. Graphical representation of the relevant part [see text above (22)] of the flow equation for the couplings Gk (first row)

and Hk (second row). Internal lines represent 2×2 matrix propagators, the crossed dots represent ∂kR̂k, while the external legs
indicate fields. The Feynman rule for the vertex represented with a blob is −ZkGkδacδbd, while for the one represented with a
square is −ZkHkδadδbc, as obtained from the ansatz (1) by taking the field derivatives in the order indicated in Eq. (29). The
momenta flow in the direction of the arrows and for all graphs the labeling of the external momenta is the same as in the case
of the vertex appearing on the left-hand sides of the equations.

The complete set of flow equations obtained from (21)
with the method sketched above is given in Appendix B.
It turns out that the flows of Jk and Z2

kLk have no in-
fluence on the flows of ZkGk and ZkHk in the vicinity of
the ∆k ≡ 0 fixed point (see the end of Sec. III C). The
latter are given by

∂k(ZkGk) = −2ZkG2
kI1 − 2ZkGkHk(I1 + I2), (22a)

∂k(ZkHk) = −ZkG2
kI2 − ZkH2

k(I1 + I2), (22b)

where Ii = lim
iω−µξ→0

Ii(−iω,0) stands for the limits of the

following integrals

I1(Q) =
1

2

∫
P

∂̃k tr
[
D̂R,k(P )d̂(P +Q)

]
=

1

4

∫
P

∂̃k tr
[
D̂R,k(P )

]
tr
[
d̂(P +Q)

]
=

∫
P

∂̃k
i(p0 + ω) + µ(

i(p0 + ω) + µ
)2 − p2R

1

ip0 + µξ
, (23a)

I2(Q) =
1

4

∫
P

∂̃k tr
[
D̂R,k(P )

]
tr
[
d̂(Q− P )

]
=

∫
P

∂̃k
µ− i(p0 + ω)(

i(p0 + ω)− µ
)2 − p2R

1

ip0 + µξ
. (23b)

A graphical illustration of the flow equations (22) is
given in Fig. 2 based on the fact that diagrams contribute
to proper vertices with an additional minus sign. The
graphs in Fig. 2 are built up in terms of the 2 × 2 prop-
agator matrices, which can be constructed based on (1)
and the regulator matrix. The factor of 2 in front of
the two graphs in the first row of Fig. 2 reflects the fact
that a graph in which the position of the vertices is in-
terchanged compared to the one drawn gives an identical
contribution.
For a fixed point analysis, one needs to take the k → 0

limit. Calculating the integrals for k ≪ µ, one obtains

I1 =
µ2

4π2 k
+O(k0) and I2 = − µ2

4π2 k
+O(k0). (24)

Using the above results we see that the second term on
the right-hand side of Eqs. (22a) and (22b) does not play
any role in the fixed point analysis, since when the flow
equation is multiplied by k (i.e., taking the logarithmic
derivative) its singular part cancels. Concerning the reg-
ular part, the O(k0) term in the expansion of I1 and I2
differs, thus I1 + I2 ̸= 0 at a general scale k.

We emphasize that the obtained flow equations are in-
compatible with the findings of perturbation theory in the
sense that if one wants to prescribe the ratioGk/Hk ≡ −2
as it is done in case of the isotropic spin-spin interaction,
then (22a) and (22b) contradict each other at a general
scale k. That is, as opposed to the perturbative RG (see
the end of Sec. II), the G and H couplings do scale differ-
ently according to the non-perturbative renormalization
group flows. Only in the deep infrared I1 + I2 → 0 and
the evolution is described by a single β function, as in
the case of the perturbative RG.

B. Wave function renormalization flows

For the scale evolution of the wave function renormal-
ization function one has to consider the second derivative
of the flow equation that removes the impurity fields in
the quadratic part of the ansatz (1). From (18) one ob-
tains with the notation introduced in (19),

−→
δ

δξ†
∂kΓk[Φ]

←−
δ

δξ
=

1

2
STr ∂̃k

−→
δ

δξ†
lnG−1

R,k[Φ]

←−
δ

δξ

= −1

2
STr

[
∂kRk GR,k[Φ]

( −→
δ

δξ†
Γ
(1,1)
k [Φ]

←−
δ

δξ

)
GR,k[Φ]

]
,

(25)

where we used the fact that there are no three-point ef-
fective vertices and, for simplicity, we have not indicated
the spinor indices and the momenta of ξ† and ξ.

In order to obtain the flow equation for Zk, one is al-
lowed to replace the regularized full propagator GR,k[Φ]
with its tree-level counterpart, DR,k. The difference be-
tween the two gives higher order contributions in terms of
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the field variables, therefore, it does not contribute to the
flow of Zk. It is easy to see that due to the structure of
the regulator the trace gets contribution only from the ψ
sector. A factor of 2 comes from the 4×4 block structure
due to the property(

Γ
(1,1)

k,ψ†ψ
[Φ](P,−Q))T = −Γ(1,1)

k,ψTψ∗ [Φ](−Q,P ), (26)

which is manifest on the matrix elements given in the
second and third rows of (A1). Thus, in terms of 2 × 2
matrices, one obtains from (25)

−→
δ

δξ†
∂kΓk[Φ]

←−
δ

δξ

∣∣∣∣
Φ=0

= −
∫
P

tr

[
∂kR̂k(P ) D̂R,k(P )

×
−→
δ

δξ†
Γ
(1,1)

k,ψ†ψ
[Φ](P,−P )

←−
δ

δξ
D̂R,k(P )

]
. (27)

Note that the minus sign here comes from the 21 element
of the 4× 4 regulator block matrix (7), as the minus sign
from the supertrace is already taken into account.
Using the ansatz on the left-hand side of (27), one ob-

tains the flow equation

–δ(E − E′)δad(E0 + µξ)∂kZk

=

∫
P

∂kRk(P ) [p̂ · σ]ss′ [D̂R,k(P )]s′b

×Γ(2,2)
k,ξ∗aψ

∗
bψcξd

[Φ](E,P,−P,−E′) [D̂R,k(P )]cs, (28)

where the effective four-point vertex

Γ
(2,2)
k,ξ∗aψ

∗
bψcξd

[Φ](P1, P2,−P3,−P4)

:=

−→
δ

δξ∗a(P1)

−→
δ

δψ∗
b (P2)

Γk[Φ]

←−
δ

δψc(P3)

←−
δ

δξd(P4)

=

−→
δ

δξ∗a(P1)
Γ
(1,1)
k,ψ∗

bψc
[Φ](P2,−P3)

←−
δ

δξd(P4)
, (29)

is defined with the convention that on both sides the
derivative nearest to the Grassmann functional Γk[Φ] acts

first. Note that Eq. (28) can be also written using Fig. 3

by replacing the two-point function Γ
(1,1)

k,ξ†ξ
with Zkd

−1.

∂k
E E′

a d
= −

E

P P

E′

a d

FIG. 3. Flow equation of the wave function renormalization

factor. The blobs represent Γ
(1,1)
k on the left-hand side and

Γ
(2,2)
k on the right-hand side of the equation.

In what follows, in order to obtain the flow of the wave
function renormalization factor, we use in (28) the one-

loop approximation of Γ
(2,2)
k,ξ∗ψ∗ψξ. This represents the sim-

plest non-trivial choice, and should be considered as part
of the approximate solution presented here. In fact, the

one-loop expression of Γ
(2,2)
k,ξ∗ψ∗ψξ is already known, as it

can be derived from (21) by approximating the operation
∂̃k → ∂k, and integrating over k. Alternatively, by recall-
ing that in perturbation theory the one-loop expression
of the effective action is given by (see, e.g., Sec. IV of
[41])

Γ1-loop
k [Φ] =

1

2
STr ln

(
Γ
(1,1)
k [Φ] +Rk

)
, (30)

the one-loop four-point vertex can be obtained by using
the decomposition introduced in Eq. (19) and keeping the
second term in the functional series expansion (20).

The one-loop expression of the four-point vertex

Γ
(2,2)
k,ξ∗aψ

∗
bψcξd

is given in agreement with Ref. [36] by a bub-

ble integral containing two different kinds of propagators,
one of the impurity and one of the ψ field. Pictorially its
expression can be seen by removing the insertion (crossed

dot) representing ∂kR̂k from the one-loop diagrams given
in Fig. 2. This leads to a single propagator line of the ψ
field. Note that we have Z2

k from the vertices and a factor

of Z−1
k from the impurity propagator, so an overall factor

of Zk in front (D̂ ≡ D̂R,k):

Γ
(2,2)
k,ξ∗aψ

∗
bψcξd

[Φ](P1, P2,−P3,−P4)

= −Zk –δ(P1 + P2 − P3 − P4)

{
G2
k

[
δbdδac

∫
Q

tr
[
D̂(Q)d̂(P1 − P3 +Q)

]
+

∫
Q

D̂ad(Q)d̂bc(P1 + P2 −Q)

]
+H2

k

[ ∫
Q

D̂bc(Q)d̂ad(P1 − P3 +Q) +

∫
Q

D̂bc(Q)d̂ad(P1 + P2 −Q)

]
+GkHk

[
δac

∫
Q

D̂bb′(Q)d̂b′d(P1 − P3 +Q) + δbd

∫
Q

d̂ab′(P1 − P3 +Q)d̂b′c(Q)

+

∫
Q

D̂bd(Q)d̂ac(P1 + P2 −Q) +

∫
Q

D̂ac(Q)d̂bd(P1 + P2 −Q)

]}
.(31)

Plugging Eq. (31) in Eq. (28), one obtains [E = (iω,0)]

∂kZk(iω + µξ) = −Zk
2

∫
P

∂kRk(P )
[
G2
k tr

[
D̂R,k(P ) p̂ · σ D̂R,k(P )

] ∫
Q

tr
[
D̂R,k(Q)

](
d(E − P +Q) + d(E + P −Q)

)
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+2(H2
k +GkHk)

∫
Q

tr
[
D̂R,k(P ) p̂ · σ D̂R,k(P )D̂R,k(Q)

](
d(E − P +Q) + d(E + P −Q)

)]
, (32)

with the propagators D̂R,k(P ) and d(P ) given in Eq. (10).

Calculating the integrals by expanding the integrand to
linear order in iω + µξ, one obtains for k ≪ µ

k∂kZk = −1

2
Zk

(
µ2

2π2

)2(
G2
k+H

2
k+GkHk

)
+O(k0), (33)

as shown in Appendix B.
Finally, we make a remark on the absence of the wave

function renormalization for the ψ field, Zk,ψ. Following
the procedure outlined above, one can derive an evolution
equation for Zk,ψ, and its structure is very similar to that
of (32). The crucial difference between the two is that in
the former all terms are proportional to J2

k . That is to
say, if one takes into account the scale dependence of
Zk,ψ in the flow equation of Jk itself, one concludes that
the scale derivative of Jk is still proportional to J2

k (as
without the effect of Zk,ψ), thus Jk = 0 is a fixed point.
We conclude that for the forthcoming fixed point analysis
one is allowed to choose Jk ≡ 0, which yields Zk,ψ ≡ 1.

C. Fixed points

In terms of the dimensionless quantities Ḡk = µ2

2π2Gk

and H̄k = µ2

2π2Hk, the nontrivial flow equations in the
deep IR (k → 0) limit read

k∂k
(
ZkḠk

)
= −ZkḠ2

k, (34a)

k∂k
(
ZkH̄k

)
=

1

2
ZkḠ

2
k, (34b)

k∂kZk = −1

2
Zk

(
Ḡ2
k + H̄2

k + ḠkH̄k

)
. (34c)

Here we remark that, although the situation with two
independent couplings somewhat resembles that of an
anisotropic interaction, the flow equations do not agree
with those for the anisotropic Kondo model studied in
Refs. [8, 42, 43]. As explained earlier around Eqs. (2)
and (3), our model does not break spin-rotational sym-
metry, as opposed to an anisotropic theory.
For the flow equations of the remaining couplings, we

obtain

k∂kL̄k = L̄k
(
Ḡ2
k + H̄2

k + ḠkH̄k

)
, (35a)

k∂kJ̄k = J̄2
k , (35b)

k∂k∆̄k = ∆̄kJ̄k, (35c)

where we used the same rescaling as above, L̄k = µ2

2π2Lk,

J̄k = µ2

2π2 Jk, and ∆̄k = µ2

2π2∆k. We see, on the one hand,
that the latter decouple from the system of flow equations
for Ḡk and H̄k, and on the other hand that L̄k = J̄k =
∆̄k = 0 is an IR stable solution of (35) irrespective of the
values for Ḡk and H̄k, provided that J̄k > 0 and ∆̄k > 0.
We now explore the fixed points of the flow equa-

tions (34) for L̄k = J̄k = ∆̄k = 0. Exploiting the third

-2 -1 0 1 2 3 4

-2.0

-1.5

-1.0

-0.5

0.0

0.5

1.0

Gk

Hk

FIG. 4. Phase portrait for L̄k = J̄k = ∆̄k = 0 showing the
IR flow around the fixed points: the Gaussian one and the
nontrivial fixed point with coordinates (Ḡ⋆, H̄⋆) = ( 8

3
,− 4

3
).

equation in the first two, one obtains

k∂kḠk =
Ḡk
2

[
− 2Ḡk + Ḡ2

k + H̄2
k + ḠkH̄k

]
, (36a)

k∂kH̄k =
1

2

[
Ḡ2
k + H̄k

(
Ḡ2
k + H̄2

k + ḠkH̄k

)]
. (36b)

The fixed points are

Ḡ⋆ = H̄⋆ = 0 and Ḡ⋆ = −2H̄⋆ =
8

3
. (37)

The stability matrix for the nontrivial fixed point is
(8/3)1, meaning that this fixed point is infrared (k → 0)
stable, as can be seen in Fig. 4.

Notice that the relations Ḡ⋆ = −2H̄⋆ ≡ 2J̄⋆ lead to
a spin-spin isotropic interaction. Indeed, using (3), the
G- and H-type interactions combine in the fixed point as
follows:

Ḡ⋆
(
ψ†ξ

)(
ψTξ∗

)
+ H̄⋆

(
ψ†ψ

)(
ξ†ξ

)
=

= 2J̄⋆ψ∗
i ξiψjξ

∗
j − J̄⋆ψ∗

i ψiξ
∗
j ξj

= 2J̄⋆ψ∗
i ξlψjξ

∗
kδilδjk − J̄⋆ψ∗

i ξlψjξ
∗
kδijδkl

= J̄⋆ψ∗
i ξlψjξ

∗
kσ⃗ij · σ⃗kl ≡ J̄⋆S⃗ψ · S⃗ξ, (38)

where S⃗ψ = ψ∗
i σ⃗ijψj , S⃗ξ = ξ∗i σ⃗ijξj .

In the nontrivial fixed point J̄⋆ > 0. This corresponds
to an antiferromagnetic interaction, which is essential for
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the Kondo effect.2 Equation (38) shows that, no matter
what the microscopic interactions between the fields are,
fluctuations drive the system toward an effective descrip-
tion that is spin-spin isotropic at the IR fixed point. This
does not mean that throughout the RG flows the inter-
action is of the form dictated by this fixed point. On the
contrary, even starting from a spin-spin isotropic theory
at the UV scale, the non-perturbative RG flows do sep-
arate the G- and H-type interactions, just to combine
them once again in the deep IR into a spin-spin isotropic
form.

A few reflections on the nontrivial fixed point obtained
are in order. Although the method applied, being based
on an ansatz for the effective action appropriately regu-
lated in the infrared, does not involve a small parameter,
the nontrivial fixed point it gives seems to correspond to
the one obtained in the perturbative RG from the weak-
coupling β function calculated to O(J 3). In the pertur-
bative context such a fixed point could have been ques-
tioned based on the fact that the value of the coupling
at the fixed point invalidates the perturbative expansion.
However, the fact that the current method yields a simi-
lar nontrivial fixed point might indicate that its existence
might not be an artifact of the perturbative RG, after all.
We wish to point out, however, that even though our ap-
proach does not deal with a small parameter, it does not
necessarily guarantee that the obtained results are com-
pletely reliable in the strongly coupled region. One aspect
is that, since in our method the exact four-point function
between the impurity and the itinerant fermion appears
in the flow equation of the wave function renormalization
factor of the impurity field, one inevitably needs to use
an input for it, and the result on the flow trajectories in
the deep IR could depend on the approximation used. In
particular, the absence of the strong coupling fixed point
in our approach, corresponding to the exact screening and
found with the numerical renormalization group method,
could be the consequence of the one-loop approximation
used for the four-point vertex. It would be interesting to
investigate how a more sophisticated approximation of
the four-point function, e.g., based on ladder resumma-
tion or using a Φ-derivable approximation, would affect
the flow equations determined with our method.

As a final note we mention that, had we added an in-
ternal index to the fermion with dimension Nf in our
ansatz (1), the position of the nontrivial fixed point would
have been dumped with 1/Nf . In the context of the
Kondo effect, this Nf is identified with the number of
channels. For large enough Nf , it, therefore, becomes
perturbative around the Gaussian fixed point and trust-
worthy even in perturbation theory. Such a behavior
in the large Nf limit is consistent with the CFT anal-
ysis [44]. We also expect that in this context our present
approach is more reliable.

2 Neglecting the H coupling, i.e., setting Hk ≡ 0 (as done in
Ref. [36]), the nontrivial fixed point obtained with our approach
is Ḡ⋆ = 2.

IV. SUMMARY AND OUTLOOK

In this paper we considered a field theoretical effective
model to describe the scale evolution of the interaction
between a Weyl fermion and a heavy magnetic impurity.
Being interested in going beyond perturbation theory, we
applied to this end the functional renormalization group
method. The flow equations for the couplings and the
wave function renormalization factor of the impurity field
were obtained with the use of an inhomogeneous back-
ground field and an appropriate infrared regulator that
cuts off fluctuations in a symmetric fashion around the
Fermi surface of the itinerant fermion. Contrary to An-
derson’s perturbative scaling approach, which preserves
the spin-spin isotropic nature of the interaction, described
by a single coupling, we found that the FRG formalism
requires the independent evolution of two couplings be-
tween the itinerant fermion and the impurity, both re-
specting the global SU(2) symmetry of the system.

By investigating the flow equations in the momentum
limit relevant for the Kondo effect, we determined the
fixed point structure of the model for vanishing pairing
gap. Beside the Gaussian fixed point, we have found also
an interacting, infrared stable fixed point with vanishing
self-coupling of the itinerant fermion and the impurity.
For a general initial condition the system explores during
its scale evolution regions of the two dimensional cou-
pling space in which the interaction with the impurity is
not spin-spin isotropic. The isotropic nature of the in-
teraction can be preserved in the deep IR on a line that
connects in the space of the couplings the Gaussian fixed
point to the nontrivial one. On this line the evolution is
governed by a single β function, as in the case of the poor
man’s renormalization group procedure. As mentioned in
the previous section, the interacting, infrared stable fixed
point was already seen in perturbation theory, where its
actual existence seemed questionable. We argued that the
appearance of this fixed point might not be an artifact of
perturbation theory, after all, but also stressed that, due
to the approximation used for the four-point vertex, the
reliability of our results in the strongly coupled regime
is not guaranteed. One should also note that although
the intermediate-coupling fixed point does not determine
the low-energy behavior of the Kondo model with exact
screening, where it is known that the coupling flows to
infinity, it can be relevant in other fermionic systems.

We would also like to emphasize that the FRG for-
malism seems to be a unique analytic approach that can
reveal a nontrivial interacting IR fixed point of a quan-
tum impurity system at the non-perturbative level. Com-
pared with the CFT analysis, which is another powerful
non-perturbative approach to this problem, this is a sig-
nificant advantage. In fact, one cannot say anything a
priori on the existence of such a nontrivial fixed point
in the framework of the CFT method itself, and hence
its existence is always an assumption. From this point of
view, it is quite important to establish nontrivial IR fixed
points based on an alternative non-perturbative method
as discussed in this paper.

There are several future directions in which the pre-
sented application of the FRG flow equations could be
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of interest. First of all, it would be important to com-
pute physical observables based on our formalism. In
particular, the thermodynamic quantities, e.g., specific
heat and magnetic susceptibility, are primary observ-
ables computed in various models. It would be desir-
able to compute these quantities in the FRG formalism
and compare them with known results and experimen-
tal measurements. In addition to the thermodynamic
quantities, it would also be meaningful to compute trans-
port coefficients, in particular, the electric conductivity.
One is also interested in going beyond the approximation
scheme presented here, e.g., taking into account the mo-
mentum dependence of the wave function renormalization
factors and/or the four-point vertex entering their flow
equations. Inclusion of higher order interactions can also
be considered an important direction for a forthcoming
work.
Generalization of the Kondo effect beyond the unitary

group interaction, e.g., orthogonal group [45, 46] and
symplectic group interactions [47, 48], has also attracted
attention; see also Ref. [49]. From this point of view, it
would be interesting to generalize the FRG analysis pre-
sented here to real Majorana fermions in order to discuss
the Kondo problem in aforementioned systems.
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Appendix A: Matrix elements of Σab
k [Φ](P,−Q)

With the notations (A ⋆ B)(K) :=
∫
R
A(R)B(K − R)

and (A•B)(K) :=
∫
R
A(R)B(K+R), the elements of the

4 × 4 block matrix Σabk [Φ](P,−Q) ≡ Σab defined below
(19) are

Σab11 = ∆kσ
ab
2

–δ(Q− P )− 2Jk(ψ
∗
a ⋆ ψ

∗
b )(Q− P ),

Σab22 = ∆kσ
ab
2

–δ(P −Q)− 2Jk(ψa ⋆ ψb)(P −Q),

Σab12 = −Gk(ξ∗a • ξb)(P −Q)− δabHk(ξ
∗
s • ξs)(P −Q)

− 2Jk

[
δab(ψ

∗
s • ψs)(P −Q)− (ψ∗

a • ψb)(P −Q)
]
,

Σab21 = Gk(ξ
∗
b • ξa)(P −Q) + δabHk(ξ

∗
s • ξs)(P −Q)

+ 2Jk

[
δab(ψ

∗
s • ψs)(P −Q)− (ψ∗

b • ψa)(P −Q)
]
,

Σab13 = Gk(ξ
∗
a ⋆ ψ

∗
b )(Q− P )−Hk(ψ

∗
a ⋆ ξ

∗
b )(Q− P ),

Σab14 = δabGk(ψ
∗
s • ξs)(P −Q) +Hk(ψ

∗
a • ξb)(P −Q),

Σab23 = δabGk(ψs • ξ∗s )(Q− P ) +Hk(ψa • ξ∗b )(Q− P ),
Σab24 = Gk(ξa ⋆ ψb)(P −Q)−Hk(ψa ⋆ ξb)(P −Q),

Σab33 = −2Lk(ξ∗a ⋆ ξ∗b )(Q− P ),

Σab44 = −2Lk(ξa ⋆ ξb)(P −Q),

Σab34 = −Gk(ψ∗
a • ψb)(P −Q)− δabHk(ψ

∗
s • ψs)(P −Q)

− 2Lk

[
δab(ξ

∗
s • ξs)(P −Q)− (ξ∗a • ξb)(P −Q)

]
,

(A1)

The matrix elements that are not listed can be generated
using the property Σbak [Φ](−Q,P ) = −Σabk [Φ](P,−Q), as
exemplified above for the 21 element.

Appendix B: Complete set of flow equations for the
couplings and the evaluation of integrals

The complete set of flow equations for the couplings
coming from the n = 2 term of (20) can be given in
terms of nine integrals Ii, i = 1, . . . , 9:

Z−1
k ∂k(ZkGk) = −2G2

kI1 − 2GkHk(I1 + I2)

−2Gk(JkI3 + LkI4), (B1a)

Z−1
k ∂k(ZkHk) = −G2

kI2 −H2
k(I1 + I2)

+2Gk(JkI5 + LkI4)

+2Hk(JkI9 + LkI4), (B1b)

∂kJk = −2J2
k (I6 + I7)

−
(1
2
G2
k −H2

k −GkHk

)
I4, (B1c)

Z−2
k ∂k

(
Z2
kLk

)
= −1

2
G2
kI6 − 2L2

k(I4 + I8)

+Hk(Gk +Hk)I9, (B1d)

∂k∆k = −2∆kJkI7, (B1e)

where for the sake of completeness we indicated the lead-
ing order flow equation of ∆k obtained by expanding in
∆k. However, as explained in the main text, we work
in the ∆k = 0 fixed point of that equation. Although
the integrals introduced above are not linearly indepen-
dent (e.g. I5 = 2I3 − I6), we prefer using them as they
compactify the flow equations. The decomposition of the
integrals into elementary ones, as well as their explicit
expression is as follows:

I3 =
1

6

∫
P

∂̃k

[
2
(
tr D̂R,k(P )

)2 − tr D̂2
R,k(P )

]
=

∫
P

∂̃k
(ip0 + µ)2 − p2R

3[
(ip0 + µ)2 − p2R

]2 , (B2a)

I5 =
1

6

∫
P

∂̃k

[(
tr D̂R,k(P )

)2
+ tr D̂2

R,k(P )
]

=

∫
P

∂̃k
(ip0 + µ)2 +

p2R
3[

(ip0 + µ)2 − p2R
]2 , (B2b)

I6 =
1

2

∫
P

∂̃k

[(
tr D̂R,k(P )

)2 − tr D̂2
R,k(P )

]
=

∫
P

∂̃k
1

(ip0 + µ)2 − p2R
, (B2c)

I7 =
1

2

∫
P

∂̃k

[
tr D̂R,k(P ) tr D̂R,k(−P )

− tr
(
D̂R,k(P )D̂R,k(−P )

)]
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=
1

2

∫
P

∂̃k tr
[
D̂T
R,k(−P )σ2D̂R,k(P )σ2

]
=

∫
P

∂̃k
(µ+ ip0)(µ− ip0) + p2R[

(ip0 + µ)2 − p2R
][
(ip0 − µ)2 − p2R

] ,
(B2d)

I9 =
1

2

∫
P

∂̃k tr D̂
2
R,k(P )

=

∫
P

∂̃k
(ip0 + µ)2 + p2R[
(ip0 + µ)2 − p2R

]2 , (B2e)

I4 =
1

2

∫
P

∂̃k

[(
tr d̂(P )

)2 − tr d̂2(P )
]

=

∫
P

∂̃k
1

(ip0 + µξ)2
≡ 0, (B2f)

I8 =
1

2

∫
P

∂̃k

[
tr d̂(P ) tr d̂(−P )− tr

(
d̂(P )d̂(−P )

)]
=

∫
P

∂̃k
1

(ip0 + µξ)(µξ − ip0)
≡ 0. (B2g)

Integrals I1 and I2 are defined below (22). The second
form of I7 appears in the flow equation of ∆k. The above
integrals can be easily evaluated with the regulator given
in (8). It turns out that with the exception of I1, I2 and
I7 their contribution is regular for k → 0. In fact, I7 =
−µ2/(4π2k) for small k, but since the flow equations of
J̄k, ∆̄k, and L̄k do not influence those of Ḡk and H̄k, only
the integrals I1 and I2 prove relevant for the Kondo effect.

As an example we calculate the integral I1 for µ > 0
and µξ < 0. After a decomposition in partial fractions

one obtains from (23a)

I1(Q) =
1

2

∑
±

∫
P

∂kRk
1

[i(p0 + ω) + µ± pR]2(ip0 + µξ)
.

(B3)
Only the term with the minus sign gives contribution
to the Kondo effect, as the other term gives vanishing
contribution in the k → 0 limit. Contour integration
results in∫ ∞

−∞

dp0
2π

1

[i(p0 + ω) + µ± pR]2(ip0 + µξ)

= − Θ(µ− pR)
(iω − µξ + µ± pR)2

. (B4)

Analytic continuation to a vanishing real frequency
means taking the limit iω − µξ → 0. Using the iden-
tity Θ(µ − pR)∂kRk(P ) = −Θ(µ − k ≤ p ≤ µ), a simple
integration over p yields in this limit the result given in
Eq. (24).

Another integral of interest appears in the flow equa-
tion for Zk. After doing the traces in (32), namely,

tr
[
D̂R,k(P ) p̂ · σ D̂R,k(P )

]
= 4pR

−ip0 − µ[
(ip0 + µ)2 − p2R

]2 , (B5a)

tr
[
D̂R,k(P ) p̂ · σ D̂R,k(P )D̂R,k(Q)

]
= 4pR

(ip0 + µ)(iq0 + µ)[
(ip0 + µ)2 − p2R

]2[
(iq0 + µ)2 − q2R

] , (B5b)

one notices that we need to evaluate the following double integral [E = (iω, 0)]

I10(E) =

∫
P

∫
Q

pR∂kRk(P )
(ip0 + µ)(iq0 + µ)[

(ip0 + µ)2 − p2R
]2[

(iq0 + µ)2 − q2R
] ∑

±

1

−i(ω ∓ p0 ± q0)− µξ
. (B6)

The q0 and p0 integrals can be dealt with contour integration. The q0 integral results in

A(p0; pR, qR) :=

∫ ∞

−∞

dq0
2π

iq0 + µ[
(iq0 + µ)2 − q2R

] 1

−i(ω − p0 + q0)− µξ

= −1

2

[
1

i(ω − p0)− µ+ µξ − qR
+

Θ(µ− qR)
i(ω − p0)− µ+ µξ + qR

]
, (B7a)

B(p0; pR, qR) :=

∫ ∞

−∞

dq0
2π

iq0 + µ[
(iq0 + µ)2 − q2R

] 1

−i(ω + p0 − q0)− µξ
=

1

2

Θ(qR − µ)
i(p0 + ω) + µ+ µξ − qR

. (B7b)

which upon integration over p0 gives∫ ∞

−∞

dp0
2π

ip0 + µ[
(ip0 + µ)2 − p2R

]2A(p0; pR, qR) = Θ(pR − µ)
8pR

[
1

(iω + µξ − pR − qR)2
+

Θ(µ− pR)
(iω + µξ − qR + qR)2

]
, (B8a)∫ ∞

−∞

dp0
2π

ip0 + µ[
(ip0 + µ)2 − p2R

]2B(p0; pR, qR) =
Θ(qR − µ)

8pR

[
1

(iω + µξ − pR − qR)2
− Θ(µ− pR)

(iω + µξ + pR − qR)2
]
. (B8b)

Expanding the above expressions to linear order in iω+µξ, one easily evaluates the remaining integrals over p and q,
which decouple due to the regulator, to obtain the result given in (33).
Finally, we sketch the calculation of the integrals ID1 and ID2 introduced in (14) in relation to the perturbative

scaling. Contour integration gives∫ ∞

−∞

dp0
2π

i(p0 + ω) + µ(
i(p0 + ω) + µ

)2 − p2 1

ip0 + µξ
=

Θ(µ− p)(µ+ iω − µξ)
p2 − (µ+ iω − µξ)2

− 1

2

Θ(p− µ)
µ+ p+ iω − µξ

, (B9a)
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−∞

dp0
2π

µ− i(p0 + ω)(
i(p0 + ω)− µ

)2 − p2 1

ip0 + µξ
=

1

2

Θ(p− µ)
p− µ+ iω − µξ

. (B9b)

After taking the limit iω−µξ → 0, one observes that there is no logarithmic contribution to ID1 for p > µ+D, region
in which one should apply also an ultraviolet cutoff Λ. Then, the leading order result for D ≪ µ is

lim
iω−µξ→0

ID1 (−iω,0) =
µ

2π2

∫ µ−D

0

dp
p2

p2 − µ2
≈ µ2

4π2
ln
D

µ
, (B10a)

lim
iω−µξ→0

ID2 (−iω,0) =
1

4π2

∫ Λ

µ+D

dp
p2

p− µ ≈ −
µ2

4π2
ln
D

µ
, (B10b)

as stated in (15).
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[39] D. Mesterházy, J. Berges and L. von Smekal, “Effect of
short-range interactions on the quantum critical behav-
ior of spinless fermions on the honeycomb lattice,” Phys.
Rev. B 86, 245431 (2012).

[40] S. Diehl, S. Floerchinger, H. Gies, J. M. Pawlowski
and C. Wetterich, “Functional renormalization group ap-
proach to the BCS-BEC crossover,” Ann. Phys. (Berlin)
522, 615-656 (2010).

[41] J. Jaeckel and C. Wetterich, “Flow equations without

mean field ambiguity,” Phys. Rev. D 68, 025020 (2003).
[42] E. Kogan, “Poor man’s scaling: anisotropic Kondo and

Coqblin–Schrieffer models,” J. Phys. Commun. 2, 085001
(2018).

[43] E. Kogan, “Poor man’s scaling and Lie algebras,” J. Phys.
Commun. 3, 125001 (2019).

[44] T. Kimura and S. Ozaki, “Fermi/non-Fermi mixing in
SU(N) Kondo effect,” J. Phys. Soc. Jap. 86, 084703
(2017).

[45] B. Beri and N. R. Cooper, “Topological Kondo effect
with Majorana fermions,” Phys. Rev. Lett. 109, 156803
(2012).

[46] A. K. Mitchell, A. Liberman, E. Sela, I. Affleck, “SO(5)
non-Fermi liquid in a Coulomb box device,” Phys. Rev.
Lett. 126, 147702 (2021).

[47] K. M. Stadler, A. K. Mitchell, J. von Delft, A. Weichsel-
baum, “Interleaved numerical renormalization group as
an efficient multiband impurity solver,” Phys. Rev. B 93,
235101 (2016).

[48] G. Li, E. J. König, J. I. Väyrynen, “Topological symplec-
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