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ALMOST SURE EXISTENCE OF GLOBAL SOLUTIONS FOR
SUPERCRITICAL SEMILINEAR WAVE EQUATIONS

MICKAEL LATOCCA

ABSTRACT. We prove that for almost every initial data (uo,u;) € H® x H®*! with
s > ’;%f there exists a global weak solution to the supercritical semilinear wave equation
O?u — Au + [ulP"'u = 0 where p > 5, in both R® and T?®. This improves in a probabilistic
framework the classical result of Strauss [I6] who proved global existence of weak solutions
associated to H' x L? initial data. The proof relies on techniques introduced by T. Oh and O.
Pocovnicu in [I3] based on the pioneer work of N. Burq and N. Tzvetkov in [5]. We also improve

the global well-posedness result in [I7] for the subcritical regime p < 5 to the endpoint s = %.
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1. INTRODUCTION
1.1. Supercritical semilinear wave equations. We consider the Cauchy problem for the
energy-supercritical defocusing semilinear equation in dimension 3, that is for p > 5 and s > 0:

Otu— Au+ [uflu=0
(SLW,) { (u(0), 9u(0)) = (uo,w1) € HY(U) x H*=H(U),

where u(t) is a real-valued function defined on U = R3 or T3. We also consider the associate
linear wave equation:

(LW) { 022 — Az =0

(2(0),0:2(0)) = (20,21) € H*(U) x H"Y(U).
The formal conserved energy for a solution u to (SLW,)) is
Grult, ) | [Vu(t,2)?  Jut,2)P*
E(u(t)) = dz .
(u(t)) /U< gy | de
Moreover (SLW,) is known to be invariant under the dilation symmetry

u(t,x) — up(t,x) = )\P%lu()\t, Az) .
A necessary condition for a function u to belong to the energy space, i.e. E(u(t)) < oo is that
(u(0), Oyu(0)) € HY(U) x L?>(U). We observe that
2 1
1(ur(0), Beun (Ol 11 yx 220y = AP~ 2 1 (w(0), Bew(0)) | g1 vy 20
o [1(w(0), Qew(ON) | gy 11y x 217y -

since p > 5, which explains why for such p, (SLW,)) is called energy-supercritical.
We first recall the classical result of existence of weak solutions to (SLW,|).
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Theorem 1.1 (Strauss, 1970, [16]). Let f be a real smooth function and F be an antiderivative
of f. Assume that F(v) 2 —|v|? and

|F(u)
[f ()]
Let (ug,uy) € H'(R?) x L2(R3) satisfying

2 \V4 2
E(up,up) == /R3 (]u;\ + [Vuol® ZO‘ + F(ug) | de < o0.

— 00 as |u| = .

Then the equation

OFu—Au+ flu) = 0
(1.1) { (u(0),0u(0)) = (uo,u1) € H' x L?,

admits a weak solution, that is a distributional solution u : R — H'(R3?) x L%(R3) which is
weakly continuous in time and such that

E(u(t),0wu(t)) < E(ug,u1) for every t € R.
In the following we will seek for global solutions to (SLW,) in the following sense.

Definition 1.2 (Weak solutions for (SLW,|)). A function u : R x U — R is said to be a weak
solution to with initial data (ug,u1) € H*(U) x H*~Y(U) if and only if one can write
u = z + v where z is a strong solution to (LW|) with initial data (ug,u1) and v is such that
(v(0), 8v(0)) = (0,0) and satisfies for every T > 0, v € H((=T,T) x U) N LPY((=T,T) x U),
and for every compactly supported ¢ € C2(R x U):

L | (@®0e(t) = Tult) - T(t) = (:(6) + v(®)|=0) + v(O)P (1) dadt =0.

Remark 1.3. Note that this definition differs from the definition of weak solutions in Theorem [T.T]
In our setting we ask for the solution u to be written in the form v = z 4+ v, where z solves
the associate linear problem : the reason why we ask for such a decomposition will appear
clearly in the proof of the main result, Theorem[I.4 Note that these weak solutions are a fortiori
weak solution as in Theorem [l

1.2. Previous works on probabilistic well-posedness for wave equations. Our purpose
is to construct solutions to (SLW,|), in the sense of Definition using a probabilistic method
when initial data are below the energy space. Indeed, up to the knowledge of the author,
no global existence result is known for (SLW,)), p > 5 and initial data (ug,u;) € H® x H5™!
with s < 1.

Probabilistic methods have been implemented in order to construct solutions to as-
sociated to initial data below the energy space. As a result, the local and global well-posedness
theory have been widely improved. We briefly recall the existing results in the context of semi-
linear wave equations, our list being not exhaustive.

The probabilistic well-posedness theory goes back to J. Bourgain who proved global existence
for the two-dimensional nonlinear Schrédinger equation in [2]. Building on Bourgain’s ideas,
N. Burq and N. Tzvetkov published a series of two articles [5] [6], introducing a randomization
procedure that allows to choose random initial data in Lebesgue and Sobolev spaces. They
developed the local and global probabilistic well-posedness theory. They later considered the
global well-posedness of for p = 3 in [7] proving that, although for s < %, is
ill-posed, there exist unique global solutions for almost every initial data in H*(T3) x H~(T?)
as soon as s = 0. The proof relies on a probabilistic improvement of the Strichartz estimates.
In [4], Burg-Thomann-Tzvetkov considered in higher dimensions and proved the almost
sure existence of global infinite energy solutions of , for p = 3 in T¢ d > 3. Their
argument use compactness techniques just like the ones presented in this article. We mention
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that in the context of the Navier-Stokes equation, A.R. Nahmod, N. Pavlovi¢ and G. Staffilani
proved existence of global weak solutions almost surely in [12].

The work of Lithrman-Mendelson in [10} [IT] deals with the global well-posedness theory for
(SLW,)) in the case 3 < p < 5. They prove an almost-sure global well-posedness result associated
to initial data
P> +5p2—11p—3

9p2 —6p — 3
which improves the deterministic theory when 1(7+1+/73) ~ 3.88 < p < 5. In [I1] they improved
their result to ;% < s < 1 using Oh-Pocovnicu’s ideas from [13].

(up,u1) € H¥(R?) x H* "1 (R?) as long as s >

In [I5] O. Pocovnicu proved almost-sure global well-posedness for the energy critical wave
equation , that is p = 5, in the euclidean space R% of dimension d = 4,5. The proof
relies on the deterministic perturbation theory for critical dispersive equations as well as the
probabilistic improvements of the Strichartz estimates coming from the work of Burg-Tzvetkov.
With some more efforts in the domains R? and T2 the global well-posedness theory for ,
p = 5 has been treated in the joint work of Oh-Pocovnicu in [I3], [14]. In their proof they used
a new energy estimate and a new probabilistic Strichartz estimate. Their result shows that
almost-sure global well-posedness in known to hold for initial data in H® x H5" !, s > %

The global well-posedness theory for and when 3 < p < 5 was then studied in the
work of Sun-Xia, in [I7]. They proved global existence and uniqueness for s > f}%? interpolating
between the results of Oh-Pocovnicu [13] and Burg-Tzvetkov [7].

1.3. Main results and notations.

1.3.1. Statement of the main results. Let (2, F,[P) be a probability space, and a randomization
map (ug,u1) — (uf,uf) that will be described in Section [2.1] see and (2.4). Let U be an
open set. The measure fi(y, ) is defined as the pushforward probability measure of P by the
above randomization map. We define

MS(U) = ﬂ H(ug,ug) -
(uo,ul)GHS(U)XHsfl(U)

We now state our results. The first is an existence result in the supercritical case.

Theorem 1.4. Letp > 5, s > g%i’ and U which stands for R3 or T3. Let u € M*(U). Then
for p almost every (up,u1) € H*(U) x HS~Y(U) there exists a global weak solution u to (SLW,)),
in the sense of Definition[I.3

Remark 1.5. Note that no information is given concerning the uniqueness of the solutions con-
structed.

The solutions constructed in Theorem [I.4] enjoy additional properties:

Corollary 1.6. Under the hypothesis of Theorem and given p € M*(U), there exists
a set ¥ C H5(U) x H*"Y(U) of full p-measure which is invariant under the flow of (SLW,).

If s < 1 then for every initial data (up,u;) € X, the solutions u constructed by Theorem
satisfy (u,Opu) € CO(R, H*(U) x H*~1(U))
Corollary 1.7. For U = R3, the solutions constructed by Theorem enjoy the finite speed of

propagation property with speed at most 1.

The next result is an extension of Theorem 1.2 from [I7] to the endpoint s = f}%‘;’.

1
almost every (ug,u1) € H5(U) x HS~Y(U) there exists a unique strong solution to (SLW,)).

Again a consequence of the proof of Theorem [I.§]is the following:

Theorem 1.8. Let p < 5, s:= z;?’ and U which stands for R® or T3. Let u € M?*. Then for



4 MICKAEL LATOCCA

Corollary 1.9. Under the hypothesis of Theorem |1.8, and given u € M?, there exists a set
Y C H(U) x HYU) of full p-measure which is invariant under the flow of (SLW,).

Remark 1.10. One can also prove probabilistic continuous dependence of the flow in the sense
of [7], using the proof given in [I5], Theorem 1.4 and Remark 1.6 (iii) but this paper does not
focus on that matter.

Remark 1.11. Combining these results with the existing results in the case p < 5, see [7}, 13}, 14,
17] yields the following classification:

() In the energy sub-critical setting i.e p € [3,5), there exists a unique strong solution to
(SLW,)) for amlost every initial data in H*(U) x H*"1(U) as soon as s > f}%‘;’. The case
p = 3 is treated entirely in [7] in the case of the torus, but similar arguments work in

the euclidean setting. The case p € (3,5) and s > z:% is treated in [I7], and the case

p € (3,5),s= z%f is Theorem E In [7], additional results of continuous dependence

and flow-invariant set are proven in the case p = 3, s > 0 which remain valid in the case

pE(3,5), s> f,%?.

(#) In the energy critical setting p = 5, there exists a unique strong solution to with
initial data in H*(U) x H*~1(U) as soon as s > %. This result is proven in [13, 4]
both in R? and T? and comes with a continuous dependence result and flow-invariant
set construction.

(#¢) In the energy super-critical setting p > 5 there exists a global strong solution as long as
s € (g%?, 1) : this is Theorem|1.4] For s > 1 there still exists a weak solution, in the sense
of Definition[I.2} In both cases such solutions can be constructed in a flow-invariant way,

this is Corollary [I.6]

1.3.2. General notation. (2, F,P) is called a probability space if € is a set and F is a o-algebra,
endowed with a probability measure P. The expectation of a random variable X will be denoted
by E[X].

The notation A < B means that there exists a constant C' such that A < CB. The nota-
tion A <, B is used to specify that the constant C' depends on z.

For a real number x, |x| (resp. [z]) denotes the lower integer part (resp. upper integral
part).

We adopt widely used notations for functional spaces: C¥ denotes the set of k differentiable
functions with continuous derivatives up to order k, LP stands for the Lebesgue spaces and
WP = {u, (Id =A)%/?u € LP} (resp. W*P) denotes the usual nonhomogeneous Sobolev spaces
(resp. homogeneous spaces). The hilbertian Sobolev spaces are denoted H® := W*2. Besov

spaces are denoted By ., see Appendix@ for more details. The Fourier transform of a function f

is denoted by f or equivalently F(f). D denotes the space of test functions, that is C* functions
with compact support. &’ stands for the space of tempered distributions. If X is a Banach space
we often write LPX or L5 X for LP((0,T), X). For x € R, () = (1 + [2[?)'/?, and (V) denotes
the Fourier multiplier of symbol (§).

S™ 1= ST denotes the class of classical symbols of order m € R, that is smooth functions

a:R? x R — C such that
|8§‘8§a(fn,£)| Sa,8 ({)m_|°‘|, for every o € N% and z, & € RY.
In the rest of this article H*(U) will be used as a shorthand notation for H*(U) x H*~Y(U).

1.4. Outline of the paper, heuristic arguments. The purpose of this section is to provide
the reader with heuristic arguments that will help to understand the main ideas behind the
proofs of the two main results. Note that this section is not mathematically needed in order to
follow the rigorous proofs of the result.
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1.4.1. Energy estimates. In this paragraph we set U = R3 and drop the reference to it. As
in [7, T3], the method to construct global solutions to is to seek for solutions u of the
form u(t) = z(t) + v(¢t) with initial data v(0) = 0yv(0) = 0, and z being the solution to
associated to initial data (ug,u1) € H®. Note that z is globally defined. It is thus sufficient to
prove that v globally solves an equation in the energy space H!. A direct computation shows
that v formally satisfies

0% — Av+ (24 v)P =0.
We now assume that v locally solves this equation in H! and that the local well-posedness

result comes with a blow-up criteria that only depends on the size of ||(v(t), 0yv(t))||71. In this
case, proving global existence v reduces to proving that the (not conserved) nonlinear energy

1
[00@®)l7=  IVo@IZ: lo(®) 75+

E(t) .=
®) 2 2 p+1

is bounded on every time interval.
In order to do so, the standard way is to estimate E(t) using a Gronwall-type estimate and
hope for a sublinear estimate that will give non-blowup for E(t). We first begin by writing that

0 = [ 9(®) (J2(0) + o) (:(0) + 0(6) = [o(OF o(0) da

In the following we will provide a rough argument, ignoring lower order terms and using fractional
integration by parts. The terms in powers of z will be estimated using the probabilistic Strichartz
estimates from Proposition and Proposition so they constitute the “good part” when
developing the quantity (z + v)P — vP, if we assume p to be an odd integer for instance. These
considerations lead to the “worse order approximation” (z + v)? — vP ~ vP~!z 4 (better terms).
The other terms are expected to be handled in an easier way so that we write :

E'(t) ~ / O vP 1z dx + (better terms) .
R3 —_—
SE®)
From now we will just dismiss the better terms and study the worse term.

Remark 1.12. A crude estimate using the Holder inequality, putting z € L™, dv € L? and
Pl e L% leads to

E'(t) < B(t)* 5
which is sublinear if 3 5+ p — < 1 e p 3. Thus such an argument would provide an energy

estimate that does not blow up for p < 3 and s > 0. This was the idea behind the energy
estimates in [7], [15].

In order to obtain energy estimates for p = 5, Oh-Pocovnicu introduced in [I3] an appropriate
method that we describe: if one accepts a loss of regularity for the initial data then one can
transfer time regularity into space regularity using an integration by part in time, and properties
of the wave equation, which state that roughly d;z ~ Vz. Since F(0) = 0 we have after

integration in time:
t t
E(t) = / E'(t')dt' ~ / / Ptz dzdt .
0 0 JR3

Then using that d;vvP~! ~ 9;(vP) an integration by parts yields

// tYPOz(t') dt’ dx

R3

N/ / tVPVz(t)dt' dz .
R3
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Pick s € [0, 1] which will be chosen later. We write that Vz = V!75V*z and integrate by parts
in space with the operator V!=%, neglecting the boundary terms:

t
E(t) ~ / V() V() dedt
0 JR
We expect that V1= (vP) ~ vP~1V1=%y so that Holder’s inequality yields

t
E(f) ~ / VIS ()P VO () de A
0 JR3

t p=1
S IVoellig, [ BE o), o

The term ||v(t) HWS p+1 will be estimated by interpolating the estimates for v(¢') in LP*! and H'.
12
The standard tool to do so is the Gagliardo-Nirenberg inequality, see Theorem We obtain

1—a
IVl e S IVl 0lIEe S E() 2 TR

~

where s satisfies the homogeneity conditions

. . _ L p—3
which gives a = s, := »—17 SO that

t
B) S 192l [ B)ar

and the Groénwall lemma proves the non blow-up of E(t), provided [[V*rz||re < +o0o which is

the case for initial data in H* ¢, thanks to probabilistic improvement of the Strichartz estimates
that we will prove later.

In our context it will not be possible to construct such a strong solution v, even locally in time
because of the lack of local Cauchy theory for energy supercritical wave equations. However the
strategy used in [4] applies: this is the strategy one uses to construct Leray solutions in the
context of the Navier-Stokes equations, which consists in first finding approximate solutions
Uy = 2zn + v, that are global in time. Then the previous energy estimate provides uniform
bounds for v, that allow strong compactness arguments in order to pass to the limit.

1.4.2. Yudovich-Wolibner argument. The Yudovich-Wolibner argument was first presented in
the work of Wolibner in the context of the 2-dimensional Euler equations, see [20]. A similar
argument was provided by Yudovich in the same context, see [2I]. We will recall this argument,
in its simplest version. Note that this kind of argument has been widely used since, in particular
in the study of (SLW,)), p =3,s =0, see [7].

Let us explain it in the context of the Schrédinger equation on R?:

0w+ Au+ulul? = 0
(NLS) { u(0) — o€ H'(RY).
Let ui,ug € C°([0,T), H') be two solutions to (NLS)). The following aims at proving uniqueness
of solutions, that is u; = up. In order to do so consider E(t) := [jui(t) — uz(t)|[32. Then a

computation, using that uy,us solve (NLS|) yields
E't) < /R2 Jur (8) — ua(8)|(Jur (8) > + |ua(t)[?) da.

If the embedding H'(R?) — L*°(R?) were true, then we would have E’'(t) < E(t) and would
deduce that E(t) = 0 for ¢ € [0,T]. Unfortunately there is no such continuous embedding, and
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we only have the Trudinger type estimate [I]

llullze < v/Pllullg for all p > 2.

Using the previous inequality and the Holder inequality gives
1
(1.2) E'(t) S pE(W)'

for all p > 1. After integration by separation of variables this implies E(t) < (Ct)? for a constant
C > 0. Thus for a fixed t < % and letting p — oo, we get E(t) = 0. This argument can be

iterated on time intervals {%, "TH} for n > 0 so that E(t) =0 for all ¢ > 0.

Remark 1.13. Another way to conclude is to optimize in p in (1.2]) so that E'(t) < —E(t) log(E(t))
and gives the same result.

As mentioned before our setting will be a little more complicated: we will need some bootstrap
argument to conclude rather than this simple integration techniques. The method will be used
to prove existence of global solutions in a limiting case rather than proving uniqueness, the
framework being very similar.

1.4.3. Organization of the paper. Section[2]explains the the randomization procedure and recalls
the probabilistic improvement for the Strichartz estimates. We then provide a generalization of
these estimates in the context of Besov spaces, see Proposition [2.7]

Section [3is devoted to the proof of Theorem [L.4]in the case of the euclidean space R®. More
precisely, sub-section [3.1] proves existence of global solutions u,, to approximate equations, sub-
section [3.2] provides uniform bounds in n for the nonlinear energies that will allow to use a
compactness argument in sub-section [3.3]

Section [d] provides the proof of Theorem [I.§ and its corollary.

For reader’s convenience some useful facts concerning Sobolev and Besov spaces are gathered
in Appendix [A]

2. PROBABILISTIC ESTIMATES

2.1. The probabilistic setting. We first recall some standard notation in Littlewood-Paley
analysis.

Let C be the annulus {¢ € R3, 3/4 < |¢] < 8/3}, then there exists radial functions y, ¢ taking
values in [0, 1] belonging to D(B(0,4/3)) and D(C) satisfying

x(&) + Z@(Q_jf) =1 for all £ € R? and Z ©(279¢) =1 for all £ € R3\ {0}
720 JEZL

and such that ' y
j=3'122 = suppp(27/-) Nsuppp(277-) = &

ji=1 = supp x Nsupp p(277-) = &.
We now define the nonhomogeneous Littlewood-Paley projectors:

0 for j < -2
Aju = x(D)yu  for j=-1
©(277D)u for j >0,
where x(D) (resp. (277 D)) denotes the Fourier multiplier of symbol x (resp. ©(277-)). As a
homogeneous Littlewood decomposition will be needed, we set A; := ©(277D) for all j € Z. We
set :
P;= Y AjandP;=x(27D).
J'<j-1

In the case of the torus T we construct a similar decomposition, with a bump function
¢ € D(B(0,2)) such that ¢ = 1 on B(0,1). Let (e,)nezs be the hilbertian sequence of L?(T3)
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defined by z + e,(x) = €*™2. For a function u = 3, .z3 cnén, and for j > 0, we set
Piju=3,czs (277 |n|)cnen and Aju = P;ju — P,_ju, with the convention that P_; =0

An account of useful facts in Littlewood-Paley theory is given in Appendix [A]

The randomization that is widely used in the context of the torus T or more generally a
compact manifold is presented in [5]. Consider (Xy,),cz3 a sequence of random variables defined
on a probability space (2,.4,P) which satisfy the following definition.

Definition 2.1. Let (2, F,P) be a probability space and (Xr(f) ) — be a sequence of
n =

complex random variables defined on (2, satisfying the symmetry property X (_Z,)l = Xff) and such

that the random variables
(X(()i)’ Re (Xf(bi)> , Im (XT(Li)>>n€I;i:0,1

where
[=(Zy x {0}?) U(Zx Zy x {0 U (22 x Zy)

are independent; and that there exists a constant ¢ > 0 such that
(#)

(2.1) E [(ﬂxn } < e

for all v € R when n = 0, for all ¥ € R? when n # 0.

Remark 2.2. Definition immediately implies that the X(gi), i = 0,1 are real-valued and that

the Xr(f) are of mean zero. Note that complex-valued Gaussian random variables, standard

Bernoulli or random variables with compact support distributions satisfy the hypothesis of
Definition 211

Every u € L?(T?) can be written in the hilbertian basis (e, )ncz as u = Y nezd Unen With u,
the Fourier coefficients of u. We introduce the Fourier randomization associated to a couple
(up,u1) with the randomization map:

Q — { map from T3 to C}
(2:2) Otuo,u) w — (Z X;LO)(W)UO,nena Z Xyg,l)(w)ul,nen> .
nezs3 nezsd

There is a similar procedure in the euclidean setting. In this case the standard randomization
setup is called the Wiener randomization and randomizes frequencies annuli in a way that we
explain. Note that a rough version of that randomization was introduced by Wiener in [19],
and that the smooth version used here has been developed by Benyi-Oh-Pocovnicu in [§]. Let
Y € D(] — 1,1[3) with the symmetry property 1(—¢) = (€) for all ¢ € R? and satisfying the
unit partition condition Y, cz3 (- — n) = 1, so that for every u € S’ there holds

u= Z (D —n)u.

n€ez3

One readily sees that
(2.3) Er— Z (& —n)|? is bounded.

nez3

The randomization of a couple (ug, u1) is then defined with the randomization map

Q — { map from R3 to C}

24)  Opuou) | o (Z X0 @)(D —nug, Y XD @)b(D —n)ul) -

nez3 nez3
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—1
(uo,u1

In both cases (randomization in T? or R?) we set fi(yg ) (A) := P (@ )(A)) for every mea-

surable set A, and define

MS(U) = m H(ug,uz)

(uo,u1)EHS(U)x Hs—1(U)

the set of all measures that we will work with.

Remark 2.3. In the following, when there is no possible confusion we will denote by (ug,u1)
the couple of random variables defined by the randomization maps (2.2) and (2.4]), rather than
(ug,uy) or any other notation.

These randomizations have been studied in [5], in which Burqg-Tzvetkov proved the flolowing
theorem. For a proof see Lemma B.1 in [5] and also Lemma 2.2 in [§].

Theorem 2.4 (Non-smoothing effect of the randomization setup). Let p = pi(ygu) € M*(U),
U =R3 or T3. We have the following:

(i) The measure p is supported by H*(U).
(ii) For s’ > s if (ug,uy) ¢ H* (U) then u(H* (U)) = 0.
(iii) In the case of the torus, if all the Fourier coefficients of ug and uy are different from
zero and the support of the distributions of the (X(()Z),Re(Xr(f)),Im(X,(f))) 1 i T
R then the support of u is exactly H*(U). C

This theorem proves that there is no gain in regularity by randomization. However a gain in
integrability is known, see Theorem and is responsible for the improvement in Strichartz
inequalities and thus the local wellposedness and global well-posedness theory in dispersive
equations.

2.2. Probabilistic semigroup estimates. The starting point of every probabilistic improve-
ment of the Strichartz estimates is the following well-known theorem in the theory of random
Fourier series. For a proof see Lemma 3.1 in [5] and Lemma 2.1 in [13].

Theorem 2.5 (Kolmogorov-Paley-Zygmund). Let (X,,)nez be a sequence of independent and
identically distributed real-valued random variables such that there exists a constant ¢ > 0 such
that for every v € R, the inequality holds. Let (an)nez € €*(Z) be a complex valued
sequence with the symmetry property a_, = G, for every integer n (resp. a real-valued sequence
(an)nen € F2(N)). For q € [1,00) one has:

Z anXn

ne”

(2.5) S Vil (an)nezlle-

La

We turn to the probabilistic improvement of Strichartz estimates and introduce semi-groups
associated to the linear wave equation. Let s > 0 and (up,u1) € H*(U). We set:

sin(t|V])
VI
which is a solution to (LW]). One of the key features of the linear wave equation is that “two time

derivatives equal two space derivatives” so that one expects that “one time derivative equals one
space derivative” which can be turned more rigorously writing d;z(t) = (V)Z(t) where

|V\sin(t|V\)u cos(t|V])

- 0

(V) (V)

For our purposes we will need a smooth version of both z(t) and Z(¢), namely

(2.6)  zp(t) == S, (1) (ug, u1) := PpS(t)(ug, ur) and Z,(t) := S, (t)(uo, u1) := PpS(t)(uo, u1)

z(t) :== S(t)(uo, u1) := cos(t|V|)ug + uy,

2(t) := S(t)(uo, ua) =
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for every integer n > 1. We recall the probabilistic Strichartz estimates, proven in [I5] [14]
for (2.7) and [13] 14] for (2.8).

Proposition 2.6 (Probabilistic Strichartz estimates for the wave operator). Let U standing
for either T3 or R3. Let (ug,u1) € H5(U) and still write (ug,u1) its randomization (Fourier
randomization procedure or Wiener randomization procedure). Let z* stand for either z,Z, z,
or Zn. For any q1 € [1,00) and ¢2 € [2,00]:

e\2

2 o42 2
max ¢ 7o, T @ ¢ || (ug, ur) |5 ere

(2.7) P(|[2*[| Lo (0,1),wsa2(0)) > A) Se exp | —

with e =0 if g2 < 0o and € > 0 arbitrarily small otherwise.
For any qa € [2, 00| and arbitrarily small € > 0:

cA?
2.8 P(||2*|| .00 s, MN<:1+T — .
2 HE len e = ) 5 0 )exp< maX{17T2}|l(anUl)H%Hs)

For our purposes we will need a counterpart of Proposition[2.6]in the context of Besov spaces:

Proposition 2.7 (Besov norm probabilistic Strichartz estimates). Let (ug,u1) € H*(U) where
U stands for either T2 or R and still write (ug,u1) its randomization (Fourier randomization
procedure or Wiener randomization procedure). Let z* stand for either z,Z, z, or Z,. For any
@1 €[1,00), g2 € [2,00] and r € [1,00]:

* )\2
29 P(I" o om.m,,) > A) Seexp | —c —
max{T e, T 0} (uo, ur)||3e-

withe =0 if gog < 00 and r > 2; € > 0 otherwise.
For any g2 € [2,00] and r € [1,00]:

)\2
2.10 P (]|2*] oo ) > A) Seexp | —cle
(2.10) (II o (0.7),85, ) ) ~e Xp( ( )<T>25||(u0?ul)||?tzs+€>

with € > 0.

Remark 2.8. Note that the estimate differs slightly from . The proof presented here
will indeed differ from the one in [I3] which appears in the context of Lebesgue spaces and relies
on a series representation for z(¢), a method that we decided not to use and present an alernative
method. However, by applying the method of Oh-Pocovnicu one can prove a similar estimate.

Proof. The proof follows closely the one in [13, 14 I5] as only the parameter r has been added
in the analysis. Nonetheless the proof is given in quite extensive details for reader’s convenience.
We will only give the proof in the case U = R3 since the computations are almost the same in
T3. It is indeed only the randomization setup which differs but in both cases they satisfy the
same smoothing properties, see Appendix [A| We will also assume that z*(t) = z(¢), other cases
could be treated in the exact same way.

Step 1. Assume s =0, g1 < oo and ¢ < oo. Without loss of generality we can assume that
r < oo thanks to the inequality HzHqu((O,T),BSwO) < |zl par (0/1),092) and ([2.7). Assume first

that r > 2. We will prove that for p > max{qi, g2, 7} one has

1+
(2.11) ||Z||Lp(Q,Lq1((O,T),ng)) SVPT || (uo, ur) |-
Assume that (2.11]) is proved, then the Markov inequality (with the function A — AP) gives

P (I12llm 017,80 > A) < AP 1200, 0.1,9, )
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and minimizing in p yields (2.9). It is indeed the case when the optimizing p is such that
p > max{qi, g2, 7}, otherwise just take C' large enough to ensure Ce~ ™{a1.¢27} > 1 and write

]P) (|’ZHLOO((07T)7B((1)2W‘) > A) < 1 < Ce_maX{Qqum} < Ce_p7

which ends the proof of ([2.9).

The proof now reduces to the one of (2.11)). Since z(t) = cos(t|V|)ug + Sm|(tv||v|)u1 we assume

that z(t) = %ul and only estimate this term (the other is even simpler to handle and we
omit the details). Set p > max{qi, g2, r}, use the integral Minkowski inequality and Theorem

i B0, v,
V| LP(Q,L9((0,T),BY, V| Lr($) L91((0,T),5(N,L92))
—n SlIl(tV|V)Aju1 .
V] (2) La1((0,7),65(N,L42))

As g2 > 2, the Minkowski and Bernstein inequalities imply

sin(t|V
T
Le I Lav((0,7),67 (N,€2(2)))
sin(t|V
SV | RO REC N
V| L2 || Lot ((0,1),65(N,2,(2)))
. , ' 9 1/2
< | (2| LRLEAVD 5 [ s PR msinvD -
t|V] L2 |31 V| L2
qu((O,T),Z;.(N))

The use of the elementary inequalities %

< 1 and |sin(z)| < 1 for all z € R along with

Y
Lz)
Lo1((0,7),£7 (M)

1/2
2
L2 ’
67‘

"(N)

the Bernstein inequality give:

2= VAL
v

A< p (t2 [0(D)Ajur]72 + Y

[n|>1

S V/pmax {T‘le,T2+‘111} (Zz HT/1<D — H)Aj(<v>71u1)‘

and using (2.3]) as well as the definition of Besov spaces this implies
sin(t|V|)
VI

Uy < max {T‘ll T } Hu1||B_

LP(Q,L91((0,T), B, )

When r > 2 the conclusion follows from the fact that H—! ~ B; 3 2 By} > see Theorem E
For r < 2 it follows from the fact that for all € > 0 arbitrarly small, H~ Lte — B ,1+6 — By,
which explains the loss of derivatives. See also Theorem [A.6]

Step 2. The case where s > 0, q; < oo and ¢o < oo is inferred by the case s = 0 using that
(V)* commutes with semi-groups S(t), S(t).

Step 3. The case where s > 0, q1 < oo and g2 = oo follows frorn Sobolev-Besov continuous
embeddings given in Theorem @ in the usual manner: for ¢go > 3 2, By, = BS,, so that the
conclusion follows with an ¢ loss of derivatives.
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Step 4. Assume that (s,q1) = (0,00) and r € [2, 00) which is the last case we need to address.

Other cases will follow from the use of Step 2 and Step 3.

Let g large enough such that eq > 1, for example ¢ = 2, which ensures that the embedding

We4(R) — L*°(R) is continuous. Then :

) Se (T)° H<t>_6z||W€»f1(R,BO )

HZ||L°°((O,T),BO a9,7

q2,m

Note that similarly as in Step 1-3 (see [5], Proposition A.5 for details) that with ¢ := q% one

has

)\2
2.12 P[0 > A) <. P AN
(2.12) <H<> Z‘m(R,BgQ,T) S exP( Cu<u0,u1)\|g{s+e>

with e =0 if g0 < co and r > 2; € > 0 otherwise.

Now, using the representation of z in terms of exponentials rather than trigonometric we can
assume without loss of generality that z(t) = eVlgp where ¢ € By, . For clarity reasons set
x(t) := (t)~¢ and observe that in order to conclude we only need to prove

(2.13) Ixzlweam,py, ) Se IXZllLaw,Bs, ) 5

q2,T q

since conditionally to (2.13)), the estimate (2.12)) applies to the latter norm.

In order to do so, remark that szHWg,q(R’ng) < H<Dt>E<XZ')HLf1(R,B£}2,T.)' Next we write

(De)*x = x(Dr)* + [(De)", x]

= (1+ (D)3 (De) X" ) x(Dy)*

= Ax(Dy)*.
Now remark that (D;)¢x is a pseudo-differential operator with symbol in S¢ and y,x ! are
pseudo-differential operators of order zero. The standard pseudo-differential calculus now shows
that [(Dy)¢, x] is of order € — 1 < 0 and thus A is of order zero. Such operators are known to be
continuous on L4, see [9] for instance. This yields
(2.14) Ixzllweaw,py, ) Se IX{De)* 2l Lar,BY, ,) -
To finish the proof of (2.13) remark that

(Dy)¥z = (V)2 in S'(R x R?)
thus when plugged in (2.14)) this implies (2.13)) and concludes the proof. O

3. PROOF oF THEOREM [1.4]

We provide the proof of Theorem in the case of U = R3. The case of the torus T? is very
similar as the Littlewood-Paley analysis works the same. For other adaptations to the case of
T3 see proof of the probabilistic well-posedness in the subcritical regime 3 < p < 5 in [I7] and
the proof in the critical regime p =5 in [14].

3.1. Global strong solutions for the regularized system. In order to derive a priori energy

estimates for we first construct global strong solutions for approximate equations. In

order to do so we use a smooth truncation in frequencies, which will prove helpful in the following.
Set f(z) = |z[P~'z and consider the regularized equation for n > 1:

Pu, — PpAuy, + P f(uy) =0,
{ (un(0), Opun (0)) = (Prug, Prut) € HY(R3).

We prove existence of a unique global solution (u,, diu,) in the space
X, := L3(R?) x L?(R?) where L2(R3) := {f € L*(R®), P,.f = f}.

Endowed with the norm ||(u,v)|x, = ||u|lz2 + ||v] 2, X» is a Banach space.

(rSLW™)



ALMOST SURE EXISTENCE OF GLOBAL SOLUTIONS FOR WAVE EQUATIONS 13

Proposition 3.1 (Study of (rSLW}|)). There exists unique global strong solutions (up)n>1to the

equations rSLW’Z ) that belong to the spaces X,,. Moreover u, € H'NLPTY and for everyn > 1,
every t € R:

Q 2 2 p+1

= Ereg(Pnan Pnul)
Proof. The proof is standard as local existence and uniqueness is achieved via the Picard-Lindelof
theorem, and the global existence will result from energy conservation. The remaining of this
proof provides details of this classical scheme. Before starting the proof, remark that by the

time reversibility of @) it is sufficient to show existence and uniqueness of global solutions
on the time interval R .
We start by proving that the equation is locally well-posed in C*(R,, X,,). It is a
consequence of the Picard-Lindel6f theorem once we have written in the form
d
dt
In order to be applied, the Picard-Lindel6f theorem requires the map F), to be locally Lipschitz
on X,,. Asu+ P,Au is linear and continuous from L? into itself, it is locally Lipschitz. Observe
that for u € L2, the Bernstein inequality proves that u € L® and more precisely observe that

lul|lpe < 2% |lu|| 12 so that F}, is well-defined from L2 into itself. Finally let (u,v), (v/,v') € X,
satisfying ||(u,v)| x,, || (v/,v")]|x, < R and compute:

1P (u, 0) = Fn(u',0) | x, < o =o'l g2 + [PrnA(u — )l g2 + [Pr(f(u) = f(u))] 2
S o =vllpe + lu—o/llg2 + 1 (w) = f(u)l]2
S ll(w,0) = (', 0)1x,,-

Notice that in the last inequality we used that

[ 2 U 2 u p+1
(3.1) Ereg (1 (£), Oytin (1)) ;:/ (‘3t nOF Ve Jua () )dx

Un(t) = Fp(Un(t)), with Up(t) := (un(t), Orun(t)) and Fy(u,v) := (v, PrAu— Py, f(u)).

P~ — [0~ o)l 2 So (lullz + ol e = vllz2 Sn BZlu = o]l 2.
The Picard-Lindel6f theorem applies and gives rise to unique solutions defined on maximal time
intervals that we denote [0,7},). These solutions belong to C([0,T},), X,).

In order to derive the energy estimates, if we prove that w, has regularity C? in both space
and time, then it is sufficient to multiply by Oyuy,(t), integrate by parts in space and
use the fact that the operator P,, is symmetric in L? to obtain . Time regularity is granted
from the regularity given by the Picard-Lindel6f theorem. For space regularity observe that
since u, € L2, the derivation is a continuous mapping of L2, thus u, € H k for all k > 0. The
Sobolev embedding theorem proves the required smoothness in space for u,,.

Let n > 1. We prove that T,, = +00. Remark that the energy equality proves that

sup (|| Vun(t)||z2 + [|Ocun(t)] 12) < oo.
te[0,T7)

Assume that T;, < oco. Then for ¢t € (0,7},)

t
[un(®)l L2 < lluoll 2 +/0 10cun(s)l[ 2 ds < |luollr2 + T sup [[Opu(t)| 2
t€(0,T;,
which yields supycpo 7,) [|un(t)[[ 22 < oc.
Note that the Bernstein inequality implies |PpA(un)|lz2 Snllunllzz and [Py f(un ()12 Sn
[un(E)720 S llun (8|72 so that:

4

‘ 2 = sup {100n (D)1 + [Poltn () — P f(un(t)]] 2} < o0

Xn tel0,Tn)

sup
t€[0,Th)
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which allow to construct a continuation for U,, at ¢t = T,, and contradicts the maximality of T,.
Finally T,, = oc. O

We now write u,(t) = z,(t) + v, (t) where 2, has been introduced in (2.6)), with initial data
(2n(0), 0r2,(0)) = Py (ug, u1), and v, satisfying
(3.2) { 0fvn(t) — PulAvp(t) + Py ((2a(t) + vn(t))|2n(t) +va(t)[P~1) =0,

‘ (v (0), Byvn (0)) = (0,0).
3.2. A priori estimates for the regularized system. In order to pass to the limit n — oo,

one needs uniform estimates for (rSLW7|). As we expect the linear part to be handled in a simple
way we may focus on the nonlinear part v, satisfying (3.2)), and introduce its nonlinear energy

Eult) = /RS <|8“)n(t)|2 + [V ()] + ‘”n(t)‘erl) dx.

2 2 p+1

Let s, := g%i’. In this subsection we prove the following uniform bound.

Proposition 3.2 (Probabilistic a priori estimates). Let s > s,. Let T > 0 and n € (0,1). There
exists a measurable set Qr, C Q and a constant C(T,n,||(uo, u1)||2s) which depends only on
T7 m, ||(U0, UI)H’HS} such that:
(i) P(Qry) =1 =1,
(ii) For every w € Qr,y, if the initial data for uy, is attached to w via the randomization map
of (ug,u1) then:
sup sup Ep(t) < C(T,n, [|(uo, u1)llae)-
n20te(-T,T)
The cornerstone of the proof of Proposition [3.2], which will allow to close the energy estimates

in the Gronwall argument is the following. We introduce a;, := [%}

Lemma 3.3. For every 1 < k < oy, one has:
(3.3)

» FED () za () (V) 20 (t) do

where g is a polynomial with positive coefficients,

S 9 (Il (<zy.3), [Zll o ry.y) ) (T + En(2).

+1 _ —
X :=L®NLT NB,*NB, "% and Y = L* N B},

where for 2 < k < oy, qr being defined by qik + p;ﬁ“l =1.

For exposition reasons we postpone its proof, and prove Proposition [3.2] assuming Lemma [3.3

Proof of Proposition[3.3. Once again, by time reversibility, we will prove an a priori estimate
on [0,7T) rather than (—7,7). We will first find a large measure set allowing to prove the desired
estimates. Note that the forthcoming constraints in the definition of 27, are designed to control
all the terms requiring bounds for the linear parts z, or Z, that will be proven in the following.
Let A > 0, which will be chosen later. Set

+1
(3.4) Q1= (zallige o + 2l gz + 1230

+9 (||ZnHL°°((O,T),X)7 ||5nHLoo((o,T),y)> < )\ for all n > 1},

where 7, is defined by 3 + £ ;Offl + % =1.
For A large enough, depending only on the initial data, 7" and 7, we can assume P(Qr,) > 1—-7
thanks to Proposition[2.6/and Proposition[2.7} as soon as s > s,. The fact that A does not depend

on n comes from the inequality ||P,,(ug,u1)|lxs < |[(uo, u1)||xs.
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Let w € Q. From now on the following estimates will be deterministic as we have fixed the
initial data (attached to w via the randomization map). We will carry out the computations for
5 = 5p.

Recall that P,, is a symmetric operator in L?(R?) and that v,, is smooth. This allows one to
compute %En(t) and obtain:

(3.5) / O (t 62vn( t) — PAv,(t) + Pn(vn(t)|vn(t)|p_1)) dz

- /RS Opvn(t) (f (zn(t) + vn(t)) — f(un(t))) dz.

Next we expand the nonlinearity f at the point v(¢,z) using the Taylor formula with integral

remainder up to the order o, = f%} For convenience we drop the ¢, x references and recall
that for £ > 0,

—k—1
(K) () = Cpw|zl? for k even,
f (-’E) { Cp,k|x|p7k for k Odd,

thus
“p Unt2zn (a +1)
fon + 2n) — fu,) = Z 78 () 2E +/ fpi'(s)(vn + 2z, —s5)?ds .
k=1 Un a
R(zn,vn)

One can integrate (3.5) and use E(0) = 0 and (v,,(0), 9v,(0)) = (0,0) so that we can write:
(3.6) Z CrpIt® + C,R,,

where

t
I = —/ /3 Ao f8) (v,)2F dz At for 1 < k < ap,
0 JR

¢
——// Oy Rz, vy) do dt’.
0 JR3

We first estimate R,, as we expect it to be simpler to handle. Remark that for 6, € vy, v, + 25]
one has

PO (00)] S Jon + 2alP 77! Jun P77 S Jon PO 4 [z PO

so that

R(vn, zn) S l2nlP + ’Un|piap71’2n|ap+l .

The Holder inequality and the Young inequality give:

t
—ap—1 +1
Rn S /0 1950 ()| 2 lon ()02 ™ 2 ()52 sy 48 + / 19een () 212 ()25 It

t
—ap—1 +1
5/ 18vn ()| 2 lon (VI 5 2 ()7 s dt’+/ 180n (t')[|72 At + |2 nHL2pL2p

1 1, p-ap— 1
< Nzl L2 rer + <1 + ||Zn||zI;O+L7‘p<Oép+l)> max{ (t)), En(t')2 " o } 4t .

Observe that 2 pcfl ! < % since oy, = (p 3 1> % so that

t
+1
R S el 1, + <1+||anz§OL7,p<ap+1)>/0(1+En(t’))dt/.
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Bounds for the terms L(Lk) require a more intricate analysis and will follow Lemma More
precisely, let 1 < k < «,. First apply Fubini’s theorem and write:

—/ /tat(f(kl)(vn))zﬁdt’dx.
R3 JO

L WY A CHO)E dﬂf”ﬂ/ / FED n(t))Bezn(t') 2 (8)F 1 ' da
R

Observe that 0yz, = (V)Z, and bound

IS [ Ien®Fon@P ™ o+ | [ [ 76D @) )2y o
= J® L kP,

Integrate by parts in time so that

In order to handle Jqsk), use Holder and Young’s inequality:

1
SEa(t) + Cllzall oo

p—k+1
TEE) < Bn(t) 757 lznll s < 5

™M is more difficult to study and is estimated via Lemma so that

K0 % g (Izalli o zaliormm) (1+ [ Baeyar).

Finally using the bounds from (3.4) we have

+1
Bu0) S (141l + 9 (nlliomn Il ieqomn) ) (1+ [ Bt )

+1
+ ”ZnH L2 L2p + ||Zn||1£§>9Lp+1

<1+/E )dt'.

Knowing that the implicit constant does not depend on n, but only on n,T,p, the Gronwall
lemma ends the proof. O

It remains to prove Lemma [3.3] Its proof will require a chain rule estimate in Besov spaces
whose proof is similar to the one of Theorem 2.61 in [IJ.

Lemma 3.4 (Chain rule estimates in Besov spaces). Let u € §’, s € (0,1) and p > 3. Let
q,r € [1,00) and q1,q2 € (1,00) satisfying l = i + i Let f denote the function defined by
f(z) = z|z|P~! or f(z) = sgn(z)z|z|P~! = |:z|p Then the following identities hold:

() 11f @)lBs,, S Mlullsg, MulP~lze, and [ f(@)llg, < llullg, Ml e

(@) | f()llBs, Sellullwstea l|[ufP~ Lo for alle >0 such that s +¢ < 1.

Proof of Lemma[3-4 The proof uses Lemma[A.5| Since Pju — w in L? and f(0) = 0 we have

J]—00

u) = Zf] with fj = f(Pj+1u) — f(P]u)

j=0

The Taylor formula at order 1 writes:

1
fj = Aju m; with mj = / f/(Pj’U, + tAju) dt.
0
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In view of Lemma we will focus on estimating ||0° f;||r» with |a| < [s]+1=1. For |a| =0
write that ||0%f;||Lr < ||mj|lLe||Ajul|ra. Then we estimate m;:

1
gl <p [ Pyut tAuptdt S [Pyt 4 Aup !

where we used that |f/(z)| < p|lz|[P~! for z € R and (a + b)P~1 < aP~1 + P~ for a,b > 0.

Then [[myllre S I1Pjull] -
Bernstein inequality (the function to which it is applied is indeed with frequencies supported in
a ball of radius ~ 27) and the same arguments as before yield

Similarly, when |a| = 1 and for multi-indicies 5 < «, the

1
j j -1
0% my e 2| [ Prur eaya| SR,
Using the Leibniz formula 0%(fg) = >-s5<, (g) 9P £98 g and putting all the previous estimates
together we recover the estimate

sup 2907109 o S 27| Ajull o | P},

q(p 1 -
a<|s]+1 L

The proof of (i) now follows from the direct inequality ||Pjull;smmp-1) S ||ullpamp-1)-

For the homogeneous counterpart of (%), replace all the appearences of P; or A; with Pj
or Aj and observe that all the inequalities written still hold true. The only difficulty is proving
the convergence of the series >-, f; with f; := f(PjHu) - f(Pju) This is explained in [I],
Lemma 2.62.

For (i) write 27° = 20(s7€)277%¢ and use the Holder inequality to obtain:

(3.7) 1F)lls;, < lull ggre, > 27 P jully -

j>0
Then Theorem gives

HUHBS+s S llullyysteq and HP]uHLqQ(p 1) Se ||u”Lq2(p 1

These inequalities and (| end the proof. Note that there is no homogeneous counterpart
of (7). O

Proof of Lemma[3.3. We now turn the idea explained in the introduction into a mathematical
proof. An efficient way of doing so is the systematic use of the Littlewood-Paley theory. Recall
that s, = %. In the following, estimates for £k = 1 and k > 2 could be different, thus we assume
k > 2 and explain the modifications for k = 1 at the end. The Fourier-Plancherel theorem and
the fact that the contribution for j/ = —1,0,1 are up to a universal constant identical to the
case j' = 0 yield:

FED Wa) 20 () (V) 20 (t) dee

2p> Z/ A (FE D (8D 20 (A1 ((V)20(®) da

j'=—17520

<Z/ 5D (020 (0 185 (V) 20 (1)) d

]>2
- z [ D )z D11 (9200 o

—-I1+12,
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We first estimate Iy using Holder, Bernstein and Young’s inequalities, where 7 := %:

k+1
I S el lon Ol ZII V)A;jZn (1) Lee

—k+1
< IO 1Zn ()| oo Ba(t) 750
ptl
S Bal®) + Izl Il e -
For I observe that with Holder and Bernstein inequalities,

LS Y208 (a8 S E D (0 (0)) 111 277 |8 (2 (1)) | e

7>2
so that the Holder inequality for series gives, as only the high frequencies appeared in the sum,
ESE EN Ok R CH ) PRE EROT P
Then Theorem (it) provides us with:

k—1 p(k—1 k—1 k-1
Jon 5D Ol g S 1D Ol gy Non® ] s

22—k
_ k—
+lon(t) (0 g
k— p—k+1 k—
S I 1)(Un(t))||31_ipl lzn ()75 + Bnlt) 7 Jlza(t) IIIB;;SP,
D ,00
2=k

Jo
J1

where we recall that qik +2 ;ﬁrl = 1. The chain rule from Lemma Will estimate the terms J;

and Jo. For J,, a direct application shows that:
J2 S Hzn(t)HB;;ggHanlZ;Q-
For Ji, also using Lemma [3.:4] and then the Gagliardo-Nirenberg inequality, Theorem [A7] yield:

1S Non@llgi-so Moa@P7F per
p+1 Lp—Fk

]
=

1—sp, >

Sloa®I 1,z Ba(t) 551

p=k
S IVon @l 2 lon ()| Fp1 Ba(t) 51,

=54 iey o, e a=sy= 17;%‘;’. Finally we get:

1—sp

where « € [0, s] is such that p+1

—k

6
(3.8) Ti < En() s TRttt = g ()i T

This yields J; S 1+ E,(t).
For k = 1 one can proceed in the same manner: split the left-hand side of (| . into I; and
I and write Iy < E,(t) + HanT._olLoo. Remark that the estimate of I; is handled using the same

arguments as for J; above leading to
LS 1 n@)ll gi-se S En(t),

which ends the proof. O



ALMOST SURE EXISTENCE OF GLOBAL SOLUTIONS FOR WAVE EQUATIONS 19

3.3. Passing to the limit and end of the proof. The linear part is handled wvia the following
elementary lemma:

Lemma 3.5 (Linear compactness). For every q € [1,00] and r € (1,00) one has
Iz = 2l La(-1,m), 7 R3)) =20

Proof. By definition we have z, — z = (id—P,)z. As P, is a mollifier it follows that for
every t € (=T,T), ||zn(t) — 2(t)|[zr — 0. Now observe that ||z, (t) — z(¢)||zr < 2||z(¢)| - and
z € LY((~T,T), L"(R?)) so that the Lebesgue convergence theorem gives the desired result. [J

The nonlinear part v, will be handled using the following compactness result.

Lemma 3.6 (Nonlinear compactness). There exists a function v that belongs to the space:
HY((~=T,T) x R N LPTL((=T,T) x R®) N CO([-T,T), L*(R?))
such that up to extraction:
(i) vy, — v in HY((=T,T) x R3),
n—oo
(ii) vn —> v in L2 ((~T,T) x R3),

loc
(iii) vp — v in LY, ((=T,T) x R?).
Proof. (i) follows from the boundedness of (v,,),>0 in the space H((0,T) x R?) and the Banach-
Alaoglu theorem in Hilbert spaces. This bound is indeed obtained via the energy control of v
which immediately implies

Vuull peor(— + |Opvn || o0 ((— < 00.
E};IS{H Vn| poo ((—,1),22) T |0tvn || oo (¢ T,T),LQ)} 00

Since (—T,T) is a bounded interval, we obtain sup,q |[vnllg1((_71)xrs) < 0. The Taylor
formula in time gives

T
[on ()] 22 < llva(0)[| 2 +/4 10rvn (t)[| 2 At

Using the L>®((~T,T), L?) bound for d;v, yields a uniform bound for v, in L>®((~T,T), L?)
and thus in L2((—7,T), L?).

Finaly the sequence (v, )n>0 is bounded in the space H'((—T,T) x R3). The Banach-Alaoglu
theorem proves that up to extraction we can assume that v,, is weakly convergent to a function
v that belongs to H'((—T,T) x R3). Note that the uniform bound for du, in L>((0,T), L?)
allow to use the Ascoli theorem which ensures that v € C°([0, T, L?)

(i) Let K C (T,T) x R3 be a compact set. Then the fact that the embedding H* — L%
is compact (this is the Rellich-Kondrakov theorem), and the bound from (7) proves that up to
another extraction, (¢7) holds. Up to a diagonal extraction we can assume that this sequence
converges for any compact set K.

(iii) We have proved local compactness for (v,)n>0 in L? in both space and time, and a
uniform bound for (v,,),>0 in LP*! given by Proposition We can interpolate those two, and
for every compact K:

lon = vllzogre) S llon = 0llF2i) lon — 0l 5% ey S Ilom = vlI T2y
with « € (0, 1) such that % =5+ 110_T£1¥' This proves the convergence. O
We are now ready for the proof of Theorem

End of the proof of Theorem[1.f Without loss of generality, assume that s € (%, 1), as for
s > 1, H* initial data are also in H!~¢.

3
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Set QT% as in Proposition and consider Q/Tg = {IKV)2l o1 ((—rr)xr3) < A} with
A > 0 large enough to ensure that P(Qiﬂg) > 4. Now set Qr, = Qr 2 N Q/T,n/2 so that

]P’(QTM) > 1—n. Now we will only deal with intial data randomization arising from QT,n- This
in particular enables to use the compactness lemmata proven before. Take ¢ an admissible test
function from Defintion The weak convergence u, — u in H'((—T,T) x R?), the strong
convergence z, — z and v, — v both in LY ((—T,T) x R?) and the fact that ¢ is compactly
supported in space and time in (=7, 7T") proves that

T
0= /_T /R3 (@vn(t)&ggo(t) — Vuu(t) - Vo(t) — (zn(t) + va(t))]20(t) + Un(t)‘pﬂso(t)) d dt
(3.9) ]
=2 [ L (0de(t) = To) - o) = () + v 20+ v e(0) dedt = 0.

We have proved that for each > 0 there exists a set QTm with measure greater than 1—n such
that for initial random data generated with w € QTW there exists a weak solution to on
the time interval (=7, T). Now apply the above with n := # for eachn > 2 and set A, := QfL’%
Then },-0P(A,) < +oco and by the Borel-Cantelli lemma it follows that P(limsup A;) :n(),
where limsup A, := (50 Uk>n Ak so that Q7 := (limsup A,) is a set of probability 1 where
existence of weak solutions on (—7,7T) is granted. Finaly we set Q := ()~ €, which is of
probability one on which a global weak solution exists and satisfies for every T > 0 and
every compactly supported test function ¢ € C2((—T,T) x R3). O

The proof of the continuity in time part of Corollary is a consequence of the Aubin-Lions
compactness theorem that we recall. For a proof see [3].

Theorem 3.7 (Aubin-Lions). Let Xo < X < Xj be three Banach spaces, the first embedding
being compact and the second being continuous. Let p,q € [1,00] and
W= {u S Lp((_T7 T))XO)v Opu € Lq((_T> T)7X1)} :
Then:
(i) If p < 0o then W — LP((—=T,T),X) is compact.
(i3) If p = 0o and q¢ > 1 then W — CO([-T,T), X) is compact.
Proof of Corollary[1.6. Let us first prove the continuity in time. As the linear solution (z,d;z)

has regularity C°(R, H*), thanks to Lemma it is sufficient to prove the needed continuity on
(v, Opv) on every interval [—T,T]. Fix such an interval and let z,, v, be the regularized solutions

introduced in (rSLW7)). Recall that they satisfy
(3.10) 8752@,,1 =P,Av, — P, ((zn +vn)|2n + Un\p_l)
We will prove the two continuity results:

(Z) v E CO([_T) T]7 Hs)v

(i) O € CO([-T,T), H51).

(i) results from the uniform bound for (vy)n>1 in L*®((=T,T), H'), the uniform bound for
(Oyvp)n>1 in L®((=T,T), L?) given by Proposition and the Aubin-Lions Theorem |3.7| with
X=H% Xo=H" X, =1L% p=q=co.

(%) We use that

sup HatUnHLoo((,T,T),LZ) < 0.
n>1

We will also need the estimate

(3.11) Sli[l) HatQUnHLoo((_Tj)’H—Bm) < o0
nz
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so that another application of the Aubin-Lions theorem proves the needed continuity. In order
to prove (B.11)) remark that as H~! < H~3/2 we have

1PnAv, ()] gr-3/2 S | Ava ()l -1 S vn ()1
so that

(3.12) sup [P Avp|| oo (1), m-3/2) S SUP [[vn| oo ((—1,7), 1) < 00
n>1 n>1

n>1 18 uniformly bounded in

Remark that thanks to Proposition ((2n + vn)|2n + vaP71)

+1 _3(—=1)
L% < H 200 <5 H%2. Combined with (3.12) and (3.10) gives the uniform bound (3.11])
and ends the proof.

For the first part of Corollary [T.6] we need to find an invariant set of full y-measure. Consider
the set

© = {(uo, u1) € H* [[S()(u0, ur)ll xrynranre € Lice(R)} -
Set ¥ := © + H!'(R?). This is indeed a set invariant by the flow as S(t)(©) = ©. Moreover this

set is of full y-measure since © is of full measure by the proof of Theorem This set also
gives rise to weak solutions. O

Finally we prove the finite speed of propagation when U = R3.

Proof of Corollary[I.7. For a given s > ﬁ%‘;’, let (ug,u1) € H*® with compact support included
in B(0, R), an initial data that gives rise to a global solution constructed in the proof of The-
orem We want to prove that the solution u(t) to (SLW,|) is also compactly supported, in
B(0,R +1).

The finite speed of propagation is known to hold for solutions to (SLW,| as well as solutions
to as soon as the initial data belongs to the energy space ", and propagation holds
with maximum speed 1. This proves that the approximate solutions w,(t) are supported in
B(0,R+t). As we know that v, (t) — v almost everywhere, and that up to extraction z,(t) —
z(t) almost everywhere, u(t) = z(t) + v(t) is an almost everywhere pointwise limit of the u,(t),
consequently suppu(t) C B(0, R + t). ]

4. PROOF OF THEOREM [L.8|

The proof of Theorem [I.8 uses Proposition [4.1] which proof, as explained in the introduction,
differs from the one of Proposition @ in avoiding any L7 estimates on the linear part z,, 2.

Let (ug,u1) € H® and z, be the solution to the linear equation with initial data
(21(0), 0421, (0)) = (Ppug, Ppui) and v, the unique smooth global solution to the perturbed
nonlinear wave equation, which is energy subcritical (p < 5):

vy, — Avy + |20 + v|P 2 +vn) =0,
(4.1) { (0 (0), By (0)) = (0, 0).

We state the main result of this section:

Proposition 4.1 (Probabilistic a priori estimates for s = s,). Let p € (3,5), T > 0 and
n € (0,1). There exists a measurable set Qr, C Q and a constant C(T,n, ||(uo,u1)||2sr) which
depends only on T,n, || (ug, u1)||ys» such that:
(i) BP(Qry) =1 —1.
(it) For every w € Qg if the initial data for w, is attached to w via the randomization map
of (ug,u1) then:

sup sup E(t) < C(T,n, [|(uo, u1)l[r)-
n20te(0,T)
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Once Proposition is proved, the proof of Theorem follows from the deterministic
theory developped in [I7] which is in the subcritical setting and relies mainly on the Strichartz
estimates, thus we omit it, see [I7] for details.

Proof of Proposition [[.1. We first establish energy estimates and will fix the probabilistic setting
later.

The proof begins with the same energy estimates treated in Proposition using the same
integration in time technique and a Taylor expansion of |z|P~ !z at order 1. We omit the details

and obtain:
Bt = [

Ra
- / / Ovn(t' )N (2, vn) (') dz dt/
=Ji+J2+J3

where |N(zn,v0) ()] < |20(t) 2|00 (#)|P~2 + |2,(t)[P. The Hélder inequality and the Young
inequality estimate the term Jy by:

(V)20 ()02 (') da dt’ —/Rf ()P (t') dz

1
(4.2) Do < S Balt) + Cllanlth,
T,x

In a similar fashion, one observes that

// 100 ()] 20 (¢ ]pdxdt</E )dt’ —i—Han

1,p=2
[ [ ettt wa</wnu4mw<wﬂﬂw.

Along with the fact that p < 5 these inequalities yield

and

(4.3 IS Vel +lal? e (14 [ Ba)ar).
T, LOOL 5—p

Ji is handled using the same technique as in Lemma [3.3] writes that

0 s [ Eueyar + 1z
+//§W3M%1>MWAWPWWW%mMmﬂ

We now write

/ZIA (V7= HV) 2n) @) |85 (VI (Jon P~ on)) ()] .

j=2

Using the Cauchy-Schwarz inequality for series , the Holder inequality and the Littlewood-Paley
Theorem we get

1/2 1/2
(Z |Aj(\V|sP‘1<V>5n)2) (Z IAj(\V|1‘5P(!vnlp‘1vn))\2)
La La

j>2 jez
with % + % = 1. Then using a chain rule in Sobolev spaces, Theorem yields:

N p—1
K () S 120 lwera En (@) 7T [[oa ()|l -sp o
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where % + % + g% = 1. Since p < 5 the term ||v(t) + can be interpolated using the

Gagliardo-Nirenberg Theorem [A.7 We find:

||W1_sp7q

K(8) S 20(8) [lwors Ea(£)+@) where a(q) = 3(7; '?pli(%/(; _pp_) ) _ 3E§ :;g _ 5qp

with 8, = p) so that

t B,
(4.4) B S [ ln@)lwena Bae) ¥ at
0

Finally assembling (4.4), (4.2) and (4.3) together yields the existence of a universal constant
C = C(T) such that

+1
(4.5) En(t) <C (HanIL2p +lzall? 51 + [l2nll? 4(p+1))
T,x LooL 5—p

HClal? sy [ Balt)at +C [ Ia (@l Ba) o
LP L,

= alea) () [ Bu®)at 4 [ eGB!

We now provide the Yudovich argument, following closely [7], which we recalled in the intro-
duction. Set A\g large enough such that the set

Qo :={a(zn) + b(z,) < Ao, foralln > 1}

is such that P(€0) > 1—3. Note that such a A\g exists thanks to the conclusion of Proposition
and the fact that |Py, (uo, u1)||r2 < ||(uo, u1)||z2; and Ag depends on 7, T
Let go > 1 an integer that will be chosen later. As we have seen in the proof of Proposition [2.6]

forall A >0 and p > q > qo:
N Cyp\*
P (Ialgwena > 3) < (SLF)

where C' = C(||(uo,u1)||3sr,T) can be chosen independently of n as explained above. For g > qo
set

Q= {HZnHLzTWsp,q 2C\/q, foralln > 1} NQy.
When applied with p = ¢ and A = 2C/g we observe that P(Q7) < 279

We then use a bootstrap argument. Define

9
Ay = {t > 0, sup By (t) < )\gp}

n=0
and 1y := sup A;. There is a positive constant v > 0 which does not depend on ¢ such that
(4.6) t, = aq.
Indeed, for t € A; and n > 0 we can write that

t
Ea(t) <20+ [ (ot 120t lwa) Enlt) de'
0

Then the Gronwall lemma provides us with

t
En(t) < )\0 exp </ ()\0 + ||§n(t/)HWSp,q) dt/) < )\() exp ()\Qt + 40)\0\/(_775) .
0
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In order to prove (4.6]) it suffices to exhibit an o > 0 independent of ¢ such that ¢ := ag € A,.
A sufficient condition for such an « to exist is to satisfy for every q > qq :

q

Ao exp(Aog(a +4CVa)) < A)7 .

Assume that Ay > 1 and ¢ large enough to satisfy g—g — 1 > 0. Then it is sufficient for a to
satisfy

at+aCya < (L _q) el
Bp /\0

which is satisfied for small a only depending on C, Ag, qo, p. R
Now set go larger if needed to ensure > ., 279 < 2 and thus set Q := Ng>qo $2qs cOD-
structed in order to satisfy P(Q) > 1 —17. Pick w € Q and t € (0,7). If t < agy one has
a0

SUP,,>1 SUPse(0,7) E,(t) < )\57’, otherwise select a dyadic integer 2!V such that 2Va < t < 2V,
Then as w € Qyn+1 We observe that
2N+1a

sup sup En(t) <Xy ™
nz1te(0,T)

Since t < T and N ~ logt we can write it as

sup sup En(t) < C(T7 7, H(u07u1)”7‘[5) )
n t€(0,7T)

just as needed. [l

Sketch of the proof of Corollary[1.9. Let us explain how one can define an invariant set of full
p-measure, where p € M? for s = f}%‘;’. We introduce

Of == {(uo,u1) € H*,||S(t) (w0, u) | L2 wera < 2Ck+/q} 0 {a(S(t) (o, u1)), b(S(t)(uo, u1)) < 00}

and
Y= ﬂ ﬂ @Z.

k>1g=q0

Then ¥ + H! is of full measure and invariant by the flow.
For details see the end Section 5 in [7]. |

APPENDIX A. LITTLEWOOD-PALEY THEORY AND BESOV SPACES

This appendix gathers some results dealing with harmonic analysis, analysis in Besov spaces
and product laws. A comprehensive treatment of that matter, is given in [I] and [18].
We start with a Bernstein-type lemma. For a proof see Lemma 2.1 in [I].

Theorem A.1 (Bernstein-type lemma). Let (p,q) € (1,00)? with p < q and v € LP(R%). Let B
be a ball centered on 0 and C be an annulus, k > 0 an integer.
(i) If @ is supported in A\B then ||V*u| e <g A5 =5) llul| e -
(ii) If @ is supported in AC' then ||V¥ul| Lo 2~ N¥||ul| e
(7ii) The statements (i) and (ii) are true for non-integer orders of derivation.

A celebrated theorem in the Littlewood-Paley theory, is the following, see [18] for a proof.
Theorem A.2 (Littlewood-Paley). Let p € (1,00) and f € LP(RY). Then

1

3
(1) Nonhomogeneous version: (Z ]Aij) ~ | fllze-
Lp

>0
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JET.

2
(2) Homogeneous version: (Z \Ajf|2) ~ | fllze-
Lp

We now recall the definition of Besov spaces:

Definition A.3. A function f belongs to the nonhomogeneous Besov space B, ,. if, and only if

1/r
1flls;, = (Z 2jSTHAijEp) < o0.

j=0
Similarly a function f belongs to the homogeneous Besov space B;T if, and only if
1/r
1Fls, = [ 2714 Al | < oo
JEZ.
In this text we use the two following reconstruction lemmata, that illustrate the fact that in
order to study the H® norm of a function f it is sufficient to study the frequency localizations

Ajf.
Lemma A.4 ([I]). For s € R and f € H*(R?) one has 1 fllBs, ~ I fllms-

Lemma A.5 (Besov reconstruction, [1]). Let s > 0 and p,r € [1,00]. Let (u;);>0 be a sequence
of smooth functions which satisfy

<sw ywmmmmm> cr
o] <[s]+1 =0

then one has u = Zuj S B; and the estimate:

Jj=0

r

lullB;,. < ( sup 2j(8_'a')!!3auj\|m> :
o <[s]+1 §=0]|gr

whith implicit constant only depending on s. The same result holds for homogeneous Besov

spaces B;J and the {" norm taken with indices running in Z.

Next we recall some embedding theorems:

Theorem A.6 (Sobolev-Besov embeddings, [1]). Let 1 < p1 < p2 < 00 and 1 < r; < ro < 00,
p,q € [1,00] and s, s1,s2 € R. Then:

—d(3-35)
(i) The embedding B, ., < Bp,r, is continuous.
(i) For 1 < p < oo the embeddings B, ; — W*P — B, ., are continuous. The homogeneous
counterpart is also true.
(iii) The embedding W*''P — W*24 s continuous as soon as % -4 < % -2,
(iv) The embedding (iii) is locally compact whenever the inequality is strict.
(v) Let r1 > 19, s <0, p € [1,00]. Then for arbitrarly small € > 0, the embedding Bt —

p,r1
s .
By ., is continuous.

The next theorem is a well-known interpolation inequality.
Theorem A.7 (Gagliardo-Nirenberg). Let pg,p1 € (1,00) and s,t > 0. Letp > 1 and a € (0,1)
satisfying

s 1 1 ¢ o
—+-=(1-«a (—)—l—ands< 1—oa)t
d p ( ) po d) m ( )
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Then for u € WhPo(R?) N LP1(RY) one has
lullwsr S llullys llullfe -

Proof. The limit embedding is given by Theorem 2.44 in [I], that is:

t 1—s/t
lellyiep < lull20% o el o

1 t ., 1—s/t .
where § = ‘;LO + %, On the other hand the Sobolev embedfhng reads |[ulljes S H?HWt,pP
where %—% = pio — L. Let p a real number such that there exists § € [0, 1] satisfying % = %4— IT;(’.

Then by interpolation and using the previous inequalities on have

7]
lullyro < ullfpapllulliy s S lelliydog el 2o

with 0 = (1 — o) 0. A straightforward computation yields

1 s 1t 0
a PYE )
(A1) p d ( ) po d) m
Note that the imposed condition § € [0,1 — 2] comes from the fact that 6 € [0,1]. All the range
of p is covered since the equality (A.1]) implies % € {%, %} O

Theorem A.8 (Sobolev chain rule, [I8]). For s € (0,1), p € (1,00) and a function F € C*(R)
such that F(0) = 0 and such that there is a u € L'([0,1]) such that for every 6 € [0,1]:

[F' (v + (1= O)w)| < p(0) (G(v) + G(w))
where G > 0. We have |F o u|lwsr S [|ul|wsro||G o ulLe as soon as p% + p% = %, provided
po € (1700] and p1 € (LOO)

In order to derive product laws in Sobolev or Besov spaces, recall the paraproduct algorithm
introduced by J.M. Bony, which consists in writing for two given functions a, b:

ab = T,b + Tya + R(a,b) = T,b + Tya + R(a,b)
where
T,b:= Pj jal;band R(a,b) ;== Y  ApalAb,
J |k—j|<1
and
T.b:=> P 1aA;band R(a,b) == Y Anad;b,
J [k—jl<1
respectively denote nonhomogeneous paraproduct and remainder (resp. homogeneous).

Theorem A.9 (Tame estimates, [I]). Let s > 0, p,r € [1,00], and p1,p2 € [1,00] satisfying

1,1 _1 .
p1+p2 5 Then:

(i) Tuoly, S oo ol
(i) |1, 0)ll 5, Sl oll s,

From this one infers the next inequality which is important in our analysis:

Corollary A.10. Let s > 0, p,r € [1,00], and p1,p2, P}, ph € [1,00] satisfying
1 1 1 1 1

/

— + ; .
b1 b P2 Do b

Then:
19l S 1715, ol + 11 gl
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