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Abstract

In [11], a numerical scheme based on a combined spherical harmonics and discontinuous Galerkin
finite element method for the resolution of the Boltzmann transport equation is proposed. One
of its features is that a streamline weight is added to the test function to obtain the variational
formulation. In this paper, we prove the convergence and provide error estimates of this numerical
scheme. To this end, the original variational formulation is restated in a broken functional space.
The use of broken functional spaces enables to build a conforming approximation, that is the
finite element space is a subspace of the broken functional space. The setting of a conforming
approximation simplifies the numerical analysis, in particular the error estimates, for which a Céa’s
type lemma and standard interpolation estimates are sufficient for our analysis. For our numerical
scheme, based on Pk discontinuous Galerkin finite elements (in space) on a mesh of size h and a
spherical harmonics approximation of order N (in the angular variable), the convergence rate is
of order O

(
N−t + hk

)
for a smooth solution which admits partial derivatives of order k + 1 and t

with respect to the spatial and angular variables, respectively. For k = 0 (piecewise constant finite
elements) we also obtain a convergence result of order O

(
N−t + h1/2

)
. Numerical experiments in 1,

2 and 3 dimensions are provided, showing a better convergence behavior for the L2-norm, typically
of one more order, O

(
N−t + hk+1

)
.

Keywords— Boltzmann transport equation · discontinuous Galerkin · spherical harmonics

1 Introduction
We are interested in the numerical resolution of the linear transport equation. This equation describes the
streaming and collisions of neutral particles, for example neutrons, in matter. In the phase space X = D × S2,
where D is the space domain and S2 is the 3D unit sphere, the angular flux of particles u, subjected to sources q
(collisions, possibly fission and external sources), at any point (x, ω) ∈ X, is given as the solution of the linear
transport equation

ω · ∇u(x, ω) + σu(x, ω) = q(x, ω) in X,
u(x, ω) = f(x, ω) on Γ−.

The function f is a given incoming flux on the incoming boundary Γ−. The most popular numerical methods to
solve this equation, consist in removing the angular dependence by either approximating the streaming operator
by a diffusion operator [2, 10] or by using a quadrature rule to approximate the angular flux [15]. A different
approach is to approximate the angular flux by a truncated series of real spherical harmonics [31, Appendix A],
it is the spherical harmonics method or PN method [17].

The present work relies on the numerical scheme proposed by [11] for the resolution of the transport equation.
This scheme combines the spherical harmonics method with the discontinuous Galerkin finite element method in
space. It allows the treatment of 2D unstructured, non-conforming and curved meshes and 3D prismatic meshes.
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Our previous studies carried out in [6, 7] show that the obtained accuracy is similar to that of high-fidelity
solvers such as the method of characteristics [21, 33]. The purpose of this paper is to study the convergence and
provide error estimates of this combined spherical harmonics – discontinuous Galerkin approximation.

Discontinuous Galerkin (DG) methods were introduced by Reed and Hill [37] to solve the neutron transport
equation without imposing continuity at the interface between two cells. These schemes avoid spurious numerical
oscillations when the solution of the transport problem is not smooth enough. In addition, DG methods provide
the flexibility to handle unstructured and non-conforming meshes, that is meshes with hanging nodes. Shortly
afterwards, Lesaint and Raviart [30, 29] proposed a first estimate of the numerical error of the DG method: for
a triangular mesh of size h, an approximation by polynomials of degree k yields convergence of order O

(
hk
)
in

the L2 norm. This estimate was further improved in [27, 25], where the error is proved to be actually O
(
hk+ 1

2

)
.

Finally [40] establish a converges rate of O
(
hk+1

)
on semi-uniform triangulations [40, §3].

In addition, [12] introduced the idea of writing the upwind DG as a jump penalty term on the mesh interfaces.
However all these authors treated only the linear advection problem, i.e. the ω direction is fixed. For a more
comprehensive overview of DG methods one refers to [20] for Friedrichs’ systems, [3] for elliptic problems and
[19] for a big picture.

Concerning the angular dependence of the problem, [17] proposed to approximate the angular flux u(x, ω)
by a truncated series on a real spherical harmonics basis {ymn ; 0 ≤ n ≤ N, −n ≤ m ≤ n}

u(x, ω) ≈ PNu(x, ω) =

N∑
n=0

n∑
m=−n

umn (x)ymn (ω).

Like for Fourier series expansion, the error resulting from the approximation of u by the truncated expansion
PNu is related to the smoothness of u regarding the angular variable. A result for Lipschitz functions is given by
[23, Th. 1], and a general result for t-times continuously differentiable functions is provided by [36, Th. 3.3] and
summarized in [8, Th. 7.5.10]. There exists a positive constant c such that, for any v ∈ Ct,γ(S2) a γ-Hölder
function t-times continuously differentiable, with 0 < γ ≤ 1, and for every integer N ≥ 1,

‖v − PNv‖L2(S2) ≤
c

N t+γ
‖v‖Ct,γ(S2).

More recently, an alternative result has been proposed by [22, Lemma 3.3] for functions in Sobolev space Ht(S2),
see [8, §7.5.5]. There exists a positive constant c such that, for any v ∈ Ht(S2), the truncation error satisfies

‖v − PNv‖L2(S2) ≤
c

N t
‖v‖Ht(S2).

In both cases, the constant c is independent of N . A result for the eigenvalue neutron transport problem in 1D
with isotropic scattering is given by [18]: for a layered medium, solving exactly with respect to the space variable,
the error on the eigenvalue due to the truncation of the spherical harmonics expansion is found to be O( 1

N2 ).
On the analysis of the coupled angle-space problem, we refer to [35, 28, 4], where the authors use the discrete

ordinates method and limit themselvesed to estimate for the scalar flux error. In [32, 38], a scaled least-squares
finite element method for the neutron transport problem is proposed to well capture the diffusion limit. The
PN method is used for the angular discretization and the discretization error is found to be O

(
1
N + hk

)
for an

approximation by polynomials of degree k. More recent works [43, 22], in the context of radiative transfer, treat
the angular flux but do not use the discontinuous Galerkin discretization.

In this paper we prove that the combined spherical harmonics – discontinuous Galerkin method converges
as the discretization parameters tend to zero and we provide an error estimate on the angular flux. For this
purpose, in section 2, the linear transport problem and its variational formulation (as proposed in [9]) are
recalled. Section 3 is devoted to a new variational formulation, so-called broken, where no continuity between
subdomains (or mesh cells) is imposed. This broken problem is shown to be equivalent to the original problem. It
is then discretized in section 4 by Pk discontinuous Galerkin finite elements (in space) and a spherical harmonics
approximation of order N (in the angular variable), and we prove that the discretized problem admits a unique
solution. Finally, in sections 5 and 6, we prove that the numerical scheme is convergent and give its convergence
rate (see our main results, Theorems 5.2 and 5.4). Lastly, section 7 provides numerical experiments which
support and improve our error estimates.

2 Analysis of the original problem
In this section we introduce the linear Boltzmann transport problem used in the context of neutron transport
[39, 16, 24]. Then the variational formulation, introduced in [9] and further studied in [11], is recalled. This
weak formulation is the starting point of the broken weak formulation presented in section 3.

2



2.1 The neutron transport equation
Let us denote by x the spatial variable, which belongs to an open bounded set D in Rd (d = 1, 2 or 3), not
necessarily convex with piecewise C1 boundary ∂D. The direction variable ω belongs to S2, the unit sphere of
R3. We consider the neutron transport equation in the phase space X = D × S2, that is we look for the angular
flux u(x, ω) which is the solution of:

ω · ∇u+ σu = q in X, (1a)
u = f on Γ−. (1b)

The outward unit normal of D is denoted by n, and the incoming Γ− and outgoing Γ+ boundaries of X are
defined as:

Γ± = Γ±(D) = {(x, ω) ∈ ∂D × S2; ±ω · n(x) > 0}.

The data of the problem are a given incoming flux f , an external source q and the total macroscopic cross section
σ, assumed to be strictly positive. These functions are assumed to be given as:

f(x, ω) ∈ L2
− = L2(Γ−, |ω · n|dsdω), (2a)

q(x, ω) ∈ L2(X), (2b)
σ(x) ∈ L∞(D) and 0 < σ0 ≤ σ(x) ≤ σ∞. (2c)

We also define the space L2
+ = L2(Γ+, (ω · n) dsdω). We introduce the spaces V and W defined by:

V = V (D) =
{
v ∈ L2(X); ω · ∇v ∈ L2(X)

}
,

W = W (D) =
{
v ∈ V ; v|Γ+∈ L2

+

}
, (3)

with v|Γ+
denoting the restriction of v to Γ+.

Let us denote (u, v)L2(X) the standard scalar product in L2(X) and (u, v)L2
+

=
∫

Γ+
uv(ω · n) dsdω the

weighted scalar product of L2
+, where ds is the surface measure on ∂D. The space W is then equipped with the

scalar product (u, v)W defined by

(u, v)W = (u, v)L2(X) + (ω · ∇u, ω · ∇v)L2(X) + (u, v)L2
+
.

Equipped with the scalar product (u, v)W , W is a Hilbert space. Let us denote by ‖·‖W the associated norm,

‖v‖2W = ‖v‖2L2(X) + ‖ω · ∇v‖2L2(X) + ‖v‖2L2
+
. (4)

Remark 2.1. The space W is required since the trace v|Γ+
on Γ+ of functions in V do not satisfy in general∫

Γ+
|v|2(ω · n) dsdω <∞ (the same applies to the traces on Γ−) [16, p. 219]. Thanks to [14, Proposition 1] it

is known that the trace application γ− : W → L2
−, such that γ−(u) = u|Γ− , is continuous. As a consequence,

definition (3) of the space W is equivalent to W =
{
v ∈ V ; v|Γ−∈ L2

−
}
.

Finally recall the Green formula for functions (u, v) ∈W ×W [16, p. 225]:∫
X

((ω · ∇u)v + u(ω · ∇v)) dx dω =

∫
Γ

uv(ω · n) dsdω , (5)

where Γ = ∂D × S2. The above Green formula will play an important role in what follows. In the sequel, the
volume mesure dxdω and surface measure dsdω will sometimes be ommitted in order to lighten the writing.

To conclude this section, let us recall a classical result of existence and uniqueness [16].

Lemma 2.2. Under assumptions (2) the transport problem (1) admits a unique solution u ∈W .

Remark 2.3. We adopt the assumptions of [13, 14] for the existence and uniqueness of solutions to transport
problem (1), where the convexity of D is not required. However, in Theorem 5.2, more regularity is required for
the solutions, and this is usually obtained by making the assumption that D is convex, on top of smoothness of
the data.

3



2.2 Original variational formulation
Let v ∈W be a test function. Since it is assumed that σ is stritly positive, (1a) can be multiplied by (v+ 1

σω ·∇v)
and integrated over the phase space X = D × S2,∫

X

(
1

σ
(ω · ∇u)(ω · ∇v) + σuv

)
+

∫
X

(
u(ω · ∇v) + (ω · ∇u)v

)
=

∫
X

q

(
v +

1

σ
(ω · ∇v)

)
.

After using Green’s formula (5) and boundary condition (1b), the resulting variational problem is written:

find u ∈W such that a(u, v) = L(v) ∀v ∈W, (6)

with

a(u, v) =

∫
X

(
1

σ
(ω · ∇u)(ω · ∇v) + σuv

)
+

∫
Γ+

uv(ω · n), (7)

L(v) =

∫
X

q

(
v +

1

σ
(ω · ∇v)

)
−
∫

Γ−

fv(ω · n). (8)

Proposition 2.4 ([9]). The variational formulation (6) admits a unique solution u ∈W . Furthermore, (6) is
equivalent to the original transport problem (1), that is, if one admits a solution u ∈W , u is also solution of the
other.

The proof of Proposition 2.4 can be found in [9]. It is based on the Lax-Milgram theorem, since the bilinear
form a and the linear form L are continuous in W and on the other hand the form a is coercive.

3 A broken formulation
The goal of this section is to restate the original variational problem (6) on a broken functional space. The new
formulation so obtained is called broken weak formulation. The main result is Theorem 3.8, stating that the
broken problem is well-posed and its solution coincides with the solution to the original problem. In addition,
we proved a weaker notion of continuity of ã(u, v) by choosing different norms for u and v, see Proposition 3.9.
The use of a broken functional space enables to build a conforming approximation in section 4.

3.1 Functional setting
Let us introduce Dh a partition or mesh of the domain D into disjoint regions or mesh elements Dr

D =
⋃

Dr∈Dh

Dr. (9)

Here, h denotes the meshsize, and is defined as the maximum of the diameter hr of the mesh elements. It should
be noted that the mesh Dh in what follows is not necessarily conformal in the sense of classical finite element
[1]. We denote by F ih the set of interior faces (or interfaces), that is F ∈ F ih if there exist two distinct regions
Dr1 and Dr2 such that F = ∂Dr1 ∩ ∂Dr2 . Let Fbh be the set of boundary faces, i.e F ∈ Fbh if there exists a
region Dr such that F = ∂Dr ∩ ∂D and Fh = F ih ∪ Fbh, is the set of all faces. We assume that all faces F ∈ Fh
are (d− 1)-dimensional with non-vanishing Lebesgue measure. We define the local phase space Xr = Dr × S2,
with incoming and outgoing boundaries Γr± = Γ±(Dr) = {(x, ω) ∈ ∂Dr × S2, ±ω · nr(x) > 0}, where nr is the
outward unit normal of Dr.

With each element Dr ∈ Dh we associate the space Wr of functions defined on Xr

Wr = W (Dr) =
{
v ∈ L2(Xr); ω · ∇v ∈ L2(Xr), v|Γr+∈ L

2
r,+ = L2(Γr+, (ω · nr) dsdω)

}
.

We then introduce the space W̃ as the collection of independent spaces Wr over the regions Dr

W̃ =
{
v ∈ L2(X) such that ∀Dr ∈ Dh, v|Dr∈Wr

}
, (10)

with v|Dr denoting the restriction of v to Dr. The natural norm on W̃ (making it a Hilbert space) is

‖v‖2
W̃

=
∑
r

(
‖v‖2L2(Xr) + ‖ω · ∇v‖2L2(Xr) + ‖v‖2L2

r,+

)
. (11)
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Remark 3.1. Following Remark 2.1, the trace operators γr± : Wr → L2(Γr±, |ω · nr|dsdω) are continuous.
However, for two regions Dr1 and Dr2 sharing the same face F , by denoting vr ∈Wr the restriction of v ∈ W̃ to
Dr, in full generality vr1 |F 6= vr2 |F . In other words, the functions of W̃ are not necessarily continuous through
interfaces F .

Definition 3.1. To each internal face F ∈ F ih we associate a triple (Dr1 , Dr2 , nF ), where Dr1 and Dr2 are the
two regions located on either side of the face F and nF is the unit normal vector to the face F oriented from Dr1

to Dr2 , where by convention the labels are chosen such that r1 < r2. The vector nF is called the face normal
vector, which is outgoing from the region Dr1 and incoming into the region Dr2 . The region Dr1 is called the first
region of face F and Dr2 is called the second region of face F . Furthermore, Dr1 and Dr2 are said to be adjacent
to each other by the face F . Note that the normal vector nF can be non-constant when the face F is not flat.

Since functions v ∈ W̃ have two traces on an inner face F ∈ F ih, we define their mean and jump over F :

{{v}}F (x, ω) =
1

2

(
v|Dr1 (x, ω) + v|Dr2 (x, ω)

)
, (12)

JvKF (x, ω) = v|Dr1 (x, ω)− v|Dr2 (x, ω), (13)

where Dr1 and Dr2 are respectively the first and the second region of the interface F in the sense of Definition
3.1. To lighten the notation we omit both the subscript F and variabes (x, ω), and simply write {{v}} and JvK. It
is worth noticing that

JuvK = {{u}}JvK + JuK{{v}}. (14)

Green’s formula (5) is not valid in general in the full domain D for W̃ -functions, but it is in each region Dr.
Therefore we write a variant of (5) which is valid for W̃ -functions and will be of great use in what follows:

Lemma 3.2. (Broken Green’s formula) For any (u, v) ∈ W̃ × W̃ we have:∑
r

∫
Xr

((ω · ∇u)v + u(ω · ∇v)) dx dω =

∫
Γ

uv(ω · n) dsdω +
∑
F∈Fih

∫
F×S2

JuvK(ω · nF ) dsdω . (15)

Proof. Let (u, v) ∈ W̃ × W̃ and use Green’s formula (5) for each phase space Xr.∑
r

∫
Xr

((ω · ∇u)v + u(ω · ∇v)) dxdω =
∑
r

∫
Γr
uv(ω · nr) dsdω

=
∑
F∈Fbh

∫
F×S2

uv(ω · nF ) dsdω +
∑
F∈Fih

∫
F×S2

JuvK(ω · nF ) dsdω ,

where Γr = ∂Dr × S2. Formula (15) is obtained by recognizing that∑
F∈Fbh

∫
F×S2

uv(ω · nF ) dsdω =

∫
Γ

uv(ω · n) dsdω .

The next lemma gives a sufficient condition for a discontinuous function in W̃ to belong to W .

Lemma 3.3. A function u ∈ W̃ belongs to W if it satisfies

∀F ∈ F ih (ω · nF )JuKF (x, ω) = 0 for a.e. (x, ω) ∈ F × S2. (16)

Proof. This prof use the ideas developed in [19, §1.2.5] for the broken gradient. We start by defining a broken
advection operator acting on the space W̃ , Ah : W̃ → L2(D × S2) is defined by:

for all Dr ∈ Dh, (Ahv)|Dr := ω · ∇(v|Dr ).
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Let v ∈ W̃ and ϕ ∈ C∞c (D × S2), integrating by part element-wise we observe that∫
D×S2

v(ω · ∇ϕ) =
∑
Dr

∫
Dr×S2

v(ω · ∇ϕ)

= −
∑
Dr

∫
Dr×S2

ω · ∇(v|Dr )ϕ+
∑
Dr

∫
∂Dr×S2

vϕ(ω · n)

= −
∫
D×S2

(Ahv)ϕ+
∑
F∈Fih

∫
F×S2

JvϕK(ω · nF ) +
∑
F∈Fbh

∫
F×S2

vϕ(ω · n)

Since ϕ is continuous over interfaces and vanishes on ∂D, we obtain∫
D×S2

v(ω · ∇ϕ) = −
∫
D×S2

(Ahv)ϕ+
∑
F∈Fih

∫
F×S2

JvKϕ(ω · nF ).

If for all interfaces JvKF (ω · nF ) = 0, we obtain∫
D×S2

v(ω · ∇ϕ) = −
∫
D×S2

(Ahv)ϕ ∀ϕ ∈ C∞c (D × S2).

Meaning that the weak advective derivative of v, denoted ω ·∇v exist and is equal to Ahv in L2(D×S2). Noting
that Γ+ ⊂

⋃
Dr∈Dh

Γr+, we deduce v|Γ+
∈ L2(Γ+, |ω · n|dsdω) and conclude that v ∈W .

Remark that equality (16) says nothing about the jump of a function u ∈ W̃ in the directions ω which
are tangent to the face F . One may wonder if there is a reciprocal to Lemma 3.3, that is, under what
conditions a function u ∈W belongs to W̃ . The only obstacle is that such a function u should have traces in
L2(Γr+, (ω · nr) dsdω), for any r, which is not obvious. Of course, as soon as u is bounded, it is true.

3.2 Local variational formulation
For each region Dr let us define the set of all its faces Fr, its boundary faces Fbr and its internal faces F ir by

Fr = {F ∈ Fh; F ⊂ ∂Dr},
Fbr = {F ∈ Fbh; F ⊂ ∂Dr},
F ir = {F ∈ F ih; F ⊂ ∂Dr}.

The subset Fbr is empty if the region Dr does not intersect the boundary of the domain ∂D. The subset F ir is
empty when there are no inner faces, in other words in the case where the mesh is reduced to a single region.
Finaly note that ∂Dr = (∪F∈Fr F ) = (∪F∈Fbr F ) ∪ (∪F∈Fir F ). For each face F ∈ Fr, define the subsets Γr−(F )
and Γr+(F ) of Γr− and Γr+, respectively by:

Γr±(F ) = (F × S2) ∩ Γr±.

The approach proposed in [11] consists in applying the variational formulation (6) for each region Dr by
imposing as boundary conditions on ∂Dr:

u|Γr−=

{
f on Γr−(F ) ∀F ∈ Fbr ,
uFr on Γr−(F ) ∀F ∈ F ir,

(17)

where uFr is the trace on F of the flux in the adjacent region to Dr by the face F (in the sense of Definition
3.1). In other words, the incoming flux f , given by the boundary condition (1b), is imposed on the boundary
faces F ∈ Fbr of Dr and the outgoing flux from the adjacent region to Dr through the face F is imposed on the
internal faces F ∈ F ir. The condition u|Γr−= uFr on the internal faces is called upwind condition in the literature
[12].

As suggested in [11], a local variational formulation for each region Dr is then:

find u ∈Wr, such that ar(u, v) = Lr(v) ∀v ∈Wr, (18)
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with

ar(u, v) =

∫
Xr

(
1

σ
(ω · ∇u)(ω · ∇v) + σuv

)
+
∑
F∈Fbr

∫
Γr+(F )

uv(ω · n) +
∑
F∈Fir

∫
Γr+(F )

uv(ω · nr), (19)

Lr(v) =

∫
Xr

q

(
v +

1

σ
(ω · ∇v)

)
−
∑
F∈Fbr

∫
Γr−(F )

fv(ω · n)−
∑
F∈Fir

∫
Γr−(F )

uFr v(ω · nr). (20)

This local variational formulation is nothing but the previous variational formulation (6) applied in the region
Dr, where the role of the internal or boundary faces is highlighted because of the different type of boundary
condition in (17).

3.3 Global variational formulation
In order to pass from a local variational formulation to a global one (which will be our new broken variational
formulation), we simply sum the local problems (18) over all regions Dr of the mesh and remark that W̃ is
just the collection of spaces Wr. Before performing this summation, let us give the resulting global or broken
variational formulation:

find u ∈ W̃ , such that ã(u, v) = L̃(v) ∀v ∈ W̃ , (21)

where

ã(u, v) =
∑
r

∫
Xr

(
1

σ
(ω · ∇u)(ω · ∇v) + σuv

)
+

∫
Γ+

uv(ω · n) + ãi(u, v), (22)

ãi(u, v) =
∑
F∈Fih

∫
F×S2

(
{{u}}(ω · nF ) +

1

2
JuK|ω · nF |

)
JvK, (23)

L̃(v) =
∑
r

∫
Xr

q

(
v +

1

σ
(ω · ∇v)

)
−
∫

Γ−

fv(ω · n), (24)

and {{u}}, JuK are defined by (12) and (13), respectively.

Proposition 3.4. The collection of local variational formulations (18) is equivalent to the global (or broken)
variational formulation (21), in the sense that if u is a solution of one of them then u is a solution of the other.

Proof. The proof is constructive in the sense that we shall obtain (21) by summing the local variational
formulations (18). Doing so leads indeed to (21) but with a different formula for ãi which is

ãi(u, v) =
∑
r

∑
F∈Fir

(∫
Γr+(F )

urvr(ω · nr) +

∫
Γr−(F )

uFr vr(ω · nr)

)
, (25)

where ur, vr are the restrictions to Xr of u, v. Note that ã, defined by (22), is not the sum of the ar’s and
similarly L̃, defined by (24), is not the sum of the Lr’s. Formulas (22) and (24) are obtained by observing that∑

r

∑
F∈Fbr

∫
Γr+(F )

uv(ω · n) =

∫
Γ+

uv(ω · n),

∑
r

∑
F∈Fbr

∫
Γr−(F )

fv(ω · n) =

∫
Γ−

fv(ω · n),

and passing the integrals on the internal faces in Lr to the bilinear form ã. The bilinear form ãi gathers all
contributions from the internal faces. The proof that (25) is equivalent (23) is given by Lemma 3.5 below. In
other words we have just proved that, if u is a solution of the collection of local variational formulations (18)
for each region Dr, then it is also a solution of (21) by the very construction of this global formulation. The
converse is obtained by using in the global formulation (21) a test function v that vanishes everywhere except in
a region Dr and using the expression (25) for the bilinear form ãi(u, v).

Recall the notations for the positive x⊕ and negative x	 parts of a real number x:

x⊕ =
1

2
(|x|+x), x	 =

1

2
(|x|−x),

which satifies (−x)⊕ = x	 and (−x)	 = x⊕.
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Lemma 3.5. The bilinear form ãi(u, v), defined by (25), can be rewritten:

ãi(u, v) =
∑
F∈Fih

∫
F×S2

(
ur1(ω · nF )⊕ − ur2(ω · nF )	

)
JvK, (26)

where ur1 and ur2 are the fluxes in the first and second regions Dr1 and Dr2 of the face F in the sense of
Definition 3.1. Finally, (26), and thus (25), is equivalent to (23).

Proof. In (25) write the double sum
∑
r

∑
F∈Fir

as a simple sum over all internal faces F ∈ F ih, using for each
face F ∈ F ih its associated triple (Dr1 , Dr2 , nF ):

ãi(u, v) =
∑
F∈Fih

(∫
Γ
r1
+ (F )

ur1vr1(ω · nr1) +

∫
Γ
r2
+ (F )

ur2vr2(ω · nr2) +

∫
Γ
r1
− (F )

uFr1vr1(ω · nr1) +

∫
Γ
r2
− (F )

uFr2vr2(ω · nr2)

)
,

where nr1 is the unit normal vector, outgoing from Dr1 and similarly for nr2 . Next we rely on the notations for
the positive and negative parts to rewrite all integrals on F × S2:

ãi(u, v) =
∑
F∈Fih

∫
F×S2

(
ur1vr1(ω · nr1)⊕ + ur2vr2(ω · nr2)⊕ − uFr1vr1(ω · nr1)	 − uFr2vr2(ω · nr2)	

)
,

Replacing (nr1 , nr2) by (nF ,−nF ) and (uFr1 , u
F
r2) by (ur2 , ur1), we deduce

ãi(u, v) =
∑
F∈Fih

∫
F×S2

(
ur1vr1(ω · nF )⊕ + ur2vr2(ω · nF )	 − ur2vr1(ω · nF )	 − ur1vr2(ω · nF )⊕

)
,

which yields (26) after regrouping terms in ur1 and in ur2 . In order to conclude we use

u1(ω · nF )⊕ − u2(ω · nF )	 =
1

2
u1 (|ω · nF |+(ω · nF ))− 1

2
u2 (|ω · nF |−(ω · nF ))

=
1

2
JuK |ω · nF |+{{u}}(ω · nF ),

which, applied to (26), leads to (23).

3.4 Existence and uniqueness
Proposition 3.4 does not say anything on the existence of solutions for the broken variational formulation (21)
(it is just an equivalence result). The goal of this subsection is to provide an existence and uniqueness result for
(21) in a quite indirect way. Indeed, we are not able to apply standard results like the Lax-Milgram theorem.
This will be clear because the norm (11) of W̃ is too strong to prove coercivity of the bilinear form. Rather, we
introduce a new weaker norm on W̃ which is not equivalent to (11) and for which W̃ is not closed.

Let us define a new norm ‖v‖
W̃? on W̃ by

‖v‖2
W̃? =

∑
r

‖v‖2L2(Xr)+
∑
r

‖ω · ∇v‖2L2(Xr)+‖v‖
2
L2

+
+
∑
F∈Fih

∫
F×S2

JvK2|ω · nF |, (27)

where L2
+ = L2(Γ+, (ω · n) dsdω). It is clear that there exist C > 0 such that ‖v‖

W̃? ≤ C‖v‖W̃ for any v ∈ W̃
but the reciprocal inequality does not hold true.

Proposition 3.6. The bilinear form ã, defined by (22), is coercive on W̃ for the norm (27). Namely, for
α = 1

2 min (σ0, σ
−1
∞ , 1) (independent of the choice of the mesh), we have

ã(v, v) ≥ α‖v‖2
W̃? ∀v ∈ W̃ . (28)

Proof. For any v ∈ W̃ , using Lemma 3.5, we have

ã(v, v) =
∑
r

∫
Xr

(
1

σ
(ω · ∇v)2 + σv2

)
+

∫
Γ+

v2(ω · n) +
∑
F∈Fih

∫
F×S2

{{v}}JvK(ω · nF ) +
1

2
JvK2|ω · nF |. (29)
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The term
∫
F×S2{{v}}JvK(ω · nF ), a priori signless, is eliminated by using Green’s formula. For this purpose, first

observe that∫
Xr

(
1

σ
(ω · ∇v)2 + σv2

)
=

∫
Xr

(
1

2σ

(
(ω · ∇v)2 + σ2v2 + (ω · ∇v + σv)2

)
− v(ω · ∇v)

)
,

thus ∑
r

∫
Xr

(
1

σ
(ω · ∇v)2 + σv2

)
=
∑
r

a?r(v)−
∑
r

∫
Xr

v(ω · ∇v),

where
a?r(v) =

∫
Xr

1

2σ

(
(ω · ∇v)2 + σ2v2 + (ω · ∇v + σv)2

)
.

On the other hand, owing to Green’s formula (15)∑
r

∫
Xr

v(ω · ∇v) =
1

2

∫
Γ

v2(ω · n) +
1

2

∑
F∈Fih

∫
F×S2

Jv2K(ω · nF ).

Next using Jv2K = 2{{v}}JvK, we obtain∑
r

∫
Xr

(
1

σ
(ω · ∇v)2 + σv2

)
=
∑
r

a?r(v)− 1

2

∫
Γ

v2(ω · n)−
∑
F∈Fih

∫
F×S2

{{v}}JvK(ω · nF ),

thus
ã(v, v) =

∑
r

a?r(v)− 1

2

∫
Γ

v2(ω · n) +

∫
Γ+

v2(ω · n) +
1

2

∑
F∈Fih

∫
F×S2

JvK2|ω · nF |.

On the other hand

−1

2

∫
Γ

v2(ω · n) +

∫
Γ+

v2(ω · n) =

∫
Γ

v2

(
−1

2
(ω · n) + (ω · n)⊕

)
=

1

2

∫
Γ

v2|ω · n|.

Thereby

ã(v, v) =
∑
r

∫
Xr

1

2σ

(
(ω · ∇v)2 + σ2v2 + (ω · ∇v + σv)2

)
+

1

2

∫
Γ

v2|ω · n|+1

2

∑
F∈Fih

∫
F×S2

JvK2|ω · nF |.

Since 0 < σ0 ≤ σ ≤ σ∞, we deduce

ã(v, v) ≥ 1

2

∑
r

∫
Xr

(
σ−1
∞ (ω · ∇v)2 + σ0v

2
)

+
1

2

∫
Γ+

v2|ω · n|+1

2

∑
F∈Fih

∫
F×S2

JvK2|ω · nF |,

which implies the desired result (28).

Proposition 3.7. Let u ∈ W be the unique solution to problem (1). If u ∈ W̃ , then it solves the broken
variational formulation (21) too.

Proof. This is immediate by the very construction of the broken variational formulation (21). Indeed, let u ∈W
be the solution of problem (1). If u ∈ W̃ , then its restriction to Dr is obviously a solution in Wr of the local
variational formulation (18) by virtue of Proposition 2.4, applied to the region Dr. Then, by Proposition 3.4,
u is also a solution of (21). The condition u ∈ W̃ can be seen as a kind of boundedness assumption since it
requires that u has suitable traces in L2(Γr+, (ω · nr) dsdω), for any subdomain r.

Theorem 3.8. (well-posedness). Assume that the solution u ∈W of (1) belongs to W̃ . Then, under assumptions
(2) on the data f , q and σ, problem (21) admits a unique solution in W̃ , which coincides with the solution to (1).

Proof. The uniqueness of the solution follows from the coercivity of the bilinear form ã established in Proposi-
tion 3.6. The existence of a solution was proved in Propostion 3.7.
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3.5 Upper bound on the bilinear form
We obtain an upper bound on ã(u, v) in terms of the norm ‖v‖

W̃? , defined by (27) (the one used for coercivity),
and a new stronger norm ‖u‖

W̃+ defined by

‖u‖2
W̃+ = ‖u‖2

W̃? +
∑
F∈Fih

‖{{u}}‖2L2
F
. (30)

Here L2
F := L2(F × S2, |ω · nF |dsdω) and

‖{{v}}‖2L2
F

=

∫
F×S2

{{v}}2|ω · nF |.

By definition ‖v‖
W̃? ≤ ‖v‖W̃+ , ∀v ∈ W̃ .

Proposition 3.9. The bilinear form ã, defined by (22), is bounded in the sense that there is M > 0 such that

|ã(u, v)| ≤M‖u‖
W̃+‖v‖W̃? for all (u, v) ∈ W̃ × W̃ , (31)

with M independent of the choice of the mesh.

Proof. Using 0 < σ0 ≤ σ ≤ σ∞ and Cauchy-Schwarz inequality, we can bound from above ã(u, v), defined by
(22),

|ã(u, v)| ≤ 1

σ0

∑
r

‖ω · ∇u‖L2
r
‖ω · ∇v‖L2

r
+ σ∞

∑
r

‖u‖L2
r
‖v‖L2

r
+ ‖u‖L2

+
‖v‖L2

+

+
∑
F∈Fih

‖{{u}}‖L2
F
‖JvK‖L2

F
+

1

2

∑
F∈Fih

‖JuK‖L2
F
‖JvK‖L2

F
, (32)

where L2
r = L2(Xr). We now consider the entire right hand side of (32) as a single scalar product

∑I
i=1 aibi

where the vector a collects all norms in u and b all norms in v. Using the inequality

I∑
i=1

aibi ≤

(
I∑
i=1

(ai)
2

)1/2 ( I∑
i=1

(bi)
2

)1/2

,

we obtain
|ã(u, v)| ≤ max

(
(σ0)−1, σ∞, 1)

)
α(u)β(v),

with

α(u)2 =
∑
r

‖ω · ∇u‖2L2
r

+
∑
r

‖u‖2L2
r

+ ‖u‖2L2
+

+
∑
F∈Fih

‖{{u}}‖2L2
F

+
∑
F∈Fih

‖JuK‖2L2
F
,

β(v)2 =
∑
r

‖ω · ∇v‖2L2
r

+
∑
r

‖v‖2L2
r

+ ‖v‖2L2
+

+ 2
∑
F∈Fih

‖JvK‖2L2
F
.

Recalling (27) and (30), we check that α(u)2 = ‖u‖2
W̃+ and β(v)2 ≤ 2 ‖v‖2

W̃? , which yields the desired upper
bound (31).

4 The discrete problem
The goal of this section is to construct a discrete approximation of the problem (21). In order to do this, we
build a finite dimension subspace W̃N,k of W̃ and consider the approximate problem:

find u ∈ W̃N,k such that ã(u, v) = L̃(v), ∀v ∈ W̃N,k

with the same bilinear form ã and linear form L̃ defined respectively at (22) and (24). The N index is related to
the spherical harmonics method PN used for the angular discretization and is described in section 4.1. In section
4.2 we present the Discontinuous Galerkin (DG) method, related to the index k, the maximum degree of the
polynomials used in the spatial approximation.
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4.1 Spherical harmonics method
The unit sphere S2 of R3 is parametrized by two angles θ and ϕ such that ω(θ, ϕ) ∈ S2 is defined by its
components ωx = sin θ cosϕ, ωy = sin θ sinϕ and ωz = cos θ, with θ ∈ [0, π] the colatitude (polar angle), and
ϕ ∈ [0, 2π] the longitude. A complete orthonormal basis of L2(S2) is given by the real spherical harmonics ymn (ω)
(see e.g [8, §7.5.5], [11]) and leads to the expansion formula of u:

u(x, ω) =

∞∑
n=0

n∑
m=−n

umn (x)ymn (ω). (33)

The components umn (x) = (u, ymn )L2(S2) of the flux u are called angular flux moments. The spherical harmonics
or PN method consist in the truncation of (33) to term of degree at most N :

uN (x, ω) =

N∑
n=0

n∑
m=−n

umn (x)ymn (ω). (34)

The operator PN : u 7→ uN define the orthogonal projection of L2(S2) to HN the set of all finite linear
combinations of spherical harmonics of degrees n ≤ N , HN = span{ymn ; 0 ≤ n ≤ N, −n ≤ m ≤ n}. Finally, we
introduce the subspace W̃N of W̃ -functions that can be written as linear combination of spherical harmonics of
degree not exceeding N :

W̃N =

{
u ∈ W̃ ; u =

N∑
n=0

n∑
m=−n

umn (x)ymn (ω)

}
. (35)

The finite dimension space W̃N,k will be build as a subspace of W̃N .

4.2 Spatial approximation
The space discretization amounts to approximate the angular flux moments umn by piecewise polynomial over
the mesh Dh. To any Dr ∈ Dh we associate a finite-dimensional space Pk(Dr) of d-variate polynomials of total
degree at most k on Dr. We introduce the space of piecewise polynomials over Dh

Pkh =
{
v ∈ L2(D); ∀Dr ∈ Dh, v|Dr∈ Pk(Dr)

}
. (36)

Then we consider the finite-dimensional space W̃N,k of functions in W̃N that have piecewise polynomials angular
moments umn on the mesh Dh:

W̃N,k =

{
u(x, ω) =

N∑
n=0

n∑
m=−n

umn (x)ymn (ω) such that umn ∈ Pkh

}
. (37)

By construction W̃N,k ⊂ W̃N ⊂ W̃ .

4.3 The full discretization
The fully discretized problem that we consider is then stated as follows:

find uNh ∈ W̃N,k such that ã(uNh , v) = L̃(v), ∀v ∈ W̃N,k, (38)

where ã and L̃ have been defined in (22) and (24) respectively.

Proposition 4.1. The discrete problem (38) has a unique solution uNh ∈ W̃N,k.

Proof. Since W̃N,k is of finite dimension, the coercivity of ã obtained from Proposition 3.6 is sufficient to prove
existence and uniqueness of a solution to problem (38).

The PN method comes in several variants depending on the variational formulation used and the spatial
approximation adopted. Some of these variants present problems at the interfaces which are still not completely
elucidated, the literature is rich in articles on this subject, see [41] and all the references cited therein. It is in
part for this reason that some solvers based on the PN method only deal with odd orders N . Proposition 4.1
shows that the numerical scheme studied in this work is not affected by these interface difficulties. The NYMO
solver [11] based on this numerical scheme works for odd and even orders N .
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Remark 4.2. Once a basis of Pkh is chosen, let us call it (ϕj(x))1≤j≤J , the coefficients umn,j ∈ R fully determine
the discrete flux

uNh (x, ω) =

N∑
n=0

n∑
m=−n

J∑
j=1

umn,jϕj(x)ymn (ω).

The dimension of the discrete space is

dim W̃N,k = dim(Pkh) dim(HN ) = card(Dh)

(
k + d

d

)
(N + 1)(

d− 1

2
N + 1).

The writing of the completely discretized problem (38) in matrix form reveals integrals over space and angle
in the entries of the matrices. These integrals can be calculated exactly for a large class of meshes having plane
or cylindrical faces, which can take into account the complexity of the geometries encountered in real applications
in nuclear reactor calculations, see [11].

5 Error analysis
The goal of this section is to prove the convergence of the above numerical scheme and exhibit a precise order
of convergence. If the broken variational formulation (21) were to fall in the scope of Lax-Milgram theorem,
the error analysis would be fairly standard. However it is not the case. Indeed, the bilinear form ã is coercive
for a weaker norm than that of W̃ , as shown in Proposition 3.6, and unfortunately, we are unable to prove the
continuity of the bilinear form ã with the same norm, see Proposition 3.9. As a first step, using the coercivity
result of Proposition 3.6 and upper bound on ã in Proposition 3.9, we obtain a Céa’s Lemma 5.1. In a second
step, using this Céa’s lemma, we obtain an upper bound on the numerical error.

5.1 Céa’s lemma
The goal is to derive an upper bound for the approximation error u− uNh , where u solves the original problem
(1) and uNh is the numerical solution of (38).

Lemma 5.1. Let u ∈W be the unique solution of (1) and assume that u ∈ W̃ . Let uNh ∈ W̃N,k be the discrete
solution of (38). There exists a constant C independent of k, h and N such that∥∥u− uNh ∥∥W̃? ≤ C inf

vNh ∈W̃N,k

∥∥u− vNh ∥∥W̃+ . (39)

Proof. Let vNh ∈ W̃N,k. Since u ∈ W̃ , from the continuous and discrete variational formulations (21) and (38), we
infer ã(uNh , w

N
h ) = ã(u,wNh ) for any wNh ∈ W̃N,k. So it is easy to verify ã(uNh −vNh , uNh −vNh ) = ã(u−vNh , uNh −vNh ).

Thus from the coercivity result of Proposition 3.6 and upper bound on ã in Proposition 3.9, we obtain

α
∥∥uNh − vNh ∥∥2

W̃? ≤ ã(uNh − vNh , uNh − vNh ) = ã(u− vNh , uNh − vNh ) ≤M
∥∥u− vNh ∥∥W̃+

∥∥uNh − vNh ∥∥W̃? ,

thus, we have
∥∥uNh − vNh ∥∥W̃? ≤ α−1M

∥∥u− vNh ∥∥W̃+ . To conclude, we write∥∥u− uNh ∥∥W̃? ≤
∥∥u− vNh ∥∥W̃? +

∥∥vNh − uNh ∥∥W̃? ≤
(
1 + α−1M

) ∥∥u− vNh ∥∥W̃+ ,

from which we deduce (39), with C = 1 + α−1M , since vNh is arbitrary in W̃N,k.

5.2 Error estimate
From now on it is assumed that (Dh)h>0 is a sequence of admissible meshes [19, Definition 1.57] with mesh-width
h going to zero. As is usual for obtaining error estimates of a numerical scheme, the solution u of the transport
equation (1) is assumed to be smooth (and therefore obviously belongs to W̃ ), more precisely to belong to some
Sobolev space. Following the notations of [22], we introduce Sobolev spaces with mixed smoothness order. Let
s ∈ N and t ∈ N, two positive integers, α ∈ Nd and β ∈ Nd−1 two multi-indices, with |α| = α1 + · · ·+ αd. Let us
denote by ∂αx the α-th weak derivative with respect to x and ∂βω the β-th weak derivative with respect to ω. We
then define

Hs,t(D × S2) =
{
u ∈ L2(D × S2); ∂αx ∂

β
ωu ∈ L2(D × S2), |α| ≤ s, |β| ≤ t

}
.
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The space Hs,t(D × S2) is equipped with the norm

‖u‖2Hs,t(D×S2) =
∑
|α|≤s
|β|≤t

∥∥∂αx ∂βωu∥∥2

L2(D×S2)
.

We shall also used the semi-norm

|u|2Hs,t(D×S2) =
∑
|α|=s
|β|=t

∥∥∂αx ∂βωu∥∥2

L2(D×S2)
.

Our first main result is the following convergence theorem.

Theorem 5.2. Assume that the unique solution u of the transport equation (1) belongs to Hk+1,t(D× S2). For
N ≥ 1 and k ≥ 1, let uNh be the discrete solution of (38). The following error estimate holds true∥∥u− uNh ∥∥W̃? ≤

c

N t
‖u‖H1,t(D×S2) + chk |u|Hk+1,0(D×S2) .

As a consequence ∥∥u− uNh ∥∥W̃? ≤ c‖u‖Hk+1,t(D×S2)

(
1

N t
+ hk

)
.

Remark 5.3. Theorem 5.2 does not prove convergence for k = 0. Furthermore, for k ≥ 1 it is suboptimal since
we expect an order of convergence of the type O

(
N−t + hk+1

)
, at least for the L2(D× S2)-norm. The numerical

experiments of section 7 confirm that a better rate of convergence holds true.

In the case k = 0 of a piecewise constant approximation (which corresponds to the finite volume method),
Theorem 5.2 can be improved because the streamline derivative term

∫
Xr

(ω · ∇u)(ω · ∇v) vanishes in the bilinear
form ã when one of its two arguments, u or v is piecewise constant in each element. Let us introduce a weaker
norm ‖·‖

W̃?
0
than ‖·‖

W̃? , which is precisely defined by (27) but without the streamline derivative term, namely

‖u‖2
W̃?

0
=
∑
r

‖u‖2L2(Xr)+‖u‖
2
L2

+
+
∑
F∈Fih

∫
F×S2

JuK2|ω · nF |. (40)

Our second main result is the following convergence theorem.

Theorem 5.4. For k = 0, assume that the unique solution u of the transport equation (1) belongs to H1,t(D×S2).
For N ≥ 1, let uNh ∈ W̃N,0 be the discrete solution of (38). The following error estimate holds true∥∥u− uNh ∥∥W̃?

0
≤ c‖u‖H1,t(D×S2)

(
1

N t
+ h

1
2

)
.

The proofs of both theorems are given in section 6.

6 Proof of the error estimates

6.1 Strategy of the proof of Theorem 5.2
The proof of Theorem 5.2 starts from inequality (39) in Céa’s lemma with the special choice uNh = πkhPNu∥∥u− uNh ∥∥W̃? ≤ C

∥∥u− πkhPNu∥∥W̃+ ,

where PN is the angular projection operator, defined by PNu = uN in (34) and πkh is the spatial projection
operator, defined as the L2-orthogonal projection of L2(D) onto Pkh defined by (36),

πkhPNu =

N∑
n,m

(πkhu
m
n )ymn . (41)

Using the triangle inequality leads to∥∥u− uNh ∥∥W̃? ≤ C
(
‖eN‖W̃+ + ‖ek‖W̃+

)
, (42)

where eN = u− PNu is the angular truncation error and ek = PNu− πkhPNu is the spatial approximation error
inside the space W̃N . The aim is therefore to obtain separate estimates of ‖eN‖W̃+ and ‖ek‖W̃+ .
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6.2 Interpolation estimates
In this subsection we recall polynomial interpolation inequalities in Lemma 6.1 and a spherical harmonics
approximation error in Lemma 6.2, as well as a bound on a partial sum of |umn |

2
Hk+1(Dr) in Lemma 6.3.

Lemma 6.1. ([19, §1.4.4] and [26, §4.3]) Let Dr be a cell of the mesh and F a face of the mesh. There exists a
positive constant c, independent of Dr, F and h, such that the L2-orthogonal projection operator πkh satisfies∥∥v − πkhv∥∥L2(Dr)

≤ chk+1 |v|Hk+1(Dr) ∀v ∈ Hk+1(Dr), (43)∣∣v − πkhv∣∣H1(Dr)
≤ chk |v|Hk+1(Dr) ∀v ∈ Hk+1(Dr), (44)∥∥v − πkhv∥∥L2(F )
≤ chk+ 1

2 |v|Hk+1(Dr) ∀v ∈ Hk+1(Dr). (45)

Lemma 6.2. ([22, Lemma 3.2]) There exists a constant c, independent of N , such that, for any g ∈ Ht(S2),
the Soblove space on the unit sphere of order t ∈ N, the truncation error satisfies

‖g − PNg‖L2(S2) ≤
c

N t
‖g‖Ht(S2).

Finally we recall a classical result. In the sequel, we use the notation
∑N
n,m =

∑N
n=0

∑m=n
m=−n.

Lemma 6.3. Under the assumption that the exact solution u belongs to Hk+1,0(D×S2), the following inequality
holds ∑

r

N∑
n,m

|umn |
2
Hk+1(Dr) ≤ |u|

2
Hk+1,0(D×S2) ,

where umn is the spherical harmonic decomposition of u, defined by (33).

Proof. Let α ∈ Nd a multi-index with |α| =
∑d
i=1 αi. By applying the derivation operator ∂αx to (33), it is easy

to see ∫
Dr×S2

(∂αx u)2 =

∫
Dr×S2

( ∞∑
n,m

(∂αx u
m
n )ymn

)2

,

as the family (ymn )n,m form an orthonormal basis of L2(S2), we obtain

‖∂αx u‖
2
L2(Dr×S2) =

∞∑
n,m

‖∂αx umn ‖
2
L2(Dr),

which gives by summation over all α such that |α| = k + 1

|u|2Hk+1,0(Dr×S2) =

∞∑
n,m

|umn |
2
Hk+1(Dr) .

The result announced in the lemma is obtained by summation over all regions of the mesh.

6.3 End of the proof of Theorem 5.2
From inequality (42) it remains to provide upper bounds for ‖eN‖W̃+ and ‖ek‖W̃+ . First, we rewrite

ek = PNu− πkhPNu =

N∑
n,m

(umn − πkhumn )ymn ,

and use the fact that (ymn )n,m is an orthonormal basis of L2(S2). We separate each term in the definition of the
norm ‖ek‖W̃+ .
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(i) Upper bound on ‖ek‖L2(Xr)

By othonormality of (ymn )n,m we obtain

‖ek‖2L2(Xr) =

N∑
n,m

∥∥umn − πkhumn ∥∥2

L2(Dr)
.

Using the interpolation inequality (43) leads to∥∥umn − πkhumn ∥∥L2(Dr)
≤ chk+1 |umn |Hk+1(Dr) .

It follows that, ∑
r

‖ek‖2L2(Xr) ≤ (chk+1)2
∑
r

N∑
n,m

|umn |
2
Hk+1(Dr) .

Using Lemma 6.3 we conclude that∑
r

‖ek‖2L2(Xr) ≤ c(h
k+1)2 |u|2Hk+1,0(D×S2) .

The estimates of the remaining terms follow the same kind of proof.

(ii) Upper bound on ‖ω · ∇ek‖L2(Xr)

For the convective term, since |ω| = 1, we have

‖ω · ∇ek‖2L2(Xr) ≤
∫
Dr×S2

d∑
i=1

|∂xiek|
2 ≤

N∑
n,m

d∑
i=1

∫
Dr

∣∣∂xi(umn − πkhumn )
∣∣2 ≤ N∑

n,m

∣∣umn − πkhumn ∣∣2H1(Dr)
.

Using the interpolation inequality (44) yields∣∣umn − πkhumn ∣∣H1(Dr)
≤ chk |umn |Hk+1(Dr) ,

which, after summation, leads to ∑
r

‖ω · ∇ek‖2L2(Xr) ≤ ch
2k |u|2Hk+1,0(D×S2) .

(iii) Upper bound on ‖ek‖L2
+

For the boundary term on ∂D, we rely on the interpolation inequality (45)

‖ek‖2L2
+

=
∑
F∈Fbh

∫
F×S2

e2
k(ω · n)⊕ ≤

∑
F∈Fbh

∫
F×S2

e2
k ≤

N∑
n,m

∑
F∈Fbh

∫
F

(umn − πkhumn )2.

Inequality (45) implies ∥∥umn − πkhumn ∥∥L2(F )
≤ chk+ 1

2 |umn |Hk+1(Dr) ,

thus
‖ek‖2L2

+
≤ c(hk+ 1

2 )2 |u|2Hk+1,0(D×S2) .

(iv) Upper bound on the jump ‖JekK‖ and mean ‖{{ek}}‖
A completely similar calulation leads to the following upper bound for the terms on the inner faces∑

F∈Fih

∫
F×S2

JekK2|ω · nF |+
∫
F×S2

{{ek}}2|ω · nF | ≤ c(hk+ 1
2 )2 |u|2Hk+1,0(D×S2) .
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(v) Upper bound on ‖ek‖W̃+

Therefore, summing up all terms, we obtain

‖ek‖W̃+ ≤ chk |u|Hk+1,0(D×S2) . (46)

(vi) Upper bound on ‖eN‖W̃+

We now turn to the estimate of the angular approximation eN = u− PNu. By virtue of Lemma 6.2 we obtain∑
r

∫
Dr×S2

|u− PNu|2 =
∑
r

∫
Dr

‖u− PNu‖2L2(S2) ≤
c

N2t

∑
r

∫
Dr

‖u‖2Ht(S2) =
c

N2t
‖u‖2H0,t(D×S2).

We have |ω · ∇(eN )| ≤ |∇eN |, since |ω| ≤ 1. Then,∑
r

∫
Dr×S2

|ω · ∇(u− PNu)|2 ≤
∑
r

∫
Dr×S2

|∇(u− PNu)|2

≤
∑
r

∫
S2

|u− PNu|2H1(Dr) ≤
c

N2t
‖u‖2H1,t(D×S2).

The other boundary terms are bounded from above in a similar fashion, leading to

‖eN‖W̃+ ≤
c

N t
‖u‖H1,t(D×S2). (47)

Finally, summing inequalities (46) and (47) leads to the desired result.

6.4 Proof of Theorem 5.4
In this subsection the polynomial order is k = 0. In a first step, we revisit the proof of Céa’s Lemma 5.1, using
the fact that the streamline derivative of piecewise constant functions is zero. Recall that, by its very definition
(40), the norm ‖·‖

W̃?
0
satisfy ‖v‖

W̃?
0
≤ ‖v‖

W̃? for any v ∈ W̃ . Similarly, one can define a new norm ‖·‖
W̃+

0
from

‖·‖
W̃+ (see (30)) by removing the streamline derivative term, namely

‖u‖2
W̃+

0
= ‖u‖2

W̃?
0

+
∑
F∈Fih

‖{{u}}‖2L2
F
.

When k = 0 the result of Céa’s lemma (with the same proof) reads∥∥u− uNh ∥∥W̃?
0
≤ C inf

vNh ∈W̃N,k

∥∥u− vNh ∥∥W̃+
0
. (48)

Indeed, coercivity of the bilinear form ã holds for the weaker norm ‖·‖
W̃?

0
. Furthermore, since there are no

streamline derivatives in the formula for ã(u, v) if one of the functions u or v is piecewise constant, the upper
bound on ã (coming from Proposition 3.9) is valid for the two norms ‖·‖

W̃?
0
and ‖·‖

W̃+
0
.

Eventually, the desired estimate is deduced from (48) by using the interpolation errors (43) and (45).

7 Numerical experiments
This section is devoted to some numerical tests performed with the NYMO software [11, 6, 7, 5], which is a
PN-transport solver of the CEA1 reactor physics platform APOLLO3® [42, 34]. The goal is to compare the actual
numerical errors with the theoretical error estimates obtained in section 5. To this end, we design numerical
experiments of escalating complexity.

We are interested in the transport source problem, i.e. the incoming flux f is considered to be zero in (1).
We prescribe a manufactured solution u, from which we deduce the corresponding source q such that equation (1)
is satisfied. The manufactured solutions are constructed with a finite number of angular moments. The angular
approximation orders are then chosen to be sufficiently high, so that the exact solution is in the approximation
space. There is therefore no error in angle, and only the error in space is studied. The solution is chosen such

1Commissariat à l’Énergie Atomique et aux Énergies Alternatives
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that it vanishes on the domain boundary. The chosen flux moments are polynomial, and when calculating the
source q, their derivatives are calculated exactly.

From now on, the numerical solution is simply noted uh. Then, we compute the L2-error on the angular flux
‖u(x, ω)− uh(x, ω)‖L2(X) and the L2-error on the derivative in the streamline direction ‖ω · ∇(u− uh)‖L2(X).

In practice, we merely compute the error projected in the space W̃N,k [1, §6.2.4]. For two successive calculations
where the mesh-width is divided by n, the order of convergence is calculated as p = logn( ehe h

n

).

For all experiments below, the calculation are performed in double-precision and linear systems are solved by
GMRES with a 10−10 tolerance and a Jacobi preconditioner is used. Coordinates in 2 and 3 dimensions are
denoted by x = (x1, x2) and x = (x1, x2, x3).

7.1 1D homogeneous
The spatial domain is the interval D = [0, 1]. It is homogeneous in the sense that the total cross-section is
constant on the domain, given by σ = 0.48. The transport source problem in 1D is written

µ
∂u

∂x
+ σu = q in ]0, 1[×[−1, 1] 3 (x, µ), u = 0 on Γ−.

Recall that yn(µ) are the normalized Legendre polynomials. The manufactured solution is chosen of order 2 in µ

u(x, µ) =

N=2∑
n=0

un(x)yn(µ), (49)

with un(x) = x(1− x) for all n. It is necessary to use at least a P3 approximation in angle in order to represent
the source q. The mesh of D is uniformly refined and the errors on the angular flux ‖u(x, µ)− uh(x, µ)‖L2(X)

and on the derivative of the angular flux ‖µ∂x(u(x, µ)− uh(x, µ))‖L2(X) are displayed in Table 1.

Nbr. of
elements ‖u− uh‖L2(X)

Order
(angular flux) ‖µ∂x(u− uh)‖L2(X)

Order
(derivative)

k = 0 spatial approximation, N = 3 angular approximation

2 1.910e-01 - 7.164e-01 -
20 2.423e-02 0.90 8.262e-01 -
200 2.463e-03 0.99 8.273e-01 -
2000 2.466e-04 1.00 8.273e-01 -

k = 1 spatial approximation, N = 3 angular approximation

2 4.797e-02 - 4.137e-01 -
20 5.411e-04 1.95 4.136e-02 1.00
200 5.484e-06 1.99 4.136e-03 1.00
2000 5.492e-08 2.00 4.136e-04 1.00

k = 2 spatial approximation, N = 3 angular approximation

2 2.213e-09 - 7.796e-09 -
20 2.721e-10 - 8.145e-09 -
200 3.191e-11 - 8.179e-09 -
2000 1.088e-11 - 8.182e-09 -

Table 1: Convergence orders for the scalar flux and its derivative for the 1D problem.

The numerical convergence orders are better than those given by Theorems 5.2 and 5.4. More precisely, we
obtain a convergence rate of order O(k + 1) for the angular flux in the L2-norm (thus better by one order for
k ≥ 1 and by one half order for k = 0) and a convergence rate of order O(k) for the derivative in the L2-norm
(exactly as predicted by our theoretical analysis). Moreover the error is zero (up to the GMRES tolerance)
when the approximation order reaches the one of the manufactured solution. Furthermore, in the k = 1 spatial
approximation, N = 3 angular approximation case, we note that the error on the streamline derivative is divided
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almost exactly by 10, resulting in a perfect slope of 1. The exact solution being continuous and polynomial, a
quick calculation shows that in this case, the error depends solely on an integral on its derivative. This integral
over a polynomial is calculated exactly.

7.2 2D homogeneous
Consider a square domain D = [0, 1]

2. It is homogeneous in the sense that the total cross-section is constant on
the domain, given by σ = 0.48. The manufactured solution is chosen as

u(x, ω) = u0
0(x)y0

0(ω) + u−1
1 (x)y−1

1 (ω) + u1
1(x)y1

1(ω),

with u0
0(x) = u−1

1 (x) = u1
1(x) = x1(1− x1)x2(1− x2), and ymn (ω) being the real spherical harmonics. Here, the

solution u is of order N = 1 regarding the angular variable, hence it is necessary to go at least to order N = 2 in
angle in order to represent the source q. The mesh of D is uniformly refined as displayed on Figure 1. The error
on the angular flux ‖u− uh‖L2(X), the error on the derivative in the streamline direction ‖ω · ∇(u− uh)‖L2(X)

and the error on the full gradient ‖∇(u− uh)‖[L2(X)]2 are reported in Table 2.
The same remark on the convergence orders, as in the 1D case, are in order. The numerical errors match

the theoretical error for the L2-norm of the derivative, but is 1 less (for k ≥ 1) or 1/2 less (for k = 0) for the
L2-norm of the angular flux. In addition, the rates of convergence for the streamline derivative and for the full
gradient are the same. Consequently, only the error on the streamline derivative will be presented in the rest of
this section. Finally, for N = 2 in angle and k = 4, the exact solution is included in the the approximation space,
therefore the errors reaches the requested GMRES tolerance.

GGR:  idGGR

COMB2

GGR:  idGGR

COMB2

GGR:  idGGR

COMB2

Figure 1: Uniform mesh refinement for the 2D problem.

7.3 3D homogeneous and heterogeneous
Consider a cubic domain D = [0, 1]3. The mesh is uniformly refined in each direction as shown in Figure 2. The
manufactured solution is chosen as

u(x, ω) =

N=1∑
n=0

m=n∑
m=−n

umn (x)ymn (ω),

with
umn (x) =

m+ 2

n+ 1
xn+1

1 (1− x1)xm+2
2 (1− x2)x3(1− x3),

for n ∈ {0, 1} and m ∈ {−n, . . . , n}. The solution u is P1 in angle and it is necessary to use at least order 2 in
angle in order to represent the source q.

Two different experiments are performed. In Table 3 the medium is homogeneous, with a constant total
cross-section σ = 0.48. In Table 4 the medium is heterogeneous and the total cross-sections are piecewise
constant, given on Figure 2. As in 1D and 2D, the numerical convergence order for the derivative is in accordance
with the theoretical one provided by Theorem 5.2, while it is one degree higher for the angular flux.

8 Conclusion
We proved an error estimate for the fully discrete linear Boltzmann transport equation using a discontinuous
Galerkin – spherical harmonics method. More precisely, for Hk+1,t(D×S2) smooth solutions, we proved that an
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Nbr. of
elements ‖u− uh‖L2(X) Order ‖ω · ∇(u− uh)‖L2(X) Order ‖∇(u− uh)‖[L2(X)]2 Order

k = 1 spatial approximation, N = 2 angular approximation

4 1.039e-02 - 9.062e-02 - 1.511e-01 -
16 2.790e-03 1.90 5.147e-02 0.82 8.529e-02 0.83
64 6.878e-04 2.02 2.657e-02 0.95 4.373e-02 0.96
256 1.674e-04 2.04 1.339e-02 0.99 2.195e-02 0.99

k = 2 spatial approximation, N = 2 angular approximation

4 1.348e-03 - 3.441e-02 - 5.699e-02 -
16 2.008e-04 2.75 9.608e-03 1.84 1.609e-02 1.82
64 2.700e-05 2.90 2.460e-03 1.97 4.154e-03 1.95
256 3.472e-06 2.96 6.187e-04 1.99 1.049e-03 1.99

k = 4 spatial approximation, N = 2 angular approximation

4 3.306e-10 - 1.392e-09 - 2.113e-09 -
16 2.841e-10 - 1.433e-09 - 5.272e-09 -
64 3.232e-10 - 1.449e-09 - 1.364e-08 -
256 5.329e-11 - 1.446e-09 - 1.961e-09 -

Table 2: Convergence orders for the angular flux and its derivatives for the 2D problem.
GGR:  idGGR    plane: 1/2

COMB1
COMB2
COMB3
COMB4

GGR:  idGGR    plane: 1/4

COMB1
COMB2
COMB3
COMB4

GGR:  idGGR    plane: 1/8

COMB1
COMB2
COMB3
COMB4

σ = 0.7 σ = 0.65 σ = 0.6 σ = 0.48

Figure 2: Radial section and uniform mesh refinement for the heterogeneous 3D problem.

approximation of order k ≥ 1 in space and N in angle converges at rate O
(
N−t + hk

)
. For k = 0 we obtained

that the convergence rate is O
(
N−t + h1/2

)
. Numerical experiments in 1, 2 and 3 dimensions show that our

theoretical error estimate is optimal for the derivative but is pessimistic for the angular flux. Actually, the
numerical error estimate is O

(
N−t + hk+1

)
for the L2-norm of the angular flux.

Therefore an obvious perspective and future work is to improve our theoretical error estimate. So far, our
efforts have not been successful although we tried some classical tricks like using weighted norms in terms of h
as in [25], [19, §2]. Concerning other aspects not addressed by this study, the analysis of the eigenvalue problem
(criticity) would be very relevant, as well as taking into account explicitly scattering and fission in the transport
model, especially anisotropic scattering.
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Nbr. of
elements ‖u− uh‖L2(X)

Order
(angular flux) ‖ω · ∇(u− uh)‖L2(X)

Order
(derivative)

k = 3 spatial approximation, N = 2 angular approximation

8 1.651e-04 - 3.866e-03 -
64 1.051e-05 3.97 6.520e-04 2.57
512 6.554e-07 4.00 8.771e-05 2.89
4096 4.117e-08 3.99 1.116e-05 2.97

k = 4 spatial approximation, N = 2 angular approximation

8 4.019e-05 - 1.294e-03 -
64 1.489e-06 4.75 1.043e-04 3.63
512 4.896e-08 4.93 6.923e-06 3.91
4096 1.555e-09 4.98 4.391e-07 3.97

k = 5 spatial approximation, N = 2 angular approximation

8 9.888e-06 - 3.308e-04 -
64 1.867e-07 5.73 1.226e-05 4.75
512 3.085e-09 5.92 3.992e-07 4.94
4096 4.962e-11 5.96 1.260e-08 4.99

Table 3: Convergence orders for the angular flux and its derivative for the homogeneous 3D problem.

Nbr. of
elements ‖u− uh‖L2(X)

Order
(angular flux) ‖ω · ∇(u− uh)‖L2(X)

Order
(derivative)

k = 3 spatial approximation, N = 2 angular approximation

8 1.619e-04 - 3.869e-03 -
64 1.041e-05 3.96 6.521e-04 2.57
512 6.496e-07 4.00 8.772e-05 2.89
4096 4.073e-08 4.00 1.116e-05 2.97

k = 4 spatial approximation, N = 2 angular approximation

8 4.028e-05 - 1.295e-03 -
64 1.485e-06 4.76 1.043e-04 3.63
512 4.880e-08 4.93 6.924e-06 3.91
4096 1.551e-09 4.97 4.391e-07 3.98

k = 5 spatial approximation, N = 2 angular approximation

8 9.808e-06 - 3.309e-04 -
64 1.853e-07 5.73 1.227e-05 4.75
512 3.066e-09 5.92 3.992e-07 4.94
4096 4.911e-11 5.96 1.260e-08 4.99

Table 4: Convergence orders for the angular flux and its derivative for the heterogeneous 3D problem.
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