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Abstract

We present a semi-supervised domain adaptation framework for brain vessel seg-
mentation from different image modalities. Existing state-of-the-art methods focus on a
single modality, despite the wide range of available cerebrovascular imaging techniques.
This can lead to significant distribution shifts that negatively impact the generalization
across modalities. By relying on annotated angiographies and a limited number of an-
notated venographies, our framework accomplishes image-to-image translation and se-
mantic segmentation, leveraging a disentangled and semantically rich latent space to
represent heterogeneous data and perform image-level adaptation from source to tar-
get domains. Moreover, we reduce the typical complexity of cycle-based architectures
and minimize the use of adversarial training, which allows us to build an efficient and
intuitive model with stable training. We evaluate our method on magnetic resonance
angiographies and venographies. While achieving state-of-the-art performance in the
source domain, our method attains a Dice score coefficient in the target domain that is
only 8.9% lower, highlighting its promising potential for robust cerebrovascular image
segmentation across different modalities.

© 2023. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.
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Figure 1: Maximum intensity projection (MIP) of a magnetic resonance angiography (left)
and minimum intensity projection (mIP) of a magnetic resonance venography (right) along
the three spatial axes.

1 Introduction
The accurate segmentation of the cerebrovascular tree is critical to multiple diagnostic and
therapeutic procedures and to the study of the brain’s health and associated pathologies. Due
to the intricate morphology of the cerebrovascular tree [7], different clinical applications
require different imaging techniques to visualize and analyze the brain vessels. Besides the
differences in the image appearance and intensity distributions, image modalities may also
vary in the type of vessels they target, i.e., either arteries or veins (see example in Figure 1).
This diversity results in a large distribution shift that causes automatic segmentation models
to fail when used across different image modalities. Given the variety of imaging techniques
to assess the brain vasculature [13], the lack of cross-modality generalization is particularly
limiting. Training, deploying, and maintaining a segmentation model per image modality is
an expensive and highly demanding task.

Domain adaptation (DA) has been an active research field to tackle the problem of dis-
tribution shift, also known as domain shift, by finding a mapping from the source data dis-
tribution to the target distribution with little to no labels available in the target domain [6].
Recent studies have shown promising results for different organs [6], among which the brain
and its main substructures [1, 10, 27]. Nevertheless, no current work has focused specifically
on the brain vessels. This can be explained by two factors. First, brain vessels are relatively
small objects within a large image volume [3] and the preservation of fine details is still a
challenging task for state-of-the-art DA methods. As a consequence, small objects are often
merged with the background, thus impeding their segmentation [23]. Second, while there
is a correlation between the morphology of arteries and veins, they occupy different posi-
tions in the brain, and arteries generally have larger sizes. This results in a domain gap that
encompasses variations in the overall image appearance, but also includes dissimilarities in
the structure and spatial arrangement of cerebral vasculature between the source and target
domains. As a result, there are currently no methods that can seamlessly be used to segment
both the arteries and the veins.

Given that brain arterial segmentation is a simpler and more widely explored task [16],
we aim at segmenting brain veins by relying primarily on annotated data from angiogra-
phy images. To this end, we develop a semi-supervised domain adaptation framework that
accomplishes both image-to-image translation and semantic segmentation of the cerebrovas-
cular tree, relying on a disentangled and semantically rich latent space to represent heteroge-
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neous volumetric data and to perform image-level adaptation from source to target domain,
where vessels have different properties. The ability to disentangle volume-related and vessel-
related image properties enables our method to generate a translation that transforms veins
into arteries only in appearance, while preserving crucial spatial information such as shape
and location. This bridges the gap between the two domains, which in turn enables easier
generalization from labeled source data to unlabeled target data and thereby facilitates the
segmentation of the vessels in both domains. Additionally, we reduce the typical complexity
of cycle-based architectures [31] by decreasing the number of components from multiple to
three: one generator, one discriminator, and one encoder. This reduction leads to more ef-
ficient utilization of computational resources and results in a simpler model, enabling faster
experimentation at training and easier deployment of the model in real-world scenarios. We
assess our method in the segmentation of vessels from magnetic resonance (MR) angiogra-
phy and venography images, while mainly relying on annotated angiographies. Our results
are particularly promising for the application of DA methodologies to the less-explored area
of brain vein segmentation.

2 Related Work
Multi-modal brain vessel segmentation. Although 3D brain vessel segmentation has been
extensively studied [16], few works have focused on the problem of cross-modality gener-
alization. In [18], the authors use morphological operators on paired T1-weighted MR and
time-of-flight magnetic resonance angiography (MRA) sequences, whereas [33] presents
a tensor voting strategy using paired computed tomography angiography and 3D phase-
contrast MR images. Although these works use the same algorithm to segment arteries from
different modalities, each modality requires a different initialization process or modality-
specific parameter tuning. Most recently, [3] proposed a neural architecture to segment arter-
ies and veins from different MR sequences. Artery segmentations from time-of-flight MRA
volumes resulted in a Dice score coefficient of 79.32%, whereas vein segmentations were
only assessed through visual inspection. A further limitation is that the network requires
separate training for each modality.
Domain Adaptation. Supervised DA methods [4, 32] simplify model training by assum-
ing that a small number of labeled data in the target domain are available. These methods,
however, require labeled target data, which is particularly costly to obtain for brain ves-
sels. Unsupervised DA (UDA) techniques avoid the use of target domain labels, leveraging
the potential information available in readily accessible unlabeled data. These techniques
can perform adaptation at the input/image-[27], feature-[24] or output-[1] level; or a com-
bination of two of the categories [2]. Among these, image-level alignment methods have
gained a lot of traction due to the success of image-to-image translation methods [31], which
convert source-domain images to target-domain images. However, many image-alignment
approaches rely on adversarial training [2, 17, 31], which is known to be unstable. Lastly,
only recently researchers have started to investigate semi-supervised domain adaptation for
medical segmentation [5, 14].

Closer to our objective, two recent works rely on DA techniques to tackle domain shift for
vessel segmentation. Peng et al. [19] use a disentangled representation and two segmentation
models, each specialized to its own domain, in a collaborative UDA learning module for 2D
retinal segmentation. Gu et al. [5] propose a semi-supervised method for cross-anatomy do-
main adaptation on 2D images that employs domain-specific batch normalization and cross-
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Figure 2: Two-phase training algorithm. Images xi from domains S and T are fed into the
model, composed of the generator G, the discriminator D and the encoder E. The modules
are trained in two separate phases. Phase 1 (top) trains G in an adversarial fashion to learn a
smooth and semantically rich latent space. Phase 2 (bottom) trains E to perform image-to-
image translation and refines G to also generate segmentation masks ŷt

i and ŷs
i .

domain contrastive learning within a self-ensembling mean-teacher framework. Although
these two approaches have reported promising results, we argue that the task of segmenting
the cerebrovascular tree is more arduous, primarily due to the significant gap that exists be-
tween arteries and veins, as well as the intricate three-dimensional complexities inherent in
their structure.

3 Method
Let us denote S and T as the source and target domains. We denote S = {xs

i ,y
s
i}N

i=1 a set
of N labeled images from S, i.e., a set of labeled angiographies, TU = {xt

j}M
j=1 a set of M

unlabeled images from T , i.e., a set of unlabeled venographies, and TL = {xlt
k ,y

lt
k }m

k=1 a target
labeled dataset consisting of m ≪ M annotated images, also from T . Figure 2 illustrates our
proposed end-to-end framework to segment venographies using annotated angiographic data
in a semi-supervised fashion by encapsulating conditional image generation, image-to-image
translation, and image segmentation.

Our framework consists of three elements: 1) a generator G, which is responsible for
constructing a smooth and semantically rich latent space that can represent a heterogeneous
range of images from S and T and for producing the final segmentations in T ; 2) a discrim-
inator D that enables the training of G; and 3) an encoder E that performs image-to-image
translation across domains. The three modules are trained in two phases. The first phase
trains G to build its smooth and semantically rich latent space W . The second phase trains
E to achieve image-to-image translation. By decoupling the training into two phases, we
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guarantee that only the first phase involves an adversarial training routine, a highly desirable
property to enforce stable and fast convergence.

Phase 1. G is trained to learn a function g that maps a latent vector wi ∈W into the corre-
sponding image x̂i, in either S or T . The images generated by G are fed into the discrimi-
nator D, which is trained in an adversarial manner along with the generator G to distinguish
between real and fake samples. In the meantime, the generator’s objective is to fool the
discriminator by retrieving images of indistinguishable quality from the original images, for
both S and T .

Without loss of generality, we adopt a StyleGAN2 architecture [11] for G and D, given
its well-established ability to disentangle high-level features in the latent space W during
training. The property of disentanglement grants the generator the ability to control and vary
specific features of the generated images independently of others. This provides control over
the generated images. Additionally, manipulation of features such as intensities, textures,
location and shape of vessels can be handled separately, allowing the next phase to establish
mappings between arteries and veins at different semantic levels.

Phase 2. The encoder E is trained to learn a function e that inverts the generative func-
tion g, i.e., discover the corresponding latent representation of an image in both S and T .
The main goal of E is to perform image-to-image translation under the assumption that all
vessel properties are disentangled within the latent space W . Due to this property, the en-
coder is able to establish correspondences between the two source and target domains at
a high level of abstraction [25, 26], discovering mappings that differentiate between vari-
ous vessel characteristics, such as altering vessel intensities, while preserving their spatial
arrangement. To achieve this, E is trained in three possible configurations, which are alter-
nated by providing the model with an interchangeable binary label. When the label aligns
with the domain of the inputted images, the encoder retrieves their reconstructions within
the same domain (Configuration 2.1). When the label is inverted, the encoder retrieves inter-
domain translations in the opposite domain, i.e., angiogram-to-venogram (Configuration 2.2)
or venogram-to-angiogram (Configuration 2.3) translations. By feeding the model with op-
posite labels in succession, the encoder gains a cyclical behavior. This enables the com-
putation of cycle-consistency losses without the need for two encoder-decoder pairs, which
represents a reduction in complexity and computational cost compared to traditional cycle-
based approaches [31].

In order to achieve segmentation, the generator is extended by adding a label-synthesis
branch [30], consisting of three fully-connected layers attached to the feature vectors of G.
With this, we aim to avoid the use of a separate segmentation module, thus decreasing com-
putational requirements. By freezing all other parameters in the framework, the branch is
optimized in isolation, with the assistance of labeled samples from S and TL, to return a se-
mantic segmentation mask that aligns with a generated image. Differently from reconstruc-
tion and cycle-consistency, segmentation losses are computed only when labels are available,
i.e., for S and TL. After one cycle, losses are propagated into E and G only once for the most
recent pass. Figure 3 provides a detailed breakdown of Phase 2.

Inference. Given an unseen target image xt , our model generates its reconstruction in the
original target domain, i.e., x̂t , and its inter-domain translation, which accounts for translat-
ing xt into S, i.e., x̂s. Additionally, G generates the corresponding segmentation mask, ŷt

and ŷs, from its label-synthesis branch for both x̂t and x̂s. Both masks contain valuable infor-
mation pertaining to vessel segmentation within the target domain. For this reason, the final
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Figure 3: Phase 2 of the training algorithm alternating intra-domain (2.1) and inter-domain
(2.2 and 2.3) configurations. We compute the sum of mean squared error and LPIPS [29] for
reconstruction and cycle-consistency losses LR, and the sum of Dice and cross-entropy for
segmentation losses LS. The backpropagation of LR updates only the weights of E, while
LS affects both E and G.

predicted segmentation mask is obtained as the average of ŷt and ŷs before the final argmax
operation.

4 Experiments and Results

4.1 Experimental Setup

Datasets and Preprocessing. We use a subset of 49 time-of-flight (TOF) MRA volumes se-
lected at random from the OASIS-3 database [12], with median dimension 576×768×232
and voxel size 0.60×0.30×0.30, as the source database S. This selection includes 27 cogni-
tively normal patients, as well as 10 patients at various stages of cognitive decline, all adults
ranging in age from 42 to 95 years. For the target database T , we use a set of 28 suscepti-
bility weighted imaging (SWI) venographies, with median dimension 480× 480× 288 and
voxel size 0.50× 0.50× 0.50. The database was obtained from retrospective studies previ-
ously conducted at <ANONYMIZED> and includes adult subjects with no lesions visible
on SWI. The source database and 11 volumes in the target database have associated brain
and vessel masks. Brain masks were obtained using SynthStrip [8] for the source database
and HD-BET [9] for the target database, while vessel masks were manually annotated by an

Citation
Citation
{Zhang, Isola, Efros, Shechtman, and Wang} 2018

Citation
Citation
{LaMontagne, Benzinger, Morris, Keefe, Hornbeck, Xiong, Grant, Hassenstab, Moulder, Vlassenko, Raichle, Cruchaga, and Marcus} 2019

Citation
Citation
{Hoopes, Mora, Dalca, Fischl, and Hoffmann} 2022

Citation
Citation
{Isensee, Schell, Pflueger, Brugnara, Bonekamp, Neuberger, Wick, Schlemmer, Heiland, Wick, Bendszus, Maier-Hein, and Kickingereder} 2019



GALATI ET AL.: A DOMAIN ADAPTATION FRAMEWORK FOR VESSEL SEGMENTATION 7

expert.
Each volume was standardized based on its mean and standard deviation and rescaled

to have a uniform spacing of [0.5, 0.5, 0.5] mm between adjacent voxels. Next, 2D slices
were extracted from the volumes, and each slice was clipped and normalized in the range
[−1,+1]. The slices were also padded and cropped to a fixed size of 512×512 pixels. The
segmentation masks were one-hot encoded into a single label of size 3×512×512 (with an
extra dimension for the background).

Setup. The training set consists of 45 TOF images (S), 17 SWI venographies without an-
notations (TU ) and 3 annotated SWI venographies (TL). Four annotated SWIs are used for
the validation set, whereas the remaining four annotated angiographies and four annotated
venographies are kept for testing.

We compare our method against four DA state-of-the-art methods:
1) Synergistic image and feature adaptation (SIFA) [2], an UDA technique based on
image-to-image translation for multi-class medical segmentation;
2) SynthSeg [1], an UDA 3D output-level alignment method based on synthetic data gener-
ation for brain synthesis and segmentation;
3) Contrastive Semi-supervised learning for Cross Anatomy Domain Adaptation (CS-
CADA) [5], a semi-supervised DA method relying on feature alignment, which has been
tested for 2D coronary artery segmentation; and
4) DCDA [19], an UDA technique based on style representation transfer, specifically de-
signed for retinal vessel segmentation.

Additionally, we include a Sato filter [21] for vessel enhancement as a baseline model.
The segmentation results obtained on the test set are quantitatively assessed using the Dice
coefficient (Dice), the centerlineDice (clDice) [22], precision and recall.

Implementation Details. We implemented our framework in PyTorch 1.9.1. Both Phase
1 and Phase 2 were executed with a batch size of 4 images and trained respectively for
250k and 50k iterations. We retained the model with the best validation performance for
the final evaluation. The generator G and discriminator D are based on the architectures of
StyleGAN2 [11], while the label-synthesis branch is adapted from DatasetGAN [30]. The
input images are encoded into the extended latent space W+ of StyleGAN2, as formulated
in [20]. The architecture of E is inspired by [28], which utilizes a ResNet backbone and mul-
tiple output branches: one for latent code prediction, the others for feature tensor prediction.
These are filtered and passed to G through a dynamic skip connection module [26], which
establishes fine-level content correspondences.

For SIFA, SynthSeg, CS-CADA and DCDA, we used the implementations proposed in
the original publications, following the respective training schedules. The Sato filter was
implemented in C++ using the ITK library1. We trained, validated and tested our proposed
method as well as the state-of-the-art methods on two NVIDIA GeForce RTX 2080 Ti GPUs.

4.2 Results

We first assess the intra-domain vessel segmentation performance of our method using the
angiography images within the test set. Our model achieves Dice of 79.3± 4.4%, a clDice
of 78.7± 5.3%, precision of 83.1± 1.4% and a recall of 76.2±7.4%. The obtained results
are comparable with state-of-the-art methods for artery segmentation [3, 15].
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Table 1: Performance comparison of different DA methods in the target domain, i.e., four
testing venographies. We report mean Dice, Precision, Recall and clDice (in %) with stan-
dard deviations.

SIFA SynthSeg CS-CADA DCDA Sato Ours

Dice
Vessels 0.8 ± 0.2 37.3 ± 4.4 51.4 ± 1.7 4.5 ± 0.4 44.2 ± 7.2 70.4 ± 2.4
Brain 91.5 ± 0.4 79.6 ± 3.8 91.5 ± 0.8 - - 97.5 ± 0.2

Precision
Vessels 11.6 ± 1.2 42.3 ± 9.2 58.6 ± 6.7 14.8 ± 3.5 42.7 ± 6.4 66.8 ± 5.2
Brain 84.8 ± 0.7 69.4 ± 5.5 89.6 ± 0.8 - - 97.6 ± 0.3

Recall
Vessels 0.4 ± 0.1 33.9 ± 1.6 46.2 ± 2.2 2.7 ± 0.2 46.1 ± 9.3 74.9 ± 3.0
Brain 99.3 ± 0.1 93.6 ± 0.5 93.5 ± 1.1 - - 97.4 ± 0.5

clDice Vessels 0.8 ± 0.2 48.2 ± 4.7 58.0 ± 2.8 3.9 ± 0.2 50.0 ± 6.7 74.8 ± 2.4

We evaluate our method’s performance in the target domain, i.e., venographies, and we
compare it against state-of-the-art DA methods and the Sato filter. For the sake of fairness,
in addition to vessel segmentation, we report the results obtained for cross-modality brain
segmentation since most methods (i.e., SIFA, SynthSeg and CS-CADA) have been originally
conceived to segment large objects, such as the brain. Table 1 reports the obtained results.

While the brain segmentation results are generally satisfactory, most of the methods show
poor performance at segmenting vessels, being surpassed by the simpler Sato filter. Despite
being provided with only 3 target annotations, the proposed method succeeds in segmenting
vessels by linking arteries and veins across the two modalities, achieving high performance
in both domains. In particular, our proposed method bridges the large domain gap that
encompasses not only low-level features, such as intensities and textures, but also high-level
features, such as variations in the locations and shapes of arteries and veins.

Figure 4 presents a visual comparison of the results at different locations of the brain. We
observe that, in some cases, spatial correspondence is lost during translation, e.g., DCDA
mixes top and bottom slices. Methods like SIFA focus on translating the overall appearance
of the image, perhaps because it has been designed to deal with the adaptation of objects
at a larger scale. Although CS-CADA achieves the second highest Dice on the brain, its
performance drops when detecting veins in our testing set. We hypothesize that, despite
being designed to address significant domain gaps, CS-CADA may not be well-suited for
highly complex 3D problems. Our method is able to disentangle the volume-related image
properties, such as spatial information and appearance, and the vessel-related properties,
such as intensities, textures, shapes, and locations. As a consequence, our method generates
a translation that resembles a TOF image in terms of style while retaining the SWI’s content,
thus leading to a fair vessel segmentation result.

5 Discussion and Conclusion

In this paper, we proposed an end-to-end semi-supervised domain adaptation framework
for accurately segmenting 3D brain vessels using primarily annotations from arterial im-
ages, which are easier to obtain. We addressed the challenge of domain shift caused by
the differences in imaging modalities, not only concerning the general appearance but also
the different vessels they target (arteries or veins). Our approach relies on the StyleGAN2
architecture, which allows to represent heterogeneous volumetric data and bridge the large
domain gap between angiography and venography brain images.
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Figure 4: Visual comparison of the results produced by different methods for brain and vein
segmentation from SWI images. Brain masks are indicated in red, vessels in green. From
the 1st to the 3rd row we display in order a top-level, a middle-level and a bottom-level slice.

In accordance with the goal of reducing complexity in cycle-based architectures, our
network was optimized and constructed from a single generator, discriminator, and encoder.
We highlight how this design brings an advantage in terms of memory requirements and
model comprehensibility, facilitating its debugging and understanding during experimenta-
tion and its deployment in real-world scenarios. Our method performs conventional image-
level alignment with high performance, despite other techniques, such as SIFA or DCDA,
build on more complex architectures. In particular, SIFA counts three distinct discrimi-
nators, two encoder-decoder networks and one segmentation module, while DCDA includes
four encoder-generator pairs and two segmentation networks. These differences demonstrate
the efficacy of our approach in building an efficient and intuitive model without sacrificing
performance. Moreover, its training was stabilized and accelerated by designing a two-phase
learning algorithm that minimizes the use of adversarial training.

Although our approach outperforms DA state-of-the-art methods, we acknowledge that
there is still room for improvement, and this problem remains a challenging task. To the best
of our knowledge, this is the first attempt to achieve artery-to-vein translation. Nevertheless,
our results show a promising performance at segmenting the brain veins in a semi-supervised
domain adaptation scenario, despite the inherent difficulty of the problem posed by the sig-
nificant gap between veins and arteries and the intricate morphology of the cerebrovascular
tree. Overall, our work highlights the potential of domain adaptation methodologies for
improving brain vessel segmentation, and we hope it can inspire further research in this area.
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