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Abstract. Many choice problems cannot be solved exactly and use
several estimation algorithms that assign scores to the different avail-
able options. The estimation errors can have various correlations,
from low (e.g. between two very different approaches) to high (e.g.
when using a given algorithm with different hyperparameters). Most
aggregation rules would suffer from this diversity of correlations. In
this article, we introduce Embedded Voting (EV), an aggregation rule
designed to take correlations into account, and we compare it to other
aggregation rules in various experiments based on synthetic data.
Our results show that when sufficient information about the correla-
tions between errors is available, a maximum likelihood aggregation
should be preferred. Otherwise, typically with limited training data,
EV outperforms the other approaches.

1 Introduction

We consider the problem of score aggregation through the general
choice problem of having to choose one item from a set of options
called candidates. The actual utility of each candidate is unknown
and impossible to compute, but we have access to human or software
agents that can provide a noisy estimate of it. How to select the best
possible candidate?

In the aggregated output, the errors of the individual agents should
ideally mitigate one another and produce a collective decision that
would outperform the one of a single agent, like in the seminal Con-
dorcet Jury Theorem [9]. However, two issues can hamper aggrega-
tion. The first one is the varying accuracy of the agents. Although of
great importance, this issue is outside the scope of this paper, where
we focus on the second one: correlations between agents.

This problem can arise from various reasons. In the case of soft-
ware agents, it is frequent to use several variants of an algorithm,
or the same algorithm with different hyperparameters. In the case
of human experts, some of them may share a common sociocultural
background or prior deliberation on the topic at hand, which may
give them a common bias.

These correlations, which may be unknown to the aggregation
rule, may hinder its performance. Consider the following toy exam-
ple: Three algorithms are used, two of them being exact clones (they
always return the same estimate). Unaware of the clones, the aggre-
gation rule uses the median score. As the median estimate is always
the one of a clone, the aggregation behaves exactly as any of the
clones, and the potential benefit from the independence of the third
algorithm is lost.

* Corresponding Author. Email: theo.delemazure @dauphine.eu

1.1 Related Work

Our model is close to the one of epistemic social choice, in which
voters have noisy estimates of the candidates’ true values. Some
works investigate the quality of the results of specific voting rules
in this model [24, (8. [10].

Decisions based on the aggregation of scores appear in many con-
texts, not necessarily related to the human activity of social choice. In
regression analysis, the quality of prediction can be improved by ag-
gregating the results of different algorithms. For example, the meth-
ods of boosting and bagging achieve some form of aggregation [28].

When several estimations are available for the same problem, it is
common for some of them to be correlated, for example when the
same technique is used with different hyperparameters or different
training datasets. Since these correlations can be harmful for aggre-
gation, many of the main methods require the panel of algorithms to
be diversified [14]. In particular, this avoids biasing the results in the
direction of a potential “majority group”. Here, we do not assume
this diversity constraint to be satisfied.

Our topic is also close to the Unsupervised Ensemble Learning
problem, where the goal is to find the best way to aggregate the out-
puts of a family of classifiers without any feedback. Some methods
in this area address the problem of correlated classifiers [6, [16} [18].
These methods are also useful in the crowd-sourcing framework in
which agents might be correlated. However, in their setting, each
choice problem always examines the same candidates (e.g. “cat” and
“dog”) in different situations (e.g. images to classify), whereas in our
setting, there is no obvious mapping between the candidates of any
two distinct choice problems.

Finally, there is a vast literature in statistics applied to physics on
the problem of aggregating correlated measures of the same quantity
to reduce the noise [131 [15} 25 126]. In particular, the method called
BLUE is equivalent to the model-aware benchmark that we present
in Section [21} 122]]. But our general problem differs as we do
not assume any prior knowledge on the distributions and the corre-
lations of the estimators. Moreover, we focus on the choice problem
of selecting the best candidate, which is not the same as inferring
one value from noisy estimates. We also differentiate ourselves by
proposing a novel method based on spectral decomposition for this
problem.

It is worth noting that this paper introduces a new choice rule
where the identification of correlations between agents is based on
the classic data preprocessing technique known as Singular Value
Decomposition (SVD) [30]. The use of SVD is not uncommon in re-
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lated fields such as Multi-armed Bandits [1] (to compute upper con-
fidence bounds) and recommendation systems [3] (for collaborative
filtering). However, to the best of our knowledge, this is the first time
that SVD is applied to a choice problem based on noisy estimations
by correlated agents.

1.2 Contribution

In this paper, we propose a new aggregation technique, Embedded
Voting (EV), inspired by the notion of Nash product (cf. Section[23).
EV uses spectral analysis to mitigate the impact of correlations. We
validate the interest of this technique in a controlled model where
agents only differ by the correlations between them, but not by their
accuracy. We compare it to other approaches, using as upper bound
a maximum likelihood technique based on a full knowledge of the
model parameters.

Our main findings are that with a prior training, EV is on par with
the upper bound, except when all noise parameters are high (cf. Sec-
tion [£.3); without training, EV is the best of all the untrained ag-
gregation rules of our benchmark throughout all our experiments,
with a performance that is generally very close to its trained version,
meaning that it can generally infer the relevant information about
the correlations just by considering the options of the present choice
problem.

The rest of the paper is organized as follows. Section [2| presents
our proposal for score aggregation. Section 3| gives a first experimen-
tal validation. Section ] explores how various parameters impact the
performance of the proposed solutions. Section [5|concludes.

2 Score Aggregation

Our notations are inspired by the field of computational social
choice [5]]. We consider a choice problem with a given set C =
{c1,...,cm} of m candidates. Each candidate ¢; € C has a utility
u(cj) € R. We want to select a candidate with the highest possible
utility.

However, the utility values cannot be directly observed . Instead,
we have access to a set A = {ai1,...,a,} of n agents that pro-
vide utility estimates. Formally, each agent a; assigns a score to
each candidate c¢;, denoted by s;(c;) € R. We also introduce
€i(cj) = si(cj) — u(cj), the (unknown) noise of agent a; for can-
didate c¢;. We view €;(c;) as a random variable to enable the use of
a probabilistic framework. All the scores can be represented in an
a function f that associates to S a candidate f(S) € C. Our goal is
to maximize E (u(f(S))). The rest of this section presents different
approaches to solve this problem.

2.1 Welfare-Based Approaches

In many contexts, the utilitarian welfare is a good metric to select a
winner from a list of candidates. In our case, viewing the scores as
subjective utility values, the corresponding aggregation rule is as fol-
lows: compute the welfare of each candidate as the sum of its scores,
wuil(¢s) == Y. si(c;); then choose a candidate with maximal
welfare. This rule is equivalent to selecting the candidate with the
highest average score. It is usually called Range Voting (RV) in the
literature of computational social choice [27].

If the noise functions ; are drawn from independent and identical
Gaussian distributions, then RV is the optimal aggregation rule (see
Theorem 4.1 of [19] or Section[3.2). However, we precisely focus on
cases where they are not independent. For example, consider n = 24

agents such that 20 of them are strongly correlated and each of the
remaining 4 is independent of all the others. In most cases, the util-
itarian welfare will mostly depend on the scores given by the large
group of 20 agents, and the information given by the 4 independent
agents will mostly be ignored. More generally, the lack of diversity
can significantly decrease the quality of the results given by the util-
itarian welfare maximization [[14}23]].

A variant of RV consists in processing the raw scores before sum-
ming them in order to mitigate the impact of large errors. For ex-
ample, we can apply a Heaviside step function shifted by a given
threshold . In that case, the welfare of a candidate is simply the num-
ber of agents that rate the candidate above the threshold, which is a
form of Approval Voting (AV) |5, p. 53]. Note that AV increases the
odds of having multiple candidates that maximize the welfare, espe-
cially if the number n of agents is small. Therefore, the choice of the
tie-breaking rule may be important.

Another notion of welfare is the Nash Product (NP), widely
used in game theory [17, 20]. It has appealing fairness properties
in numerous contexts, like collective decision making or project
fundings [2| 4} [7, [12]]. Assuming that all scores are positive , the
Nash product of a candidate is defined as the product of its scores:
wNash(¢;) =[]}, si(c;). It also suffers in the case of varying cor-
relations: for example, if one independent agent mistakenly doubles
the score of a candidate, then the welfare of the candidate is doubled,
but if a group of k correlated agents do the same, then the welfare of
the candidate is multiplied by 2*.

2.2 Maximum-Likelihood Approaches

Viewing the noises as random variables, it is natural to use a max-
imum likelihood estimator [11]]. With perfect information about the
joint distribution of the noises, it can give the best possible estimates
for the utility values of the candidates (Section[3.2] gives an example
of exact computation). However, it is impossible in general to deter-
mine the characteristics of these distributions from the observed data
alone. For example, consider the following case with n = m = 2:
s1(c1) = s2(c1) = 10 and s1(c2) = s2(c2) = 15, i.e. both agents
estimate that the first candidate has utility 10 and the second has util-
ity 15. It is possible that both agents are error-free and that 10 and
15 are the two utility values. But it is also possible that both agents
are noisy and fully correlated, that both candidate have the same util-
ity, and that the difference between the values 10 and 15 just comes
from the shared error of the agents. The two cases are impossible to
distinguish from observation alone.

2.3 Our Proposal: Embedded Voting

We now introduce our aggregation rule, whose goal is to exploit cor-
relations between the agents without requiring prior knowledge on
the ground truth or the noise model.

To start with, consider the following ideal case: the set of agents
A is partitioned into k perfectly identified groups A1, ..., Ax. The
agents of the same group are fully correlated (they always yield the
same estimates) while agents from different groups are independent.
All the agents have the same accuracy. We focus on the extraction of
some welfare value w(c;) associated to a given fixed candidate c;,
based on the estimates s;(c;) as in Section

Contrary to most classical voting rules, which are anonymous, in
the sense that they treat voters symmetrically [S]], here we want to
use the additional information that we have about the agents in order
to weigh them. In particular a desired property would be that the
impact of a given group of identical agents does not depend on its



size. A natural way to achieve this is to assign the same weight to
each group. If using the utilitarian welfare, this leads to the average
of the average scores of each group, which results in the following
welfare for candidate c;:

wler) =1 30t 2 sile) ()

If the scores are positive , one can also consider the Nash product
of the utilitarian welfare of each group, defined as:

w(e;) =[] > sile. @

l=1a;€A;

Equation [2]is affected by the size of the groups, like Equation [I]
but with the same scaling factor for each candidate: for example, if
we double the size of one group, it simply doubles the welfare of
each candidate, which does not change the outcome of the choice
problem.

However, in practice, groups cannot be precisely delimited: the
correlations within the groups may be hard to identify, or some agents
may share correlations with several groups. Yet, it is possible to use
spectral analysis to infer the underlying groups and generalize Equa-
tion 2]to arbitrary cases.

But keep on considering the ideal case for the moment. We can
represent the link between agents and groups by vectors: to each
agent a; € Ay, associate the 1 x k vector & = (1y—)1<r<i (1
at the ™ position, 0 everywhere else). We call é; the embedding of
agent a;.

Using the embeddings, define the n X k score matrix M of can-
didate c; as follows:

v/s1(cj)él

M; = : : 3)
v sn(cj)ér

Denote by (A1,...,Ag) the singular values of the matrix M;,
obtained by SVD [30]. Up to re-indexing, we have the relation
N2 = > ira;ca, Si(c;) (the square root in (B) provides the benefit
of this simple formula). Thus, each \; represents the utilitarian wel-
fare of the group A;. In particular, the product Hle A2 is exactly
the welfare value defined by Equation 2]

Using spectral analysis may seem excessive in the ideal case where
the partition is perfect and known. However, its main advantage is
that it is based on some embedding of the agents that can convey
more information than a simple partition. In particular, we can extend
Equation |2| to a more general case if we can infer an embedding of
the agents.

To this end, we simply define the estimated embedding vectors é;
of the agents as their score vectors (including the scores on a po-
tential training set of candidates), normalized such that all the score
vectors of the agents have the same mean and standard deviation.
More specifically, we have the 7™ component of agent 7 set as:

o . Sile) —avggsiey) @
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Then for each candidate c;, we define M ; similarly to Equation (3).
Note that its size is n X m, instead of n X k for M in the ideal case.

For a given candidate c;, denote (A1, ..., Amin(m,n)) the singular
values of M ; sorted in descending order. M ; can contain redundant
dimensions (in particular if the agents are correlated), so we would

like to compute the welfare w(c;) as the product Hle A2 of the
k greatest singular values, where k would estimate the number of
relevant dimensions in the embedding of the agents.

To estimate k, we define § = (é;,) j, the normalized full score
matrix, and we set k to the number of singular values above 0.95
times the average of all min(m, n) singular values of S

We call the resulting method Embedded Voting (EV).

As an illustration, let us apply this method to the ideal case, in the
limit of a large dataset (i.e. large m). By definition in Equation[d]} all
vectors ¢; have norm 1. When two agents are fully correlated, they
have the same embedding vector. And when two agents 4 and i’ are
independent, then by definition of independence, their vectors é; and
ei{/ are orthogonal in the limit of a large dataset. So the estimated
embedding (€;); will be the same as (€;);, up to an orthonormal
change of basis. It is then easy to prove that the singular values of
S tend to (JAil, ..., Ax|,0,...,0) in the limit of a large dataset.
The average singular value is (3, |4])/n = 1, so the number k
of singular values higher than 0.95 the average is precisely k. Now
consider a candidate j. Once again, M. ; is the same as M, up to an
orthonormal change of basis and addition of irrelevant dimensions
due to the statistical noise. So taking the k =k greatest singular
values of M ;7 will give the same result as relying on M.

3 Validation

We now evaluate the performance of the aggregation rules that we
have described. We use artificial datasets to have a full control over
the behavior of the candidates and the agents. Broadly speaking, one
performance measure goes as follows:

e Draw for m candidates their utilities u(c;),1 < j < m.

e Use a noise model to draw the agent estimations
(si(ci)i<icn,1<i<m.

e Feed different aggregation rules with the estimates (the rules never
access the utility values).

e Measure with the utility values the quality of the returned candi-
date.

e Repeat the steps above enough times to have a good measurement
of the expected performance.

In details, we draw the utility values of the candidates indepen-
dently according to a normal distribution, which is chosen to be
N (0, 1) without loss of generality. By default, for each choice prob-
lem, m = 20 candidates are considered.

The performance metric we use to compare the different aggre-
gation rules is the average relative utility: for each choice, if a rule
yields candidate c;, then its relative utility is a value between 0 and

1 defined by %, where Umax (resp. Umin) is the best (resp.
worst) utility among those of the candidates. For each rule, we com-
pute the average relative utility over 10,000 choices to assert its per-

formanceE] The open source code developed for this paper is avail-

1 Ideally, we would like to only keep the singular values that are above the
average of the singular values. But if all the voters are independent, we
would like to keep all the singular values, i.e. kE = n. However, in that
case, all the singular values will be very similar but not perfectly equal due
to noise and numerical errors, so some of them will be below the average,
and thus we would have k& < n. The 0.95 discount enables these singular
values that are slightly below the average to still be taken into account.
Thus, we will get the correct k in the symmetric case without impacting
much the non-symmetric cases.

In our preliminary experiments, we also compared the different rules with
respect to the accuracy metric, i.e. the probability to choose the best candi-
date, and we observed similar trends than for utility and relative utility.
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able on GitHutE].

The rest of this section is organized as follows. Section [3.1] details
our noise model. Section[3.2]provides the exact maximum-likelihood
solution, which requires the knowledge of the model and its parame-
ters, along with an approximation, which does not. Section[3.3|recaps
the aggregation rules that we consider and gives some implementa-
tion details. Section [3.4] presents a first representative experiment.

3.1 Noise Model

We want our noise model to have the following properties:

e All agents have the same accuracy (we focus here on correlations).
Considering agents with different accuracies and weighting them
accordingly is another complex problem, outside the scope of this
paper.

e The correlations between agents can be tuned finely.

To achieve these objectives, we propose the following model,
which combines correlated and uncorrelated errors. It relies on three
parameters:

e Ann X k matrix E = (ej,1)1<i<n,1<i<k for some k € N that
represents the agents in a feature space.

o A feature noise intensity oy € R>o.

o A distinct noise intensity 04 € Rx¢.

The matrix E generalizes the embedding introduced in Sec-
tion 2.3] For convenience, we assume that each row of F has at
least one non-zero component and that its Euclidean norm is 1:
Vi€ {1,...,n},> <,cp €is° = 1. The parameter o determines
the part of the noise related to the underlying features of the agents,
while o4 determines some noise that is independent across all agents.

For a given candidate c;, we draw the noises as follows: we first
draw n + k ii.d. values di,j,...,dn,j, f1,5,. .., fr,; following the
standard normal distribution A (0, 1). The first n values determine
noises that are specific to each agent, while the last k ones are specific
to each feature. The estimation noise of agent a; for c; is then defined
as:

Ei(C]‘) i=0qdij; + 0y Z 6i7lfl7j. 5)

1<I<k

By construction, the marginal distribution of each €;(c;) is the
sum of two independent distributions N (0, o¢) and N'(0, ), and
two given agents have fully independent noises if they have no fea-
ture in common.

Equivalently, let S(c;) be the n x 1 random vector of the scores
provided by the agents, £ := (cal, 0sE) be the n x (n + k)
matrix that concatenates the characteristics of distinct noise and
feature noise (where I, denote the n X n identity matrix), and
X; = (di,j,---dnjs f14,---» fr;)T be a random vector whose
n + k values follow i.i.d. standard normal distributions. Under our
noise model, S(c;) can be written as:

S(Cj):u(Cj)]lnx1+EXj. (6)

Thus, conditionally on the value of u(c;), S(c;) follows a multivari-
ate normal distribution of mean u(c;)1,x1 and covariance matrix
¥ :=EET.

Let us illustrate the noise model on a few toy examples: in the de-
generate case where F is a n x 0 matrix, i.e. £ = I,,, we have n

3 https://github.com/TheoDImz/embedded_voting]

1 0
independent agents; the case £ = |1 0] with o4 = 0 mod-
0 1

els the example with two clones given in the introduction (more
generally, the ideal case with k perfect groups introduced in Sec-
tion [2.3] can be modeled with a n X k indicator matrix); the case
1 0
E= 0 1
1/vV2 1/V2

one that is correlated with the other two.

models two independent agents and a third

3.2  Maximum Likelihood

With the knowledge of the noise model, i.e. (E, 04, 0y), it is possible
to infer the maximum likelihood utility of a candidate c; given the
observed estimates. For the moment, let us ignore our knowledge on
the distribution of utility values, and assume that u(c;) is a hidden
parameter of the model. Hence the only probabilistic contribution
comes from the noise.

Denoting s; := (s1(¢;),...,sn(c;))T a score vector and
A(sj,u(c;)) = (55 — u(c;)Lnx1), Equation[6]implies:

P(S(cj) = s;) o EAGs e STV Al uley) 7

To find the maximum likelihood estimation v} of the unknown
value u(c;), we just need to maximize the above expression. Denot-
ingw = (w1,...,wn) the vector 11x, X", logarithmic derivation
gives the following solution:

* Z?:l WiSi (CJ)
(S (®)
Doy wi

Thus, u} is just a well-chosen weighted average of the observed
scores. Intuitively, the weights are lower for correlated agents to ac-
count for their redundancy. One can check that in the case of fully
correlated groups (each agent belongs to a single feature, no distinct
noise), the weight of an agent is the inverse of the size of its group.
In particular, we have the intuitive result that if all agents are inde-
pendent (each belong to a group of size 1), the simple average of the
observed score is the best estimator.

Now assume that we also know the distribution of the utility val-
ues. For simplicity, we also assume that its probability density func-
tion (PDF) can be written as exp(f(u)), where f is twice differen-
tiable. By a similar likelihood maximization computation as above,
we find a new solution u;' that meets:

0= f'(u))+Quj —u)), with Q ::Zwi. )
=1

+

Implicitly, this defines u;

tiation, we obtain:

as a function of . By implicit differen-

duj —1_ m (10)
dut Q

J

If f” is always smaller than  (and in particular if it is nonposi-
tive), then w} is increasing wrt u;r. This means that selecting the best
candidate according to u™ or according to u* is equivalent. In other
words, the selection of the best candidate is not improved by know-
ing the utility distribution, as long as its PDF is log-concave, which
is the case for a normal distribution.
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We call Model-Aware (MA) the rule that selects the candidate with
(equivalently) the highest u]-+ or uj . Since it relies on the best pos-
sible estimate (in the sense of maximum likelihood), we argue that
Model-Aware (MA) should be a near-perfect solution. In our par-
ticular use case, it happens to be equivalent to the method BLUE
2], even if the rationale behind BLUE is based on minimizing
the variance and not on maximizing likelihood.

That being said, our paper assumes that the noise model is un-
known to the observer in practice. Hence, while MA gives a nice tool
to estimate an upper bound of performance, it is not a usable rule as
it cannot be computed only from the observed scores.

However, the covariance matrix X of the noise can be loosely ap-
proximated from the covariance 33 of the observed scores, which
combines the noise of the agents and the utility variations of the can-
didates. The difference between ¥ and 3 comes from two factors:
¥ and ¥ do not correspond to the same random variable; S is an
estimate based on observation.

In details, the utility variations introduce a global correlation be-
tween agents, so the random variable measured by 3 is not the true
noise: all correlations are over-estimated. If the noise dominates util-
ity variation, it stays an accurate approximation. On the other hand, if
the noise is small compared to utility variation, the over-estimation of
agent correlations will make the weights w in Equation[§]sub-optimal
(they will be more uniform than if > was used), but we argue that if
the noise is small the impact on performance should be limited.

Also note that if the number of candidates is low, 3 is noisy due to
the lack of observations. Using 3 instead of & gives a rule that can
be used in practice, which we call Pseudo-Likelihood (PL).

3.3 Summary of the Rules Considered

We can now summarize all the rules that we want to evaluate, and
specify some implementation details.

Unless otherwise stated, each agent rescales its scores to have a
null mean and a unit standard deviation, so that agents with different
score scales can be compared. This is not necessary in our experi-
mental setting where all agents have the same marginal distribution
but it may be required in practical applications.

All the rules that we study aggregate the estimated scores in a wel-
fare measure w in order to select the winning candidate.

For Range Voting (RV), the welfare is w(c;) := >°, ¢ 4 si(c)).

For Approval Voting (AV), the welfare is w(c;) :=
> aeA 1s,(c;)>o0: each agent computes a threshold as its av-
erage score across candidates and approve of all the candidates
with a higher score. AV often generates ties, so we investigated
several reasonable tie-breaking rules, like the sum, the product of
the positive scores, or a fixed arbitrary order over the candidates.
The results, not displayed in this paper, are relatively similar with a
slight advantage for the product of positive scores, which we will
then use.

The Nash Product (NP) and Embedded Voting (EV) require non-
negative estimates. To do so, for both rules, each agent first rescales
its observations to have unit standard deviation and mean 2 (i.e. two
standard deviations).

For NP, we need positive values so the estimates that are still be-
low 0.1 are replaced with 0.1. Then w(c;) =[], c 4 si(c;)-

For EV, we only need non-negative values so the threshold is set
to 0 instead. EV then uses w(c;) := [/, A% where A1, ..., Ay
are the k greatest singular values of the score matrix M and k is
the estlmated number of relevant dimensions, computed as described
in Section [2.3] The embedding vectors (ez) of the agents, used to

define S and Mj, are based on the matrix of scores of the agents
on the candidates considered for the problem. If we have access to
other candidates, like candidates considered in previous choices, we
can increase the precision of the method by considering all of them
(from past and current decisions) to build the embedding vector €; of
each agent ¢. This defines a trained version of EV based on previous
observations, which we call Embedded Voting + (EV+).

Model-Aware (MA) computes the welfare from Equation@ where
the weight vector w is deduced from the noise model. As the underly-
ing noise model cannot be known by a rule in general, MA is essen-
tially an upper reference point. We also consider Pseudo-Likelihood
(PL), which approximates the noise model from the observed scores.
As for EV, it is possible to use past candidates to enhance the pre-
cision of the approximation. We call Pseudo-Likelihood + (PL+) the
trained version of PL based on previous observations, which uses all
candidates from previous and current decisions to build the estimate
3 of the covariance matrix.

Unless otherwise stated, EV+ and PL+ use a training set of 1,000
candidates (not including the 20 candidates of the current choice).

Additionally, we consider Single Agent (SA), a rule that uses the
estimated score of a single agent (no gain from aggregation) and
Random Winner (RW), a rule that selects a candidate randomly re-
gardless of the estimations. These two rules serve as lower reference
points for the other rules.

3.4 Study of a Reference Scenario

We start our evaluation with the same setting as in the example of
Section @ a correlated group of 20 agents and 4 additional inde-
pendent agents. This case can be described with a 24 x 5 embedding
matrix defined by blocks as F = ( 128“ ‘g ), where 1, is the
4 X 4 identity matrix. We use a feature noise intensity oy = 1 (i.e.
equal to the standard deviation of utility values between candidates)
and a distinct noise intensity 04 = 0.1. The avowed purpose of this
setting is to demonstrate the problems caused by correlations, by con-
sidering a large correlated group and a high feature noise compared
to the distinct noise.

The average relative utility for each rule is displayed in Figure[T]
The lower reference point is RW with 50%. Clearly, as long as the
distribution of utility values is symmetric, it will always be the case,
and we will omit RW from the figures. As expected, the upper refer-
ence point is MA, with 95%.
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Figure 1: Performance in our reference scenario.

We first observe the relatively poor performance of RV (88%),



which is only slightly above the use of a single agent (85%). This
is a case of tyranny of the majority [29]: the group of 20 agents con-
centrates most of the decision power but its collective wisdom is close
to the one of a single agent because of the correlations. NP has simi-
lar performance (89%). Surprisingly, the approval variant of RV, AV,
performs significantly better despite its simplicity (92%). Intuitively,
as AV compresses the range of estimations, it prevents a large error
from the group in favor of a candidate to dominate the decision.

Then, we see that the three rules EV, EV+, and PL+ have remark-
able performance (95%). The gain compared to the next best rule,
AV, is small in percentage (3%), but important as we are close to
the optimal: in terms of regret, i.e. difference with the true optimal
choice, we go from 8% to only 5%. Moreover, the difference with
the upper reference MA is within the margin of error (which is of the
order of 1%, because the sample size is 10,000).

On the other hand, the performance of PL is remarkably poor
(80%): still much better than returning a random candidate (50%) but
worse that only relying on the estimate of one single agent (85%).

4 Impact of the Parameters

In order to examine more broadly the performance of the rules con-
sidered, we now alter some parameters in isolation, while the others
keep their values from the reference scenario.

4.1 Number of Agents

To start with, Figure[2]varies the size of the correlated group, which is
20 in the reference scenario, from 1 (i.e. 5 independent agents) to 30.
Other things being equal, a larger correlated group should provide
marginally better performance for optimal methods: the law of large
numbers tend to cancel out the distinct noises inside the correlated
group. On the other hand, a larger correlated group also pollutes the
pool of scores with redundant information.
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Figure 2: Changing the size of the correlated group.

We first observe that PL+, EV+, and EV are very stable at 95%,
within the margin of error with MA: they manage to constantly ig-
nore the redundant information. RV is optimal in the independent
case but its performance decreases for a large group (87%), where
it tends to ignore the scores of the independent agents. NP shows
similar results (88% for a large group). AV is slightly sub-optimal in
the independent case (94%), but it is more robust and becomes com-
petitive for large groups (91%). Lastly, PL is insufficiently trained

with the candidates of the current choice only and behaves errati-
cally, with minimal performance around 15 correlated agents due to
ranks effects in the correlation matrixEl

Figure[3|shows the companion experiment investigating the impact
of the number of independent agents (4 in the reference scenario).
More independent agents give more information. The best rules PL+,
EV+ and EV take advantage of the additional information, and so do
AV, NP and RV to a lesser extent. PL is constantly worse than a
single agent.
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Figure 3: Changing the number of uncorrelated agents.

4.2  Number of Candidates

Figure [4] varies the number of candidates. More candidates means
more “good” ones, hence a rule can afford to choose a good candi-
date even if it misses the best one. This explains the global increase of
relative utility with the number of candidates. In the extreme case of
2 candidates, the non-trained EV is significantly less efficient (75%)
than MA, PL+ and EV+ (86%), but with at least 10 candidates, the
difference is within the margin of error: EV efficiently exploits the
candidates of the current election as a training set to identify the cor-
relations between agents. The performance of PL is minimal around
m = n, for the same reason as in Figure[2]
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Figure 4: Changing the number of candidates.

4 When m ~ n, the conditioning of the estimated correlation matrix 3 is
bad. With noise, its pseudo-inverse creates artifacts in the weight vector w
used in Equation@ some components become negative so the result is out
of the convex hull of the agents’ estimations. This explains why PL behaves
worse than selecting a single method.
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Figure 6: Modulating the correlations, from all agents being independent (o« = 0 on Figure I@) to one unique correlated group (5 = 1 on
Figure@. The values o = 1 on Figureand B =0o0n Figure@correspond to the reference scenario (FigureEI).

4.3 Noise Intensity

In FigureEl we change the intensities 04 and oy, corresponding to
the distinct noise and the feature noise respectively, from 0.1 to 10,
while the variance of the true utility distribution stays equal to 1.
Unsurprisingly, when the noise increases, the performance degrades
for all rules. PL+ stays on par with MA in all settings. EV+ drops
slightly only when both o4 and o are high. In addition to this case,
the untrained version EV is also sub-optimal when 04 = oy = 1.
However, it remains the best of all untrained rules for all settings.
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Figure 5: Changing the noise intensity

4.4  Soft Partition of the Agents

The reference scenario represents a clear partition of the agents into
a group of 20 and 4 individuals. Here we modify the embedding £
to account for more subtle correlations.

For example, the correlation between two agents a; and a,/ from
the group may depend on 4 and i’ (e.g. the agents are algorithms

and their indices represent a varying hyperparameter). For some o €
[0, 1], this can be modeled by a 24 x 24 embedding matrix defined by
blocks as Eo = Ci)a 194 ), where (Ga);i a"=7I In this
model, the correlation between two agents of the group depends on
the distance between their respective indices. The model parameter
a, called cohesion, controls the group correlations: if & = 0, all
agents of the group are independent; if « = 1, the model is equivalent
to the reference scenario.

Another case that makes the partition less binary is if the in-
dependent agents can be influenced, to some degree, by the opin-
ion of the group. For some § €& [0,1], this can be modeled
by a 24 x 5 embedding matrix defined by blocks as Eg =

120><1 0 . 1
( Blaxs c(l—B)L >,w1thc = et The model pa-
rameter 3, which we call absorption, controls the influence of the
group on the independent agents: if 5 = 0, which corresponds to the
reference scenario, the influence is null; if § = 1, all 24 agents form
a unique group.

Figure [6] show the evolution of the utility when o and 3 vary re-
spectively. It can be read as one unique figure ranging from 24 in-
dependent agents («« = 0) to one unique group (8 = 1), with the
reference scenario in the middle (o« = 1 or 8 = 0). The results are
in line with what we have observed so far: if the agents are fully
independent or correlated, any decent rule like RV is optimal, but
in the presence of non-trivial correlations, the rules PL+ and EV+
are virtually indistinguishable from MA. EV has slightly lower per-
formance (the difference is of the order of the margin of error) but
clearly remains the best of all untrained rules. This remains true even
if the correlations represent something more complex than a simple
partition of the agents.

5 Conclusion

In the context of aggregating correlated noisy agents in a choice prob-
lem, we have proposed Embedded Voting, a method that embeds the
agents according to the scores they produce, and we have compared
its performance with a variety of other methods. Our main findings
are that if a sufficient score history of the agents is available, then a
maximum-likelihood approach is the best option. On the other hand,
if the training set is limited, EV should be preferred, as it is robust
and outperforms other untrained methods.
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