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# GROMOV-WITTEN THEORY OF COMPLETE INTERSECTIONS VIA NODAL INVARIANTS 

HÜLYA ARGÜZ, PIERRICK BOUSSEAU, RAHUL PANDHARIPANDE, AND DIMITRI ZVONKINE


#### Abstract

We provide an inductive algorithm computing Gromov-Witten invariants in all genera with arbitrary insertions of all smooth complete intersections in projective space. We also prove that all Gromov-Witten classes of all smooth complete intersections in projective space belong to the tautological ring of the moduli space of stable curves. The main idea is to show that invariants with insertions of primitive cohomology classes are controlled by their monodromy and by invariants defined without primitive insertions but with imposed nodes in the domain curve. To compute these nodal Gromov-Witten invariants, we introduce the new notion of nodal relative Gromov-Witten invariants. We then prove a nodal degeneration formula and a relative splitting formula. These results for nodal relative Gromov-Witten theory are stated in complete generality and are of independent interest.
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## 0. Introduction

0.1. Overview. Let $X$ be a smooth projective variety over $\mathbb{C}$. The GromovWitten invariants of $X$ are rational numbers defined by intersection theory on
the moduli spaces of stable maps to $X$. For all

$$
g, n \in \mathbb{Z}_{\geq 0}, \quad \beta \in H_{2}(X, \mathbb{Z}), \quad \alpha_{1}, \ldots, \alpha_{n} \in H^{\star}(X), \quad \text { and } k_{1}, \ldots, k_{n} \in \mathbb{Z}_{\geq 0}
$$

there is an associated Gromov-Witten invariant

$$
\begin{equation*}
\left\langle\prod_{i=1}^{n} \tau_{k_{i}}\left(\alpha_{i}\right)\right\rangle_{g, n, \beta}^{X}:=\int_{\left.\left[\overline{\mathcal{M}}_{g, n, \beta}(X)\right]\right]^{\mathrm{ir}}} \prod_{i=1}^{n} \psi_{i}^{k_{i}} \mathrm{ev}_{i}^{*}\left(\alpha_{i}\right) \in \mathbb{Q} \tag{0.1}
\end{equation*}
$$

where the integration is over the virtual fundamental class of the moduli space of genus $g, n$-pointed stable maps to $X$ of class $\beta, \mathrm{ev}_{i}$ is the evaluation morphism at the marked point $i$, and $\psi_{i}$ is the first Chern class of the cotangent line bundle at the marked point $i$. We refer the reader to [18, 29, 45] for an introduction to stable maps and Gromov-Witten theory.

If $2 g-2+n>0$, Gromov-Witten classes of $X$ are defined in the cohomology of the moduli space $\overline{\mathcal{M}}_{g, n}$ of genus $g$, $n$-pointed stable curves:

$$
\begin{equation*}
\left[\prod_{i=1}^{n} \tau_{k_{i}}\left(\alpha_{i}\right)\right]_{g, n, \beta}^{X}:=\pi_{*}\left(\prod_{i=1}^{n} \psi_{i}^{k_{i}} \operatorname{ev}_{i}^{*}\left(\alpha_{i}\right) \cap\left[\overline{\mathcal{M}}_{g, n, \beta}(X)\right]^{\mathrm{vir}}\right) \in H^{\star}\left(\overline{\mathcal{M}}_{g, n}\right) \tag{0.2}
\end{equation*}
$$

where the push-forward is along the forgetful morphism

$$
\pi: \overline{\mathcal{M}}_{g, n, \beta}(X) \rightarrow \overline{\mathcal{M}}_{g, n}
$$

Taken all together, the Gromov-Witten classes define the Cohomological Field Theory associated to $X$.
Though the Gromov-Witten invariants of a variety $X$ are of great interest, providing an effective algorithm to compute them is generally challenging. So far, such algorithms have been obtained only in a handful of cases. For instance, the Gromov-Witten invariants of a point are determined by Witten's conjecture [79], proved by Kontsevich [43]. The Gromov-Witten invariants of projective spaces, or more generally of homogeneous varieties, can be computed using the localization formula [32] and the calculation of Hodge integrals on the moduli spaces of curves [21]. Gromov-Witten invariants of curves have been computed by Okounkov-Pandharipande using degeneration techniques, monodromy constraints, and Hurwitz theory [65, 66, 67]. An algorithm ${ }^{1}$ for the Gromov-Witten invariants of the quintic 3 -fold hypersurface in $\mathbb{P}^{4}$ has been given by MaulikPandharipande, based on degeneration techniques and a systematic study of universal relations in relative Gromov-Witten theory [60]. The degeneration scheme was used to prove the GW/DT correspondence for the quintic 3-fold in [70].
The main result of this paper is an algorithm computing all the Gromov-Witten invariants of all smooth complete intersections in projective space. Moreover, this

[^0]algorithm can be lifted to the level of Gromov-Witten classes, and we prove, as a corollary, that all the Gromov-Witten classes of all complete intersections in projective space are elements of the tautological ring of $\overline{\mathcal{M}}_{g, n}$.

The rest of the introduction is organized as follows. In $\S 0.2$, we review the main obstruction to extending previously known techniques to the case of general complete intersections: the existence of primitive cohomology classes, which are not obtained by restriction of cohomology classes of the ambient projective space. In $\S 0.3$, we describe a new idea to overcome this obstacle: trading primitive cohomology classes for nodes in the domain curves. To combine this idea with existing degeneration techniques, we develop new foundational results in nodal Gromov-Witten theory: we present in §0.4-0.5 a definition of nodal relative Gromov-Witten invariants, a degeneration formula, and a splitting formula. We summarize in $\S 0.6$ how these new tools are used to address the original question of computing Gromov-Witten invariants of complete intersections. Finally, we explain in $\S 0.7$, as an the application of the proof, that the Gromov-Witten classes of complete intersections are tautological.
0.2. Complete intersections and primitive cohomology. Let $X \subset \mathbb{P}^{m+r}$ be a complex $m$-dimensional smooth complete intersection of $r$ hypersurfaces of degrees $\left(d_{1}, \ldots, d_{r}\right)$ in the complex projective space $\mathbb{P}^{m+r}$. According to the Lefschetz hyperplane theorem, the restriction map in cohomology

$$
H^{i}\left(\mathbb{P}^{m+r}\right) \rightarrow H^{i}(X)
$$

is an isomorphism for $i \neq m$ and $0 \leq i \leq 2 m$, and we have a decomposition

$$
H^{m}(X)=H^{m}\left(\mathbb{P}^{m+r}\right) \oplus H^{m}(X)_{\text {prim }}
$$

where $H^{m}(X)_{\text {prim }}$ is the primitive cohomology of $X$. A class $\alpha \in H^{*}(X)$ is simple if $\alpha$ lies in the image of $H^{*}\left(\mathbb{P}^{m+r}\right)$ and primitive if $\alpha \in H^{m}(X)_{\text {prim }}$. Following [60, §0.5.2] we say that a Gromov-Witten invariant of $X$

$$
\left\langle\prod_{i=1}^{n} \tau_{k_{i}}\left(\alpha_{i}\right)\right\rangle_{g, n, \beta}^{X}
$$

as in (0.1) is simple if all the cohomology insertions $\alpha_{i}$ are simple.
A variety of methods have so far been used to study simple Gromov-Witten invariants of $X$. For instance, genus 0 simple Gromov-Witten invariants can be expressed as twisted Gromov-Witten invariants of $\mathbb{P}^{m+r}$ and then computed by torus localization [31, 44, 52, 82]. This approach has recently been extended to study also higher genus ${ }^{2}$ Gromov-Witten invariants [14, 25, 35]. Another powerful

[^1]approach is to consider a degeneration of $X$ to a singular subvariety of $\mathbb{P}^{m+r}$. As simple cohomology classes on $X$ extend to the total space of the degeneration, we can apply the degeneration formula [51].

Unfortunately, these tools cannot be applied to study Gromov-Witten invariants with primitive insertions. Indeed, by definition, primitive classes do not come from the ambient projective space $\mathbb{P}^{m+r}$, and so it is unclear how to directly reduce Gromov-Witten invariants of $X$ with primitive insertions to some theory of $\mathbb{P}^{m+r 3}$. We cannot directly use the degeneration formula either: if we degenerate $X$ to a singular subvariety of $\mathbb{P}^{m+r}$, then primitive cohomology classes often do not extend to the total space of the degeneration as the monodromy action around the special fiber typically acts non-trivially on them.

Due to the absence of tools, studying Gromov-Witten invariants of complete intersections of dimension strictly larger than 1 with primitive insertions has been challenging: the only results so far have been for genus 0 invariants. Genus 0 results for general complete intersections [6, 16, 38] restricted to either 2 or 4 primitive insertions have been obtained by studying the monodromy constraints and the WDVV equation. Another approach by $[30,56]$ also computes genus 0 Gromov-Witten invariants with a restricted number of primitive insertions. Specific examples such as cubic hypersurfaces and complete intersections of two quadrics have been studied in more detail [38, 39]. Primitive insertions in genus 0 also play a role in the Tevelev degree calculations of complete intersections [12, 53].

The poor understanding of primitive insertions has also limited our understanding of Gromov-Witten invariants with simple insertions. To apply the degeneration formula, we consider a degeneration of $X$ into a union of two smooth varieties glued transversally along a smooth divisor $D$. Following [60], we select one of the hypersurface equations $f$ defining $X$ and a product of polynomials $g_{1} g_{2}$ of positive degrees such that

$$
\operatorname{deg}(f)=\operatorname{deg}\left(g_{1}\right)+\operatorname{deg}\left(g_{2}\right)
$$

The family of varieties obtained by replacing $f$ with $t f+g_{1} g_{2}$ is degeneration of $X$ over $t \in \mathbb{A}^{1}$ into a union $X_{1} \cup_{D} X_{2}$ of two complete intersections. However, the total space of this family is, in general, not smooth. To desingularize the total space, we blow-up along $X_{2}$. We then obtain a degeneration with smooth total

[^2]space, and with general fiber $X$ and special fiber $X_{1} \cup_{D} \widetilde{X}_{2}$,
$$
X \rightsquigarrow X_{1} \cup_{D} \widetilde{X}_{2},
$$
where $X_{1}$ and $D$ are complete intersections and $\widetilde{X}_{2}$ is a blow-up of a complete intersection along a complete intersection.

In the degeneration formula, the gluing condition for curves in $X_{1}$ and $\widetilde{X}_{2}$ along $D$ involves the insertion of the cohomology class

$$
\begin{equation*}
[\Delta]=\sum_{j} \delta_{j} \otimes \delta_{j}^{\vee} \in H^{\star}(D \times D) \tag{0.3}
\end{equation*}
$$

Poincaré dual to the diagonal $\Delta \subset D \times D$. In the Künneth decomposition (0.3), $\left(\delta_{j}\right)_{j}$ is a basis of $H^{\star}(D)$, and $\left(\delta_{j}^{\vee}\right)_{j}$ is the dual basis with respect to the Poincaré pairing. All of the cohomology of $D$ (including the primitive cohomology) appears in (0.3). Therefore, although we can apply the degeneration formula to compute simple Gromov-Witten invariants of $X$, the result is in general expressed in terms of relative Gromov-Witten invariants of $X_{1}$ and $\widetilde{X}_{2}$ with insertions of primitive cohomology classes of $D$ [50]. In sufficiently low dimensions, the primitive cohomology can sometimes be avoided, as shown in [60] for the quintic 3-fold, but in general, it cannot.

Our first step to compute the Gromov-Witten invariants of complete intersections with primitive insertions in all genera is to reduce the problem to computing nodal invariants of complete intersections with only simple insertions.
0.3. Nodes and monodromy. A key idea of the paper is to trade primitive insertions against nodes in the domain curves by inverting the relations given by the splitting axiom for invariants with imposed nodes.

For every graph $\Gamma$ decorated by genus and curve class data on its vertices, there is a moduli space $\overline{\mathcal{M}}_{\Gamma}(X)$ parameterizing stable maps to $X$ together with the data of a contraction of the dual graph of the domain curve to $\Gamma$. In other words, edges of $\Gamma$ correspond to nodes imposed on the domain curve. The nodal Gromov-Witten invariants of $X$ are defined by integration over $\overline{\mathcal{M}}_{\Gamma}(X)$ :

$$
\begin{equation*}
\left\langle\prod_{i=1}^{n} \tau_{k_{i}}\left(\alpha_{i}\right) \prod_{h} \tau_{k_{h}}\right\rangle_{\Gamma}^{X}:=\int_{\left[\overline{\mathcal{M}}_{\Gamma}(X)\right]_{\mathrm{vir}}} \prod_{i=1}^{n} \psi_{i}^{k_{i}} \operatorname{ev}_{i}^{*}\left(\alpha_{i}\right) \prod_{h} \psi_{h}^{k_{h}}, \tag{0.4}
\end{equation*}
$$

where the second product runs over the marked points $h$ on the normalization of the domain curve created by the splitting of the imposed nodes. ${ }^{4}$

The nodal Gromov-Witten invariants can be computed in terms of ordinary Gromov-Witten invariants by the splitting axiom. Imposing a node in the domain

[^3]curve is equivalent to requiring the two marked points obtained by normalizing the node to map to the same point of the target $X$. The condition can be easily written as the pull-back of the diagonal class $[\Delta]$ in $X \times X$ under the evaluation map at the two marked points to $X \times X$. For example, if $\Gamma$ is the graph with a single vertex decorated by $g, n, \beta$ and a single loop, then
\[

$$
\begin{equation*}
\left\langle\left(\prod_{i=1}^{n} \tau_{k_{i}}\left(\alpha_{i}\right)\right) \tau_{k_{h_{1}}} \tau_{k_{h_{2}}}\right\rangle_{\Gamma}^{X}=\sum_{j}\left\langle\left(\prod_{i=1}^{n} \tau_{k_{i}}\left(\alpha_{i}\right)\right) \tau_{k_{h_{1}}}\left(\delta_{j}\right) \tau_{k_{k_{2}}}\left(\delta_{j}^{\vee}\right)\right\rangle_{g, n+2, \beta}^{X}, \tag{0.5}
\end{equation*}
$$

\]

where we have used the Künneth decomposition (0.3) of [ $\Delta$ ].
The basis $\left(\delta_{j}\right)_{j}$ of $H^{\star}(X)$ may be chosen to contain a basis of the primitive cohomology of $X$. So even if we start with simple nodal Gromov-Witten invariants of $X$, that is, nodal Gromov-Witten invariants with only simple insertions, the splitting axiom expresses these invariants in terms of Gromov-Witten invariants with possibly primitive insertions. The first non-trivial result of our paper is that these relations given by the splitting axiom can be inverted: Gromov-Witten invariants with possibly primitive insertions can be reconstructed from simple nodal Gromov-Witten invariants.

Theorem A. Let $X$ be a complete intersection in projective space which is not a cubic surface or an even dimensional complete intersection of two quadrics. Then, the Gromov-Witten invariants of $X$ can be effectively reconstructed from the simple nodal Gromov-Witten invariants of $X$.

We give a brief sketch of the proof here (for details see sections $\S 4$ and $\S 5$ ):

- The first step is to use the constraints given by the monodromy action on the primitive cohomology. Let

$$
U \subset \prod_{i=1}^{r} \mathbb{P}\left(H^{0}\left(\mathbb{P}^{m+r}, \mathcal{O}\left(d_{i}\right)\right)\right)
$$

be the open subset parameterizing $m$-dimensional smooth complete intersections of degrees $\left(d_{1}, \ldots, d_{r}\right)$ in $\mathbb{P}^{m+r}$, and let $u \in U$ be the point corresponding to $X$. The fundamental group $\pi_{1}(U, u)$ of $U$ based at $u$ acts on the primitive cohomology $H^{\star}(X)_{\text {prim }}$ and the (algebraic) monodromy group is by definition the Zariski closure of the image of $\pi_{1}(U, u)$ in the algebraic $\operatorname{group} \operatorname{Aut}\left(H^{\star}(X)_{\text {prim }}\right)$ of linear automorphisms of $H^{\star}(X)_{\text {prim }}$. As the Gromov-Witten invariants are deformation invariant, they are invariant under the action of the monodromy group on the insertions. For all complete intersections (except for the exceptions in the statement of Theorem A), the monodromy group is as large as possible
[5, 19, 20]: it is the group of linear automorphisms of $H^{\star}(X)_{\text {prim }}$ preserving the non-degenerate bilinear form induced by the Poincaré pairing (an orthogonal group if $m$ is even and a symplectic group if $m$ is odd). Using the theory of invariants of orthogonal/symplectic groups, we express Gromov-Witten invariants as linear combinations with coefficients to be determined in a basis of invariant tensors.

- The second step of the proof of Theorem A is to show that these coefficients of invariant tensors are solutions of a system of linear equations obtained by applying the splitting axiom to simple nodal Gromov-Witten invariants, as in (0.5). We then prove that this system of equations is invertible. Concretely, we have to show that an explicit matrix defined in terms of the combinatorics of ways to form $n$ pairs out of $2 n$ objects is invertible. This matrix has appeared previously in mathematics ${ }^{5}$, in particular in the theory of zonal symmetric functions [55, §VII.2], and we apply existing results in representation theory to prove invertibility (other proofs can be found in the literature).
0.4. Nodal relative Gromov-Witten theory: degeneration. Theorem A is clearly progress: it allows us to trade Gromov-Witten invariants with possibly primitive insertions, which cannot be used in the degeneration formula, against nodal Gromov-Witten invariants with only simple insertions. To compute such nodal Gromov-Witten invariants, we first provide an extension of the degeneration techniques in Gromov-Witten theory to the nodal setting.

In the usual setting, the degeneration formula of Jun Li [51] is formulated using relative Gromov-Witten invariants, based on the moduli space of relative stable maps [50] (motivated by earlier work in symplectic geometry by [40, 49]). Given a smooth projective variety $Y$ over $\mathbb{C}$ and a smooth connected divisor $D \subset Y$, the moduli space of relative stable maps is a (virtual) compactification of the moduli space of stable maps to $Y$ with fixed tangency conditions along $D$. In general, a relative stable map is a map from a curve to an expanded target $Y[l]$ for some $l \in \mathbb{Z}_{\geq 0}$. Here, $Y[l]$ is the $l$-step expanded degeneration of $Y$ along $D$ obtained by attaching to $Y$ along $D$ a chain of $l$ copies of the $\mathbb{P}^{1}$-bundle $\mathbb{P}\left(N_{D \mid Y} \oplus \mathcal{O}_{D}\right)$, where $N_{D \mid Y}$ is the normal line bundle to $D$ in $Y$.
To extend the degeneration formula to the nodal setting, for every graph $\Gamma$ decorated by genus, curve classes, and contact orders, we define in $\S 1.5$ a moduli space $\mathcal{P}_{\Gamma}(Y, D)$ parameterizing relative stable maps to $(Y, D)$, with the data

[^4]of a contraction of the dual graph of the domain curve to $\Gamma$, and with the extra condition that the nodes of the domain curves imposed by the edges of $\Gamma$ are not mapped to the singular locus of the expanded targets $Y[l]$. We prove that $\mathcal{P}_{\Gamma}(Y, D)$ is a proper Deligne-Mumford stack which admits a virtual class $\left[\mathcal{P}_{\Gamma}(Y, D)\right]^{\text {vir }}$. We define the nodal relative Gromov-Witten invariants of $(Y, D)$ by integration against the virtual class $\left[\mathcal{P}_{\Gamma}(Y, D)\right]^{\mathrm{vir}}$. These are the correct invariants for the degeneration formula for nodal Gromov-Witten invariants.

Theorem B. ${ }^{6}$ Let $W \rightarrow B$ be a projective family with smooth total space over a smooth connected curve $B$ with a distinguished point $0 \in B$ such that
(i) the fibers $W_{t}$ over $t \in B \backslash\{0\}$ are smooth varieties,
(ii) the fiber $W_{0}$ over $0 \in B$ is the union of two smooth irreducible components $Y_{1}$ and $Y_{2}$ glued along a smooth connected divisor $D$.

Then, there is a degeneration formula expressing nodal Gromov-Witten invariants of the general fiber $W_{t \neq 0}$ with insertions in the image of the restriction map

$$
H^{\star}(W) \rightarrow H^{\star}\left(W_{t \neq 0}\right)
$$

in terms of the nodal relative Gromov-Witten invariants of $\left(Y_{1}, D\right)$ and $\left(Y_{2}, D\right)$.
The proof of Theorem B is presented in $\S 2$ and consists in starting from the usual case of Jun Li's degeneration formula, and studying carefully the effect of imposing nodes on both sides of it.
0.5. Nodal relative Gromov-Witten theory: splitting. Finally, in order to make practical use of the nodal degeneration formula given by Theorem B, an efficient way to compute nodal relative Gromov-Witten invariants is needed. As already reviewed in $\S 0.3$, nodal Gromov-Witten invariants can be reduced to ordinary Gromov-Witten invariants using the splitting axiom. We prove a similar result for nodal relative Gromov-Witten invariants.

Theorem C. Let $Y$ be a smooth projective variety over $\mathbb{C}$ and $D \subset Y$ a smooth divisor. Then, the nodal relative Gromov-Witten invariants of $(Y, D)$ can be effectively reconstructed from the Gromov-Witten invariants of $Y$, the GromovWitten invariants of $D$, and the restriction map $H^{\star}(Y) \rightarrow H^{\star}(D)$.

[^5]The proof of Theorem C is given in $\S 3$. Unlike what happens in the absolute case, splitting a node is not simply equivalent to the insertion of the class of diagonal. Indeed, in the relative case, there is a correction term coming from the possibility for the node to fall into the divisor $D$ and then forcing the target to expand. The correction term is expressed in terms of rubber Gromov-Witten invariants of the $\mathbb{P}^{1}$-bundle $\mathbb{P}\left(N_{D \mid Y} \oplus \mathcal{O}_{D}\right)$. In other words, we obtain a splitting formula expressing nodal relative Gromov-Witten invariants of $(Y, D)$ in terms of relative Gromov-Witten invariants of $(Y, D)$ and rubber Gromov-Witten invariants of $\mathbb{P}\left(N_{D \mid Y} \oplus \mathcal{O}_{D}\right)$, see Theorem 3.10. Finally, by [60], the relative GromovWitten invariants of $(Y, D)$ and the rubber invariants of $\mathbb{P}\left(N_{D \mid Y} \oplus \mathcal{O}_{D}\right)$ can be effectively reconstructed from the Gromov-Witten theory of $Y$ and the GromovWitten theory of $D$.
0.6. The algorithm for complete intersections. Our main result is the following.
Theorem D. Let $X$ be an m-dimensional smooth complete intersection in $\mathbb{P}^{m+r}$ of degrees $\left(d_{1}, \ldots, d_{r}\right)$. Then, for every decomposition

$$
d_{r}=d_{r, 1}+d_{r, 2} \quad \text { with } \quad d_{r, 1}, d_{r, 2} \in \mathbb{Z}_{\geq 1}
$$

the Gromov-Witten invariants of $X$ can be effectively reconstructed from:
(i) the Gromov-Witten invariants of an m-dimensional smooth complete intersection $X_{1} \subset \mathbb{P}^{m+r}$ of degrees $\left(d_{1}, \ldots, d_{r-1}, d_{r, 1}\right)$,
(ii) the Gromov-Witten invariants of an m-dimensional smooth complete intersection $X_{2} \subset \mathbb{P}^{m+r}$ of degrees $\left(d_{1}, \ldots, d_{r-1}, d_{r, 2}\right)$,
(iii) the Gromov-Witten invariants of an ( $m-1$ )-dimensional smooth complete intersection $D \subset \mathbb{P}^{m+r}$ of degrees $\left(d_{1}, \ldots, d_{r-1}, d_{r, 1}, d_{r, 2}\right)$,
(iv) the Gromov-Witten invariants of an ( $m-2$ )-dimensional smooth complete intersection $Z \subset \mathbb{P}^{m+r}$ of degrees $\left(d_{1}, \ldots, d_{r-1}, d_{r}, d_{r, 1}, d_{r, 2}\right)$.

To prove Theorem D, we consider, following [60, §0.5.4], a degeneration with general fiber $X$ and special fiber $X_{1} \cup_{D} \widetilde{X}_{2}$ obtained by factoring the degree $d_{r}$ defining equation of $X$ into factors of degrees $d_{r, 1}$ and $d_{r, 2}$,

$$
\begin{equation*}
X \rightsquigarrow X_{1} \cup_{D} \widetilde{X}_{2} . \tag{0.6}
\end{equation*}
$$

Here, $\widetilde{X}_{2}$ is the blow-up of $X_{2}$ along $Z$, and $X_{1} \cup_{D} \widetilde{X}_{2}$ denotes the union of $X_{1}$ and $\widetilde{X}_{2}$ transversally glued along a copy of $D$.

By Theorem A, when $X$ is not a cubic surface or an even dimensional complete intersection of two quadrics, the Gromov-Witten invariants of $X$ are determined by the simple nodal Gromov-Witten invariants of $X$. By the nodal degeneration
formula of Theorem B applied to the degeneration (0.6) the simple nodal GromovWitten invariants of $X$ can be computed in terms of the nodal relative GromovWitten invariants of $\left(X_{1}, D\right)$ and $\left(\widetilde{X}_{2}, D\right)$. By the splitting formula of Theorem C, these nodal relative Gromov-Witten invariants can be reconstructed from the Gromov-Witten invariants of $X_{1}, D$, and $\widetilde{X}_{2}$. Finally, Gromov-Witten invariants of $\widetilde{X}_{2}$ are determined by the Gromov-Witten invariants of $X_{2}$ and $Z$ by the blowup result ${ }^{7}$ of [24, Theorem B].

For the special cases when $X$ is a cubic surface or an even dimensional complete intersection of two quadrics, we show by a direct topological study that there is actually no monodromy acting on the cohomology in the degeneration (0.6) and so the usual degeneration formula can be applied.

As Theorem D computes Gromov-Witten invariants of a complete intersection in terms of Gromov-Witten invariants of complete intersections of either smaller degree or smaller dimension, it can be used recursively to compute GromovWitten invariants of all complete intersections in terms of Gromov-Witten invariants of projective spaces, which are known by localization [32].
0.7. Tautological classes. For every $g, n \in \mathbb{Z}_{\geq 0}$ such that $2 g-2+n>0$, the moduli space $\overline{\mathcal{M}}_{g, n}$ of $n$-pointed genus $g$ connected stable curves is a smooth proper Deligne-Mumford stack of dimension $3 g-3+n$. In particular, one can use Poincaré duality to identify $H_{\star}\left(\overline{\mathcal{M}}_{g, n}\right)$ with $H^{2(3 g-3+n)-\star}\left(\overline{\mathcal{M}}_{g, n}\right)$ and define push-forward maps in cohomology.
The (cohomological) tautological rings $R H^{\star}\left(\overline{\mathcal{M}}_{g, n}\right)$ are most compactly defined [22] as the smallest system of subrings (with unit) of the cohomology rings $H^{\star}\left(\overline{\mathcal{M}}_{g, n}\right)$ stable under push-forward and pull-back by the maps
(i) $\overline{\mathcal{M}}_{g, n+1} \rightarrow \overline{\mathcal{M}}_{g, n}$ forgetting one of the markings,
(ii) $\overline{\mathcal{M}}_{g_{1}, n_{1}+1} \times \overline{\mathcal{M}}_{g_{2}, n_{2}+1} \rightarrow \overline{\mathcal{M}}_{g_{1}+g_{2}, n_{1}+n_{2}}$ gluing two curves at a point,
(iii) $\overline{\mathcal{M}}_{g-1, n+2} \rightarrow \overline{\mathcal{M}}_{g, n}$ gluing together two markings of a curve.

Elements of the tautological rings are referred to as tautological classes. For example, $\psi, \kappa$, and $\lambda$ classes are tautological [21, 63]. We refer to [23, 69] for a review of the great amount of recent activity on the structure of the tautological rings.

For every smooth projective variety $X$, the Gromov-Witten classes (0.2) are elements of $H^{\star}\left(\overline{\mathcal{M}}_{g, n}\right)$, and so it is natural to ask whether these classes are tautological [22]. There are currently no known counterexamples to the bold conjecture that Gromov-Witten classes are always tautological. As the tautological rings

[^6]are generated by classes of algebraic cycles, the conjecture implies, in particular, that Gromov-Witten classes in odd cohomological degree or, more generally, of Hodge type $(p, q)$ with $p \neq q$ should vanish. Prior to the present work, there were only two main families of varieties whose Gromov-Witten classes were known to be tautological (and nontrivial):
(i) Toric and homogeneous varieties $G / P$, for which the result follows from the localization formula [32] and the fact that $\lambda$ classes are tautological [63].
(ii) Curves, for which the result has been shown by Janda [41] using the Okounkov-Pandharipande study of Gromov-Witten theory of curves [65, 66, 67].
The Gromov-Witten classes of other families of varieties can be seen to be tautological using (i) and (ii):
(iii) Calabi-Yau varieties of all dimensions (the only nontrivial case is for elliptic curves covered by (ii)).
(iv) Rational surfaces and birationally ruled surfaces (using deformation invariance and (i) for rational surfaces and localization and (ii) for the ruled case).
(v) Products $X=X_{1} \times X_{2}$, where both $X_{1}$ and $X_{2}$ have tautological GromovWitten classes, also have tautological Gromov-Witten classes by [8].

Finally, various sporadic examples of tautological Gromov-Witten theories are known. For example, the Gromov-Witten theory of Enriques surfaces is tautological by the degeneration method of [61], the reduced theory of $K 3$ surfaces in primitive curves classes is tautological by [62], and the Gromov-Witten theory of even dimensional complete intersections of two quadrics is tautological by the combination of the recent result of Hu [39] showing the quantum cohomology is generically semisimple with the Givental-Teleman classification of semisimple cohomological field theories [77]. ${ }^{8}$

By lifting the algorithm described in $\S 0.6$ to the level of Gromov-Witten classes, we are able to add a fundamentally new family to this list.

Theorem E. Let $X$ be a smooth complete intersection in projective space. Then, the Gromov-Witten classes of $X$ are tautological.

We also obtain a slightly different proof using nodal Gromov-Witten theory of the result of Janda [41] for curves: by degeneration, the study of a genus $g$ curve

[^7]can be reduced to the study of a genus 1 curve, which is a cubic curve in $\mathbb{P}^{2}$ and for which Theorem E applies (see Remark 5.5).

More generally, the methods of this paper can be applied to the study of the Gromov-Witten theory of varieties $X$ which vary in families with good degenerations and large monodromy. A natural question is to consider complete intersections in toric varieties and homogeneous spaces. Further results along these lines will be presented in [4].
0.8. Related work. Building on the techniques developed here, Oberdieck [64] has recently proven the Gromov-Witten/Donaldson-Thomas correspondence conjectured in $[58,59]$ for complete intersection Fano threefolds (including primitive classes).
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## 1. Nodal Gromov-Witten theory

Throughout the paper, unless explicitly specified, homology and cohomology groups are taken with $\mathbb{Q}$ coefficients. We systematically use intersection theory as developed in [27], extended to Deligne-Mumford stacks in [78], and to Artin stacks in [46].

We start by reviewing the notation for graphs which we will use for studying nodal Gromov-Witten invariants in what follows.
1.1. Graphs. A graph $\Gamma$ consists of the following data:
(i) $V_{\Gamma}$ : a finite set of vertices.
(ii) $\mathrm{H}_{\Gamma}$ : a finite set of half-edges equipped with a vertex assignment

$$
\mathrm{v}: \mathrm{H}_{\Gamma} \rightarrow \mathrm{V}_{\Gamma}
$$

and an involution $\iota$. The set $\mathrm{E}_{\Gamma}$ of 2-cycles of $\iota$ is the set of edges of $\Gamma$, and the set $L_{\Gamma}$ of fixed points of $\iota$ is the set of legs of $\Gamma$. We denote by $n_{\Gamma}$ the cardinality of $L_{\Gamma}$.
(iii) $\ell_{\Gamma}$ : a bijection between the set of legs $L_{\Gamma}$ and an ordered set of markings. The graph $\Gamma$ is not required to be connected.

For every variety $X$ over $\mathbb{C}$, we denote by $H_{2}^{+}(X) \subset H_{2}(X, \mathbb{Z})$ the monoid ${ }^{9}$ generated by effective curve classes in $X$. We recall the definition of $X$-valued stable graphs ${ }^{10}$ below, following [42, §0.3].

Definition 1.1. An $X$-valued stable graph is a graph $\Gamma$ equipped with
(i) a genus function $\mathrm{g}: \mathrm{V}_{\Gamma} \rightarrow \mathbb{Z}_{\geq 0}$,
(ii) a map $\beta: \mathrm{V}_{\Gamma} \rightarrow H_{2}^{+}(X)$ assigning a curve class to each vertex of $\Gamma$, satisfying the stability condition: if $\beta(v)=0$, then

$$
\begin{equation*}
2 \mathrm{~g}(v)-2+\mathrm{n}(v)>0 \tag{1.1}
\end{equation*}
$$

where $\mathrm{n}(v)=\left|\mathrm{v}^{-1}(v)\right|$ is the valence of $\Gamma$ at $v$, that is, the number of half-edges adjacent to $v$, which by definition are formed either as part of an edge or a leg.

The following definition will be used systematically in the upcoming sections for comparing general graphs with both edges and legs to much simpler graphs without any edges, but just with legs.

Definition 1.2. Given an $X$-valued stable graph $\Gamma$, we denote by $\bar{\Gamma}$ the $X$-valued stable graph without edges obtained from $\Gamma$ by contracting all edges. Explicitly, for every connected component $\gamma$ of $\Gamma$, with set of vertices $V_{\gamma}$, we have a vertex $v_{\gamma}$ in $\bar{\Gamma}$, with genus

$$
\mathrm{g}\left(v_{\gamma}\right):=\sum_{v \in V_{\gamma}} \mathrm{g}(v)+h^{1}(\gamma),
$$

where $h^{1}(\gamma)$ is the first Betti number of $\gamma$, and class

$$
\beta\left(v_{\gamma}\right):=\sum_{v \in V_{\gamma}} \beta(v) .
$$

1.2. Nodal curves. An $H_{2}^{+}(X)$-stable curve of class $\beta \in H_{2}^{+}(X)$ is a prestable curve $C$ with a decoration $\beta\left(C^{\prime}\right) \in H_{2}^{+}(X)$ for each irreducible component $C^{\prime}$ of $C$, such that

$$
\sum_{C^{\prime}} \beta\left(C^{\prime}\right)=\beta
$$

[^8]$\Gamma$

$\bar{\Gamma}$


Figure 1.1. An $X$-valued stable graph $\Gamma$ and the contraction $\bar{\Gamma}$
and which further satisfies the $H_{2}^{+}(X)$-stability condition:
(i) if a genus 0 component is decorated by the curve class 0 , then it contains at least 3 special points, and
(ii) if a genus 1 component is decorated by the curve class 0 , then it contains at least 1 special point,
where a special point is either a node or a marked point. In the situation when we consider a family of $H_{2}^{+}(X)$-stable curves, if an irreducible component $C^{\prime}$ degenerates into a union of several irreducible components $C_{1}^{\prime}, \ldots, C_{k}^{\prime}$, the decorations are required to satisfy $\beta\left(C^{\prime}\right)=\sum_{i=1}^{k} \beta\left(C_{i}^{\prime}\right)$.

For every $g, n \in \mathbb{Z}_{\geq 0}$ and $\beta \in H_{2}^{+}(X)$, we denote by $\mathfrak{M}_{g, n, \beta}$ the moduli stack of genus $g, n$-pointed connected $H_{2}^{+}(X)$-stable curves of class $\beta$. It is shown in [17, Proposition 2.0.2] that the stack $\mathfrak{M}_{g, n, \beta}$ is smooth and the natural morphism forgetting the curve class decorations

$$
\begin{equation*}
\mathfrak{M}_{g, n, \beta} \longrightarrow \mathfrak{M}_{g, n} \tag{1.2}
\end{equation*}
$$

to the moduli stack of $n$-pointed genus $g$ prestable curves is étale.
Definition 1.3. Let $\Gamma$ be an $X$-valued stable graph. A $\Gamma$-curve $\left(C_{v} \rightarrow S\right)_{v \in V_{\Gamma}}$ over a scheme $S$ is the data, for each vertex $v$ of $\Gamma$, of an $S$-point $C_{v} \rightarrow S$ of $\mathfrak{M}_{\mathrm{g}(v), \mathrm{n}(v), \beta(v)}$ and a one-to-one correspondence between its $\mathrm{n}(v)$ sections of marked points and the half-edges of $\Gamma$ adjacent to $v$.

Definition 1.4. Let $\left(C_{v} \rightarrow S\right)_{v \in V_{\Gamma}}$ be a $\Gamma$-curve over a scheme $S$. The prestable curve $C \rightarrow S$ formed by $\left(C_{v} \rightarrow S\right)_{v \in V_{\Gamma}}$ is the prestable curve obtained from $\bigcup_{v \in V_{\Gamma}} C_{v}$ by gluing for each edge $e$ of $\Gamma$, the sections of marked points corresponding to the half-edges composing $e$.

Definition 1.5. A $\Gamma$-marking of a prestable curve $C \rightarrow S$ is the data of a $\Gamma$ curve $\left(C_{v} \rightarrow S\right)_{v \in V_{\Gamma}}$, such that $C \rightarrow S$ is formed by $\left(C_{v} \rightarrow S\right)_{v \in V_{\Gamma}}$. A prestable curve $C \rightarrow S$ endowed with a $\Gamma$-marking is called $\Gamma$-marked. For every edge $e$ of $\Gamma$, the family of nodes $\Gamma$-marked by $e$ is the section of $C \rightarrow S$ obtained by the identification of the two sections corresponding to the half-edges of $e$.


Figure 1.2. An $X$-valued stable graph $\Gamma$ and a $\Gamma$-marked prestable curve

Figure 1.2 represents an $X$-valued stable graph $\Gamma$ and a $\Gamma$-marked prestable curve. A $\Gamma$-marking automatically endows a prestable curve with the structure of an $H_{2}^{+}(X)$-stable curve.

Let $\mathfrak{M}_{\Gamma}$ be the moduli stack of $\Gamma$-marked prestable curves. By Definition 1.5, we have a natural isomorphism

$$
\mathfrak{M}_{\Gamma} \simeq \prod_{v \in V_{\Gamma}} \mathfrak{M}_{\mathrm{g}(v), \mathrm{n}(v), \beta(v)}
$$

As the stacks $\mathfrak{M}_{\mathrm{g}(v), \mathrm{n}(v), \beta(v)}$ are smooth, the stack $\mathfrak{M}_{\Gamma}$ is also smooth.
Note that a $\Gamma$-marked prestable curve has nodes imposed by the edges of $\Gamma$. Let $\bar{\Gamma}$ be the $X$-valued stable graph without edges, obtained from $\Gamma$ by contraction of all edges, as in Definition 1.2. Then, there is a canonical morphism

$$
\begin{equation*}
\iota_{\Gamma}: \mathfrak{M}_{\Gamma} \rightarrow \mathfrak{M}_{\bar{\Gamma}}, \tag{1.3}
\end{equation*}
$$

as a $\Gamma$-marked prestable curve is naturally $\bar{\Gamma}$-marked. The morphism $\iota_{\Gamma}$ is finite, unramified, local complete intersection (lci) of codimension $\left|E_{\Gamma}\right|$, with normal bundle

$$
\begin{equation*}
N_{\iota_{\Gamma}}:=\iota_{\Gamma}^{*} T_{\mathfrak{M}_{\Gamma}} / T_{\mathfrak{M}_{\Gamma}}=\bigoplus_{e=\left\{h, h^{\prime}\right\} \in E_{\Gamma}} \mathbb{L}_{h}^{\vee} \otimes \mathbb{L}_{h^{\prime}}^{\vee} \tag{1.4}
\end{equation*}
$$

where $T_{\mathfrak{M}_{\bar{\Gamma}}}$ and $T_{\mathfrak{M}_{\Gamma}}$ denote the tangent bundles to $\mathfrak{M}_{\bar{\Gamma}}$ and $\mathfrak{M}_{\Gamma}$ respectively, and for every half-edge $h$ of $\Gamma$, we denote by $\mathbb{L}_{h}$ the line bundle on $\mathfrak{M}_{\Gamma}$ given by the cotangent line at the marked point corresponding to $h$. Indeed, the summand in (1.4) indexed by the edge $e$ of $\Gamma$ is the contribution of the smoothing of the node which is $\Gamma$-marked by $e$ to the normal bundle $N_{\iota_{\Gamma}}$.

As $\iota_{\Gamma}$ is local complete intersection of codimension $\left|E_{\Gamma}\right|$, for any stacks $M_{\bar{\Gamma}}$ and $M_{\Gamma}$ fitting into a fiber diagram

there exists a well-defined Gysin pull-back [27, Chapter 6]

$$
\iota_{\Gamma}^{!}: H_{*}\left(M_{\bar{\Gamma}}\right) \longrightarrow H_{*-2\left|E_{\Gamma}\right|}\left(M_{\Gamma}\right) .
$$

1.3. Nodal Gromov-Witten theory. Let $X$ be a smooth projective variety over $\mathbb{C}$. For every $g, n \in \mathbb{Z}_{\geq 0}$ and $\beta \in H_{2}^{+}(X)$, let $\overline{\mathcal{M}}_{g, n, \beta}(X)$ be the moduli stack of genus $g$, $n$-pointed, connected stable maps to $X$ of class $\beta$ [29, 44], and let $\left[\overline{\mathcal{M}}_{g, n, \beta}(X)\right]^{\text {vir }}$ be its virtual class given by Gromov-Witten theory $[7,9]$. The natural morphism

$$
\overline{\mathcal{M}}_{g, n, \beta}(X) \longrightarrow \mathfrak{M}_{g, n}
$$

remembering the domain curve factors through the morphism in (1.2) via a morphism

$$
\begin{equation*}
\epsilon: \overline{\mathcal{M}}_{g, n, \beta}(X) \longrightarrow \mathfrak{M}_{g, n, \beta} \tag{1.5}
\end{equation*}
$$

remembering the domain curve and the curve class of each irreducible component.
Definition 1.6. For every $X$-valued stable graph $G$ without edges, we define a moduli stack of (possibly disconnected) stable maps

$$
\begin{equation*}
\overline{\mathcal{M}}_{G}(X):=\prod_{v \in V_{G}} \overline{\mathcal{M}}_{\mathrm{g}(v), \mathrm{n}(v), \beta(v)}(X), \tag{1.6}
\end{equation*}
$$

with a virtual class

$$
\begin{equation*}
\left[\overline{\mathcal{M}}_{G}(X)\right]^{\mathrm{vir}}:=\prod_{v \in V_{G}}\left[\overline{\mathcal{M}}_{\mathrm{g}(v), \mathrm{n}(v), \beta(v)}(X)\right]^{\mathrm{vir}} . \tag{1.7}
\end{equation*}
$$

We denote by

$$
\begin{equation*}
\epsilon_{G}: \overline{\mathcal{M}}_{G}(X) \rightarrow \mathfrak{M}_{G} \tag{1.8}
\end{equation*}
$$

the morphism induced by the morphisms (1.5).

Definition 1.7. For every $X$-valued stable graph $\Gamma$, we define the moduli stack $\overline{\mathcal{M}}_{\Gamma}(X)$ of $\Gamma$-marked stable maps to $X$ by the fiber diagram

where $\bar{\Gamma}$ is the $X$-valued stable graph without edges obtained from $\Gamma$ by contraction of all edges, as in Definition 1.2, and $\overline{\mathcal{M}}_{\bar{\Gamma}}(X)$ and $\epsilon_{\bar{\Gamma}}$ are defined by (1.6) and (1.8) applied to $G=\bar{\Gamma}$. In other words, a $\Gamma$-marked stable map is a stable map with the data of a $\Gamma$-marking of its domain curve.

We define a virtual class on $\overline{\mathcal{M}}_{\Gamma}(X)$ by

$$
\begin{equation*}
\left[\overline{\mathcal{M}}_{\Gamma}(X)\right]^{\mathrm{vir}}:=\iota_{\Gamma}^{!}\left[\overline{\mathcal{M}}_{\bar{\Gamma}}(X)\right]^{\mathrm{vir}}, \tag{1.9}
\end{equation*}
$$

where $\left[\overline{\mathcal{M}}_{\bar{\Gamma}}(X)\right]^{\text {vir }}$ is defined by (1.7) applied to $G=\bar{\Gamma}$.
Definition 1.8. Let $\Gamma$ be an $X$-valued stable graph. Nodal Gromov-Witten invariants of $X$ of type $\Gamma$ are

$$
\begin{equation*}
\left\langle\prod_{i=1}^{n_{\Gamma}} \tau_{k_{i}}\left(\alpha_{i}\right) \prod_{h \in H_{\Gamma} \backslash L_{\Gamma}} \tau_{k_{h}}\right\rangle_{\Gamma}^{X}:=\int_{\left[\overline{\mathcal{M}}_{\Gamma}(X)\right] \mathrm{vir}} \prod_{i=1}^{n_{\Gamma}} \psi_{i}^{k_{i}} \operatorname{ev}_{i}^{*}\left(\alpha_{i}\right) \prod_{h \in H_{\Gamma} \backslash L_{\Gamma}} \psi_{h}^{k_{h}}, \tag{1.10}
\end{equation*}
$$

where:
(i) for every $1 \leq i \leq n_{\Gamma}, \mathrm{ev}_{i}$ is the evaluation morphism at the $i$-th leg of $\Gamma$, $k_{i}$ is a nonnegative integer, $\alpha_{i} \in H^{\star}(X)$, and

$$
\psi_{i}:=c_{1}\left(\mathbb{L}_{i}\right)
$$

where $\mathbb{L}_{i}$ is the line bundle over $\overline{\mathcal{M}}_{\Gamma}(X)$ formed by the cotangent lines at the $i$-th marked point of the domain curves,
(ii) for every half-edge $h$ of $\Gamma$ which is not a leg, adjacent to a vertex $v, k_{h}$ is a nonnegative integer and

$$
\psi_{h}:=c_{1}\left(\mathbb{L}_{h}\right)
$$

where $\mathbb{L}_{h}$ is the line bundle over $\overline{\mathcal{M}}_{\Gamma}(X)$ formed by the cotangent lines at the marked point of the curve $C_{v}$ corresponding to $h$.
A nodal Gromov-Witten invariant of $X$ is by definition a nodal GromovWitten invariant of $X$ of type $\Gamma$ for some $X$-valued stable graph $\Gamma$. When $\Gamma$ has a single vertex, nodal Gromov-Witten invariants of type $\Gamma$ are just ordinary (connected) Gromov-Witten invariants.

As (1.10) is a linear function of each $\alpha_{i}$, we may assume without loss of generality that $\alpha_{i}$ 's in (1.10) are elements of a fixed basis of $H^{\star}(X)$. More general nodal invariants can be defined by allowing evaluation classes at the markings $h \in H_{\Gamma} \backslash L_{\Gamma}$. However, for our study, only the more restrictive invariants of Definition 1.8 are needed.

### 1.4. Review of relative Gromov-Witten theory.

1.4.1. Graphs for the relative theory. Let $X$ be a smooth projective variety over $\mathbb{C}$, and let $D \subset X$ be a smooth divisor with connected components $\left(D_{j}\right)_{j \in J}$.

Definition 1.9. An $(X, D)$-valued stable graph $\Gamma$ is an $X$-valued stable graph as in Definition 1.1 with the additional data of:
(i) a partition $L_{\Gamma}=L_{\Gamma, I} \sqcup \bigsqcup_{j \in J} L_{\Gamma, D_{j}}$ of the set of legs into a set $L_{\Gamma, I}$ of interior legs, and sets $L_{\Gamma, D_{j}}$ of relative legs associated to the divisors $D_{j}$.
(ii) a relative multiplicity function $\mu_{\Gamma}: \bigsqcup_{j \in J} L_{\Gamma, D_{j}} \rightarrow \mathbb{Z}_{>0}$.

Given an $(X, D)$-valued stable graph $\Gamma$, we denote the number of interior and relative legs by

$$
n_{\Gamma, I}:=\left|L_{\Gamma, I}\right| \quad \text { and } \quad n_{\Gamma, D}:=\sum_{j \in J}\left|L_{\Gamma, D_{j}}\right|
$$

respectively. The total number of legs is $n_{\Gamma}=n_{\Gamma, I}+n_{\Gamma, D}$.
Given an ( $X, D$ )-valued stable graph $\Gamma$, we use the notation $\bar{\Gamma}$ to denote the $(X, D)$-valued stable graph without edges obtained from $\Gamma$ by contraction of all edges, analogously as in Definition 1.2.

For every $(X, D)$-valued stable graph $G$ without edges, there is a moduli stack

$$
\begin{equation*}
\overline{\mathcal{M}}_{G}(X, D) \tag{1.11}
\end{equation*}
$$

defined by Jun Li $[50,51]$ of $G$-marked relative stable maps to $(X, D)$. The connected components $C_{v}$ of the domain curve of a $G$-marked relative stable map are indexed by the vertices $v \in V_{G}$. The relative stable map restricted to $C_{v}$ is of genus $\mathrm{g}(v)$ with $\mathrm{n}(v)$ marked points and class $\beta(v)$. In addition, the relative multiplicities along $D$ are prescribed by $\mu_{G}$. We denote by $\left[\overline{\mathcal{M}}_{G}(X, D)\right]^{\text {vir }}$ the virtual class defined by relative Gromov-Witten theory [50, 51].
1.4.2. Relative stable maps. We briefly recall here the basics of the theory of relative stable maps [50, 51], in particular the notion of expanded degeneration and the predeformability condition, which will play a crucial role here. To simplify the exposition, we assume that $D$ is connected. To treat the general case of a possibly disconnected divisor $D$, the only change is that different orders of expansions along each connected component of $D$ are permitted.

Let $\mathbf{P}$ be the $\mathbb{P}^{1}$-bundle over $D$ given by

$$
\mathbf{P}:=\mathbb{P}\left(N_{D \mid X} \oplus \mathcal{O}_{D}\right),
$$

where $N_{D \mid X}$ is the normal line bundle to $D$ in $X$. The bundle $\mathbf{P}$ has two natural disjoint sections; one with normal bundle $N_{D \mid X}^{\vee}$, called the zero section, and the other with normal bundle $N_{D \mid X}$, called the infinity section. For every $l \in \mathbb{Z}_{\geq 0}$, let $\mathbf{P}_{l}$ be the variety obtained by gluing together $l$ copies of $\mathbf{P}$, where the infinity section of the $i$ th component is glued to the zero section of the $(i+1)$ st for all $1 \leq i \leq l-1$. We denote by $D_{0} \subset \mathbf{P}_{l}$ the zero section of the first copy of $\mathbf{P}$ and by $D[l] \subset \mathbf{P}_{l}$ the infinity section of the last copy of $\mathbf{P}$. The $l$-step expanded degeneration of the pair $(X, D)$ is the pair $(X[l], D[l])$, where $X[l]$ is the variety obtained by gluing $X$ along $D$ to $\mathbf{P}_{l}$ along $D_{0}$. The subvariety $\mathbf{P}_{l} \subset X[l]$ is called the expansion, and each component $\mathbf{P} \subset \mathbb{P}_{l}$ is called a bubble. We illustrate the 2-step expanded degeneration in Figure 1.3.


Figure 1.3. The 2-step expanded degeneration $X[2]$ of $(X, D)$
In [50], Jun Li defines through explicit constructions of versal deformations of the spaces $X[l]$, a notion of a family of expanded degenerations and constructs a moduli stack $\mathcal{T}$ of expanded degenerations, along with a universal family $\mathcal{X} \rightarrow \mathcal{T}$. This universal family has the property that for every scheme $S$ and morphism $S \rightarrow \mathcal{T}$, the pull-back family

$$
\mathcal{X}_{S}:=\mathcal{X} \times_{\mathcal{T}} S \rightarrow S
$$

is a flat and proper morphism with every geometric fiber isomorphic to $X[l]$ for some $l$.

Definition 1.10. A relative stable map to $(X, D)$ with relative multiplicities $\mu$ over a scheme $S$ is a commutative diagram

where $C \rightarrow S$ is a prestable curve, $\mathcal{X} \rightarrow \mathcal{T}$ is the universal family of expanded degenerations of $(X, D)$, and such that the following conditions are satisfied:
(i) Let $f: C \rightarrow \mathcal{X}_{S}:=\mathcal{X} \times_{\mathcal{T}} S$ be the induced $S$-morphism. Then, for every geometric fiber,

$$
f_{s}: C_{s} \rightarrow \mathcal{X}_{S, s} \simeq X[l],
$$

over $s \in S$, no irreducible component of $C_{s}$ is entirely mapped by $f_{s}$ into the singular locus of $X[l]$ or the divisor $D[l] \subset X[l]$. In addition, the relative multiplicities along $D[l]$ are fixed to be given by $\mu$.
(ii) Every geometric fiber $f_{s}: C_{s} \rightarrow \mathcal{X}_{S, s}$ over $s \in S$ is stable in the sense that there are finitely many pairs $\left(r_{1}, r_{2}\right)$, where $r_{1}$ is an automorphism of $C_{s}$, $r_{2}$ is an automorphism of $\mathcal{X}_{S, s}$ fixing $X$, and $f_{s} \circ r_{1}=r_{2} \circ f_{s}$.
(iii) For each point $s \in S$ and $p \in C_{s}$ such that $f_{s}(p)$ is contained in the singular locus of $\mathcal{X}_{S, s} \simeq X[l], f$ is predeformable at $p$, that is, $p$ is a node of $C_{s}$, and étale-locally on $C$, and smooth-locally on $\mathcal{X}_{S}$, the morphism $f$ admits the following form:

$$
\operatorname{Spec} A[x, y] /(x y-t) \rightarrow \operatorname{Spec} A[u, v] /(u v-w)
$$

over $\operatorname{Spec} A$, for some algebra $A$ and $t, w \in A$, where $w=t^{n}, u \mapsto x^{n}$, and $v \mapsto y^{n}$ for some $n \in \mathbb{Z}_{\geq 1}$.
The nodes of the domain curve of a relative stable map which map to the singular locus of the expanded target (as described in (iii)) are called distinguished nodes. An isomorphism between two relative stable maps is an isomorphism between the corresponding diagrams, which is the identity on $S$ and $\mathcal{T}$, and an automorphism fixing $X$ on $\mathcal{X}$.

Definition 1.10 in particular implies that two relative stable maps with target $X[l]$ which only differ by the action of $\mathbb{G}_{m}^{l}$ on $X[l]$ by scaling of the fibers of the bubbles are isomorphic.
1.5. Nodal relative Gromov-Witten theory. Throughout this section $X$ denotes a smooth projective variety over $\mathbb{C}$, and $D \subset X$ a smooth divisor. Forgetting the relative information (the data (i) and (ii) of Definition 1.9), we view every $(X, D)$-valued stable graph $\Gamma$ as an $X$-valued stable graph. Recall that, we denote by $\bar{\Gamma}$ the graph obtained by contracting all edges of $\Gamma$, and we have a natural morphism $\iota_{\Gamma}: \mathfrak{M}_{\Gamma} \rightarrow \mathfrak{M}_{\bar{\Gamma}}$ defined in (1.3), where $\mathfrak{M}_{\Gamma}$ and $\mathfrak{M}_{\bar{\Gamma}}$ denote the moduli stacks of $\Gamma$-marked and $\bar{\Gamma}$-marked prestable curves respectively. We denote by

$$
\begin{equation*}
\epsilon_{\bar{\Gamma}}: \overline{\mathcal{M}}_{\bar{\Gamma}}(X, D) \rightarrow \mathfrak{M}_{\bar{\Gamma}}, \tag{1.12}
\end{equation*}
$$

the morphism defined as in (1.8), applied to $G=\bar{\Gamma}$.
Definition 1.11. For every $(X, D)$-valued stable graph $\Gamma$, we define the moduli stack $\overline{\mathcal{M}}_{\Gamma}(X, D)$ of $\Gamma$-marked relative stable maps by the fiber diagram

where $\bar{\Gamma}$ is the $(X, D)$-valued stable graph obtained from $\Gamma$ by contraction of all edges as in Definition 1.2, $\overline{\mathcal{M}}_{\bar{\Gamma}}(X, D)$ and $\epsilon_{\bar{\Gamma}}$ are defined by (1.11) and (1.12). We define a virtual class on the moduli space $\overline{\mathcal{M}}_{\Gamma}(X, D)$ by

$$
\begin{equation*}
\left[\overline{\mathcal{M}}_{\Gamma}(X, D)\right]^{\mathrm{vir}}:=\iota_{\Gamma}^{!}\left[\overline{\mathcal{M}}_{\bar{\Gamma}}(X, D)\right]^{\mathrm{vir}} . \tag{1.13}
\end{equation*}
$$

A $\Gamma$-marked relative stable map is a relative stable map to $(X, D)$ with the data of a $\Gamma$-marking on its domain curve.

Integration over $\left[\overline{\mathcal{M}}_{\Gamma}(X, D)\right]^{\text {vir }}$, however, does not give a good notion of nodal relative Gromov-Witten invariants, which for example should appear in a degeneration formula for nodal absolute Gromov-Witten invariants. This will become clear in our discussion of the degeneration formula in §2. To obtain a good notion of nodal relative Gromov-Witten invariants, we add the extra condition that the nodes of the domain curve imposed by $\Gamma$ remain away from the singular locus of the expanded targets. We show below that the extra condition on nodes defines a moduli stack $\mathcal{P}_{\Gamma}(X, D)$ which is a union of connected components of $\overline{\mathcal{M}}_{\Gamma}(X, D)$. Nodal relative Gromov-Witten invariants are then defined in what follows by integration over the virtual class $\left[\mathcal{P}_{\Gamma}(X, D)\right]^{\text {vir }}$ obtained by restriction of $\left[\overline{\mathcal{M}}_{\Gamma}(X, D)\right]^{\text {vir }}$ to $\mathcal{P}_{\Gamma}(X, D)$.

Let $f: C \rightarrow \mathcal{X}_{S}$ be a $\Gamma$-marked relative stable map over a scheme $S$, where $\mathcal{X}_{S}$ is as in Definition 1.10. By Definition 1.5 of the $\Gamma$-marking, for every edge $e$ of $\Gamma$, we have a section $\sigma_{e}$ of $C \rightarrow S$ with image in the singular locus of $C$. In other words, for every point $s \in S$, the point $\left(\sigma_{e}\right)_{s}$ is a node of the curve $C_{s}$, and we can then ask if this node is distinguished or not in the sense of Definition 1.10, see Figure 1.4 for an illustration of distinguished and non-distinguished nodes. The following result is essential for our paper.

Lemma 1.12. Let $S$ be a connected scheme, and let $f: C \rightarrow \mathcal{X}_{S}$ be a $\Gamma$-marked relative stable map over $S$. Let e be an edge of $\Gamma$ and $\sigma_{e}$ the corresponding section of $C \rightarrow S$ given by the $\Gamma$-marking. Then, we have the following alternative:
(i) either the node $\left(\sigma_{e}\right)_{s}$ of $C_{s}$ is distinguished for every point $s \in S$, or
(ii) the node $\left(\sigma_{e}\right)_{s}$ of $C_{s}$ is distinguished for no point $s \in S$.

Proof. We prove that the subset $Z \subset S$ of points $s \in S$ such that $\left(\sigma_{e}\right)_{s}$ is a distinguished node of $C_{s}$ is closed and open in the complex analytic topology.
First of all, $Z$ is closed. Indeed, its complement $S \backslash Z$ is open: if $s \in S \backslash Z$ $f\left(\left(\sigma_{e}\right)_{s}\right)$ is a smooth point of $\mathcal{X}_{S, s}$, then, as the morphism $\mathcal{X}_{S} \rightarrow S$ is flat and locally of finite presentation, it is smooth in restriction to an open subset of $\mathcal{X}_{S}$ containing $\left(\sigma_{e}\right)_{s}$, see for example [73, Tag 01V9]. So $\sigma_{e}^{-1}(U)$ is an open subset of $S$ (by continuity of $\sigma_{e}$ ), containing $s$ and contained in $S \backslash Z$.

It remains to show that $Z$ is open. Let $s \in Z$, so that $\left(\sigma_{e}\right)_{s}$ is a distinguished node of $C_{s}$ so $f\left(\left(\sigma_{e}\right)_{s}\right)$ is a singular point of $\mathcal{X}_{S, s}$. By the predeformability condition in Definition 1.10(iii), locally on $C$ for the complex analytic topology, and


Figure 1.4. The left figure is an $(X, D)$-valued stable graph $\Gamma$ with two relative legs $\ell_{1}, \ell_{2}$ of multiplicities $\mu_{\Gamma}\left(\ell_{1}\right)$ and $\mu_{\Gamma}\left(\ell_{2}\right)$ respectively. In the middle and on the right, there are two $\Gamma$-marked relative stable maps. While in the middle the two nodes $\sigma_{e_{1}}, \sigma_{e_{2}}$ corresponding to the edges $e_{1}$ and $e_{2}$ are distinguished, on the right they are not distinguished.
smooth-locally on $\mathcal{X}_{S}$, the morphism $f$ admits the following form:

$$
\operatorname{Spec} A[x, y] /(x y-t) \rightarrow \operatorname{Spec} A[u, v] /(u v-w)
$$

over $\operatorname{Spec} A$, for some $t, w \in A$, in which, $w=t^{n}, u \mapsto x^{n}$, and $v \mapsto y^{n}$ for some $n \in \mathbb{Z}_{\geq 1}$. As the image of $\sigma_{e}$ is contained in the singular locus of $C$ (so $\sigma_{e}$ is a section of nodes), we deduce that $t=0$ and $x\left(\left(\sigma_{e}\right)_{s^{\prime}}\right)=y\left(\left(\sigma_{e}\right)_{s^{\prime}}\right)=0$ for every $s^{\prime} \in \operatorname{Spec} A$. From the form of $f$, we deduce that $w=0$ and $u\left(f\left(\left(\sigma_{e}\right)_{s^{\prime}}\right)=\right.$ $v\left(f\left(\left(\sigma_{e}\right)_{s^{\prime}}\right)=0\right.$ for every $s^{\prime} \in \operatorname{Spec} A$, and so that $f\left(\left(\sigma_{e}\right)_{s^{\prime}}\right)$ is contained in the singular locus of $\mathcal{X}_{S, s^{\prime}}$ for every $s^{\prime} \in \operatorname{Spec} A$. We conclude that $Z$ is open.

Definition 1.13. For every $(X, D)$-valued stable graph $\Gamma$, we define $\mathcal{P}_{\Gamma}(X, D)$ as the substack of $\overline{\mathcal{M}}_{\Gamma}(X, D)$ whose $S$-points for every scheme $S$ are $\Gamma$-marked relative stable maps $f: C \rightarrow \mathcal{X}_{S}$ such that for every edge $e$ of $\Gamma$ and every point $s \in S$, the node $\left(\sigma_{e}\right)_{s}$ of $C_{s}$ marked by $e$ is not distinguished.

By Lemma 1.12, $\mathcal{P}_{\Gamma}(X, D)$ is a union of connected components of $\overline{\mathcal{M}}_{\Gamma}(X, D)$ and is therefore well-defined and proper. We denote by $\mathcal{N}_{\Gamma}(X, D)$ the complement of $\mathcal{P}_{\Gamma}(X, D)$ in $\overline{\mathcal{M}}_{\Gamma}(X, D)$, which is also a union of connected components of $\overline{\mathcal{M}}_{\Gamma}(X, D)$ and also proper. In other words, we have a disjoint union decomposition

$$
\begin{equation*}
\overline{\mathcal{M}}_{\Gamma}(X, D)=\mathcal{P}_{\Gamma}(X, D) \sqcup \mathcal{N}_{\Gamma}(X, D) . \tag{1.14}
\end{equation*}
$$

An explicit and non-trivial example of the decomposition (1.14) is given at the end of Appendix A.

Definition 1.14. We define the virtual classes

$$
\left[\mathcal{P}_{\Gamma}(X, D)\right]^{\mathrm{vir}} \in H_{*}\left(\mathcal{P}_{\Gamma}(X, D)\right) \text { and }\left[\mathcal{N}_{\Gamma}(X, D)\right]^{\mathrm{vir}} \in H_{*}\left(\mathcal{N}_{\Gamma}(X, D)\right)
$$

as the classes obtained by restriction of the virtual class $\left[\overline{\mathcal{M}}_{\Gamma}(X, D)\right]^{\text {vir }}$ to $\mathcal{P}_{\Gamma}(X, D)$ and $\mathcal{N}_{\Gamma}(X, D)$ respectively.

Nodal relative Gromov-Witten invariants are then defined by integration over the virtual class $\left[\mathcal{P}_{\Gamma}(X, D)\right]^{\text {vir }}$.

Definition 1.15. Given an $(X, D)$-valued stable graph $\Gamma$, the nodal relative Gromov-Witten invariants of $(X, D)$ of type $\Gamma$ are

$$
\begin{align*}
&\left\langle\prod_{i=1}^{n_{\Gamma, I}} \tau_{k_{i}}\left(\alpha_{i}\right) \prod_{h \in H_{\Gamma} \backslash L_{\Gamma}} \tau_{k_{h}} \mid \prod_{j=1}^{n_{\Gamma, D}} \delta_{j}\right\rangle_{\Gamma}^{(X, D)}:= \\
& \int_{\left[\mathcal{P}_{\Gamma}(X, D)\right]^{\mathrm{vir}}} \prod_{i=1}^{n_{\Gamma, I}} \psi_{i}^{k_{i}} \operatorname{ev}_{i}^{*}\left(\alpha_{i}\right) \prod_{h \in H_{\Gamma} \backslash L_{\Gamma}} \psi_{h}^{k_{h}} \prod_{j=1}^{n_{\Gamma, D}} \operatorname{ev}_{j}^{*}\left(\delta_{j}\right), \tag{1.15}
\end{align*}
$$

where:
(i) for every $1 \leq i \leq n_{\Gamma, I}, \mathrm{ev}_{i}$ is the evaluation morphism at the $i$-th interior leg of $\Gamma, k_{i}$ is a nonnegative integer, $\alpha_{i} \in H^{\star}(X)$, and

$$
\psi_{i}:=c_{1}\left(\mathbb{L}_{i}\right),
$$

where $\mathbb{L}_{i}$ is the cotangent line bundle over $\overline{\mathcal{M}}_{\Gamma}(X)$ associated to the $i$-th marked point of the domain curve,
(ii) for every half-edge $h$ of $\Gamma$ which is not a leg, adjacent to a vertex $v, k_{h}$ is a nonnegative integer, and

$$
\psi_{h}:=c_{1}\left(\mathbb{L}_{h}\right),
$$

where $\mathbb{L}_{h}$ is the cotangent line bundle over $\overline{\mathcal{M}}_{\Gamma}(X)$ associated to marked point of the curve $C_{v}$ corresponding to $h$, and;
(iii) for every $1 \leq j \leq n_{\Gamma, D}, \mathrm{ev}_{j}$ is the evaluation morphism at the $j$-th relative leg of $\Gamma$, and $\delta_{j} \in H^{\star}(D)$.

As (1.15) is a linear function of each $\alpha_{i}$ and $\delta_{j}$, we may assume without loss of generality that the $\alpha_{i}$ 's are elements of a fixed basis of $H^{\star}(X)$ and the $\delta_{j}$ 's are elements of a fixed basis of $H^{*}(D)$.

When $\Gamma$ has no edges, nodal relative Gromov-Witten invariants of type $\Gamma$ are just ordinary (possibly disconnected) relative Gromov-Witten invariants. A nodal relative Gromov-Witten invariant of $(X, D)$ is a nodal relative Gromov-Witten invariant of $(X, D)$ of type $\Gamma$ for some $(X, D)$-valued stable graph $\Gamma$.

In Definition 1.15, we do not include insertions of $\psi$-classes at the relative markings for nodal relative Gromov-Witten invariants. The reason is that we restrict our study here to the relative invariants which appear in the degeneration formula for absolute invariants.

## 2. Degeneration formula for nodal Gromov-Witten theory

After reviewing the standard degeneration formula in relative Gromov-Witten theory in $\S 2.1$, we state a new nodal degeneration formula in $\S 2.2$. The proof of the nodal degeneration formula is given in §2.3-2.4. The nodal degeneration formula follows from the standard degeneration formula after intersection with the nodal locus in the Artin stack of curves. The main subtlety in the argument concerns the location of the node (and requires the vanishing of certain contributions to the intersection product).
2.1. Jun Li's degeneration formula. Let $W \rightarrow B$ be a flat projective morphism from a smooth variety $W$ to a smooth connected curve $B$ with a distinguished point $0 \in B$ such that
(i) the fibers $W_{t}$ over $t \in B \backslash\{0\}$ are smooth varieties,
(ii) the fiber $W_{0}$ over $0 \in B$ is the union of two smooth irreducible components $Y_{1}$ and $Y_{2}$ glued along a smooth connected divisor $D$.

We write the degeneration as

$$
W_{t} \rightsquigarrow W_{0}=Y_{1} \cup_{D} Y_{2} .
$$

The inclusions $W_{t}, Y_{1}, Y_{2} \subset W$ induce maps

$$
p_{W_{t}}: H_{2}^{+}\left(W_{t}\right) \rightarrow H_{2}^{+}(W), p_{Y_{1}}: H_{2}^{+}\left(Y_{1}\right) \rightarrow H_{2}^{+}(W), p_{Y_{2}}: H_{2}^{+}\left(Y_{2}\right) \rightarrow H_{2}^{+}(W) .
$$

Jun Li's degeneration formula [51] (motivated by earlier work in symplectic geometry by $[40,49]$ ) relates the Gromov-Witten theory of the general fibers $W_{t}$ for $t \neq 0$ to the relative Gromov-Witten theories of the pairs $\left(Y_{1}, D\right)$ and $\left(Y_{2}, D\right)$ given by the components of the special fiber relative to their common intersection. We review below the degeneration formula, first at the level of virtual cycles, and then at the level of numerical invariants.

We first recall the notion of an expanded degeneration of the special fiber $W_{0}$, which is parallel to the notion of expanded degeneration of a pair $(X, D)$ reviewed in $\S 1.4$. Let $\mathbf{P}$ be the $\mathbb{P}^{1}$-bundle over $D$ defined by

$$
\mathbf{P}:=\mathbb{P}\left(N_{D \mid Y_{1}} \oplus \mathcal{O}_{D}\right)
$$

where $N_{D \mid Y_{1}}$ is the normal line bundle to $D$ in $Y_{1}$. The normal line bundle to $D$ in $Y_{2}$ satisfies

$$
N_{D \mid Y_{2}} \cong N_{D \mid Y_{1}}^{\vee} .
$$

The bundle $\mathbf{P}$ has two natural disjoint sections: one with normal bundle $N_{D \mid Y_{1}}^{\vee}$, called the zero section, and another with normal bundle $N_{D \mid Y_{1}}$, called the infinity section. For every $l \in \mathbb{Z}_{\geq 0}$, let $\mathbf{P}_{l}$ be the variety obtained by gluing together $l$ copies of $\mathbf{P}$, where the infinity section of the $i$ th component is glued to the zero section of the $(i+1)$ st for all $1 \leq i \leq l-1$. The l-step expanded degeneration of the special fiber $W_{0}$ along $D$ is the variety $W_{0}[l]$ obtained by gluing $Y_{1}$ along $D$ to $\mathbf{P}_{l}$ along the zero section of the first copy of $\mathbf{P}$, and gluing $Y_{2}$ along $D$ to $\mathbf{P}_{l}$ along the infinity section of the last copy of $\mathbf{P}$.

In [50], Jun Li constructs a moduli stack $\mathfrak{T} \rightarrow B$ with a universal family $\mathcal{W} \rightarrow \mathfrak{T}$ such that for every section $\sigma: B \rightarrow \mathfrak{T}$, the pull-back family $\mathcal{W}_{\sigma} \rightarrow B$ is isomorphic to $W \rightarrow B$ away from $0 \in B$, and has a special fiber over $0 \in B$ isomorphic to $W_{0}[l]$ for some $l$.

The definition of a stable map to a degeneration $[50,51]$ is parallel to Definition 1.10 of a relative stable map to a pair $(X, D)$.

Definition 2.1. Let $S \rightarrow B$ be a scheme over $B$. A stable map over $S$ to the degeneration $W \rightarrow B$ is a commutative diagram

where $C \rightarrow S$ is a prestable curve, $\mathcal{W} \rightarrow \mathfrak{T}$ is the universal family of expanded degenerations of $W \rightarrow B$, and such that the following conditions are satisfied:
(i) Let $f: C \rightarrow \mathcal{W}_{S}:=\mathcal{W} \times_{\mathfrak{T}} S$ be the induced $S$-morphism. Then, for every geometric fiber

$$
f_{s}: C_{s} \rightarrow \mathcal{W}_{S, s}
$$

over a point $s \in S$, no irreducible component of $C_{s}$ is entirely mapped by $f_{s}$ into the singular locus of $\mathcal{W}_{S, s}$.
(ii) Every geometric fiber $f_{s}: C_{s} \rightarrow \mathcal{W}_{S, s}$ over $s \in S$ is stable in the sense that there are finitely many pairs $\left(r_{1}, r_{2}\right)$, such that $r_{1}$ is an automorphism of $C_{s}, r_{2}$ is an automorphism of $\mathcal{W}_{S, s}$ fixing $W_{t}$, where $t \in B$ is the image of $s \in S$ by $S \rightarrow B$, and $f_{s} \circ r_{1}=r_{2} \circ f_{s}$.
(iii) For every $s \in S$ and $p \in C_{s}$ such that $f_{s}(p)$ is contained in the singular locus of $\mathcal{X}_{S, s}, f$ is predeformable at $p$ as in Definition 1.10(iii).
The nodes of the domain curve of a relative stable map which map to the singular locus of the expanded target (as described in (iii)) are called distinguished nodes.

For every $W$-valued stable graph $G$ without edges, let

$$
\overline{\mathcal{M}}_{G}(W / B) \rightarrow B
$$

be the moduli stack of $G$-marked stable maps to the degeneration $W \rightarrow B$. Connected components $C_{v}$ of the domain curve of a $G$-marked stable map are indexed by the vertices $v$ of $G$, and a $G$-marked stable map restricted to $C_{v}$ is $\mathrm{n}(v)$-pointed, of genus $\mathrm{g}(v)$ and class $\beta(v)$. We assume further that $G$ is vertical, in the sense that for every vertex $v$ of $G$, the push-forward to $B$ of the curve class $\beta(v)$ is zero.
For every $t \in B$, denote by $\iota_{t}$ the inclusion of the point $t$ in the curve $B$, and by $\overline{\mathcal{M}}_{G}\left(W_{t}\right)$ the fiber of $\overline{\mathcal{M}}_{G}(W)$ over $t$. Given a $W_{t}$-valued stable graph $G_{t}$, we denote by $p_{W_{t}, *} G_{t}$ the $W$-valued stable graph obtained from $G_{t}$ by replacing all the curve classes $\beta(v) \in H_{2}^{+}\left(W_{t}\right)$ by $p_{W_{t}, *} \beta(v) \in H_{2}^{+}(W)$ (if $\beta(v) \neq 0$, then $\beta(v)$ has a non-zero degree with respect to a relative polarization of $W \rightarrow B$, and so $p_{W_{t, *}} \beta(v) \neq 0$ and the graph $p_{W_{t, *}} G_{t}$ is indeed stable). For $t \in B \backslash\{0\}$, stable maps to the degeneration $W \rightarrow B$ with image contained in $W_{t}$ are ordinary stable maps and so

$$
\begin{equation*}
\overline{\mathcal{M}}_{G}\left(W_{t}\right)=\bigsqcup_{\substack{G_{t} \\ p_{W_{t}, *} G_{t}=G}} \overline{\mathcal{M}}_{G_{t}}\left(W_{t}\right), \tag{2.1}
\end{equation*}
$$

where the disjoint union is over the $W_{t}$-valued stable graphs $G_{t}$ satisfying the condition $p_{W_{t}, *} G_{t}=G$, and $\overline{\mathcal{M}}_{G_{t}}\left(W_{t}\right)$ is the moduli stack of $G_{t}$-marked stable maps to $W_{t}$. There are finitely many such graphs $G_{t}$ as the degrees of the curve classes with respect to a relative polarization of $W \rightarrow B$ are fixed by $G$.
Jun Li constructs in $[50,51]$ a virtual class $\left[\overline{\mathcal{M}}_{G}(W / B)\right]^{\mathrm{vir}}$ on $\overline{\mathcal{M}}_{G}(W / B)$ such that, for every $t \in B \backslash\{0\}$,

$$
\begin{equation*}
\iota_{t}^{!}\left[\overline{\mathcal{M}}_{G}(W / B)\right]^{\mathrm{vir}}=\sum_{\substack{G_{t} \\ p_{W_{t}, *} G_{t}=G}} \iota_{G_{t}, *}\left[\overline{\mathcal{M}}_{G_{t}}\left(W_{t}\right)\right]^{\mathrm{vir}}, \tag{2.2}
\end{equation*}
$$

where $\iota_{G_{t}}$ is the inclusion of $\overline{\mathcal{M}}_{G_{t}}\left(W_{t}\right)$ in $\overline{\mathcal{M}}_{G}\left(W_{t}\right)$ given by (2.1). The degeneration formula expresses the virtual class

$$
\iota_{0}^{!}\left[\overline{\mathcal{M}}_{G}(W / B)\right]^{\mathrm{vir}}
$$

on $\overline{\mathcal{M}}_{G}\left(W_{0}\right)$ in terms of the virtual classes in relative Gromov-Witten theory of $\left(Y_{1}, D\right)$ and $\left(Y_{2}, D\right)$. To state the formula, we first introduce some terminology about splittings.

Definition 2.2. Let $\Gamma$ be a $W$-valued stable graph. A splitting $\sigma$ of $\Gamma$ is an ordered pair $\left(\gamma_{1}, \gamma_{2}\right)$ where $\gamma_{1}$ is a $\left(Y_{1}, D\right)$-valued stable graph and $\gamma_{2}$ is a $\left(Y_{2}, D\right)$ valued stable graph. Moreover, we require $\left(\gamma_{1}, \gamma_{2}\right)$ to satisfy the following conditions:
(i) $\gamma_{1}$ and $\gamma_{2}$ have the same number $\ell(\sigma)$ of relative legs,
(ii) For each relative leg $1 \leq i \leq \ell(\sigma)$, the relative multiplicity $\mu_{\gamma_{1}}(i)$ attached to the $i$-th leg of $\gamma_{1}$ is equal to the relative multiplicity $\mu_{\gamma_{2}}(i)$ attached to the $i$-th leg of $\gamma_{2}$.
(iii) The labelling of the interior legs of $\gamma_{1}$ and $\gamma_{2}$ forms a partition of the labelling of the legs of $\Gamma$.

Furthermore, a splitting carries the extra data of an isomorphism between $\Gamma$ and the graph obtained by first gluing for all $1 \leq i \leq \ell(\sigma)$ the $i$-th relative leg of $p_{Y_{1}, *} \gamma_{1}$ with the $i$-th relative leg of $p_{Y_{2}, *} \gamma_{2}$, and then contracting the $\ell(\sigma)$ newly created edges. Here $p_{Y_{i}, *} \gamma_{i}$ is the graph obtained from $\gamma_{i}$ by replacing all the curve classes $\beta(v) \in H_{2}^{+}\left(Y_{i}\right)$ by $p_{Y_{i}, *} \beta(v) \in H_{2}^{+}(W)$.

Two splittings $\left(\gamma_{1}, \gamma_{2}\right)$ and $\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right)$ are isomorphic if there exist isomorphisms $\gamma_{1} \simeq \gamma_{1}^{\prime}$ and $\gamma_{2} \simeq \gamma_{2}^{\prime}$ compatible with the data of the isomorphisms between $\Gamma$ and the glued contracted graphs. We denote by $\Omega_{\Gamma}$ the set of isomorphism classes of splittings of $\Gamma$. We say that two splittings $\sigma_{1}$ and $\sigma_{2}$ are equivalent if they differ by a permutation of the labelling of the relative legs. We denote by $\bar{\Omega}_{\Gamma}$ the set of equivalence classes of splittings of $\Gamma$. For every $\sigma \in \bar{\Omega}_{\Gamma}$, we denote by $|\operatorname{Aut}(\sigma)|$ the order of the group of permutations of the labelling of relative legs fixing a splitting representative of the class $\sigma$, and by

$$
\begin{equation*}
m(\sigma):=\prod_{i=1}^{\ell(\sigma)} \mu_{\gamma_{1}}(i)=\prod_{i=1}^{\ell(\sigma)} \mu_{\gamma_{2}}(i) \tag{2.3}
\end{equation*}
$$

the product of the $\ell(\sigma)$ relative multiplicities. We refer to $m(\sigma)$ as the multiplicity factor.

Let $\eta=\left(G_{1}, G_{2}\right) \in \bar{\Omega}_{G}$ be an equivalence class of splittings of $G$, as in Definition 2.2. As $G$ does not have any edges, the same is true for $G_{1}$ and $G_{2}$. The $\left(Y_{1}, D\right)$-valued and ( $Y_{2}, D$ )-valued stable graphs $G_{1}$ and $G_{2}$ define moduli stacks $\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right)$ and $\overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right)$ of relative stable maps to $\left(Y_{1}, D\right)$ and $\left(Y_{2}, D\right)$ respectively, as (1.11). The evaluation at the relative marked points corresponding
to the relative legs of $G_{1}$ and $G_{2}$ defines a morphism

$$
\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right) \times \overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right) \rightarrow(D \times D)^{\ell(\eta)} .
$$

We denote by $\Delta_{\eta}$ the diagonal morphism

$$
\Delta_{\eta}: D^{\ell(\eta)} \rightarrow(D \times D)^{\ell(\eta)}
$$

and we form the fiber product


For every scheme $S$, an $S$-point of the above fiber product is the data of a stable map over $S$ to an expansion $Y_{1}\left[l_{1}\right]$ of $Y_{1}$ along $D$ and a stable map over $S$ to an expansion $Y_{2}\left[l_{2}\right]$ of $Y_{2}$ along $D$, such that the images of the relative marked points on

$$
D\left[l_{1}\right]=D\left[l_{2}\right] \simeq D
$$

match. As the contact orders also match, one can glue these two stable maps together to obtain a stable map over $S$ to the expansion $W_{0}\left[l_{1}+l_{2}\right]$ of $W_{0}$. In other words, we have a gluing morphism

$$
\begin{equation*}
\Phi_{\eta}: \overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right) \times_{D^{\ell(\eta)}} \overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right) \rightarrow \overline{\mathcal{M}}_{G}\left(W_{0}\right) . \tag{2.4}
\end{equation*}
$$

We can finally state Jun Li's degeneration formula at the cycle-level [51]:
$\iota_{0}^{!}\left[\overline{\mathcal{M}}_{G}(W / B)\right]^{\mathrm{vir}}=\sum_{\eta=\left(G_{1}, G_{2}\right) \in \bar{\Omega}_{G}} \frac{m(\eta)}{|\operatorname{Aut}(\eta)|} \Phi_{\eta, *} \Delta_{\eta}^{!}\left(\left[\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}\right)$.
Combining (2.2) with (2.5) and using the Künneth decomposition of the class of the diagonal $\Delta_{\eta}$, we obtain the numerical version of the degeneration formula: for every $k_{i} \in \mathbb{Z}_{\geq 0}$ and cohomology classes $\alpha_{i} \in H^{*}(W)$ indexed by the legs $i \in L_{G}$
of $G$, we have for every $t \in B \backslash\{0\}$ :

$$
\begin{aligned}
& \sum_{\substack{G_{t} \\
p_{W_{t}, *} G_{t}=G}}\left\langle\prod_{i \in L_{G}} \tau_{k_{i}}\left(\alpha_{i}\right)\right\rangle_{G_{t}}^{W_{t}}= \\
& \sum_{\eta=\left(G_{1}, G_{2}\right) \in \bar{\Omega}_{G}} \frac{m(\eta)}{|\operatorname{Aut}(\eta)|} \sum_{j_{1}, \ldots, j_{\ell}(\eta)}(-1)^{\epsilon}\left\langle\prod_{i \in L_{G_{1}, I}} \tau_{k_{i}}\left(\alpha_{i}\right) \mid \prod_{i=1}^{\ell(\eta)} \delta_{j_{i}}\right\rangle_{G_{1}}^{\left(Y_{1}, D\right)} \\
& \cdot\langle | \prod_{i=1}^{\ell(\eta)} \delta_{j_{i}}^{\vee}\left|\prod_{i \in L_{G_{2}, I}} \tau_{k_{i}}\left(\alpha_{i}\right)\right\rangle_{G_{2}}^{\left(Y_{2}, D\right)},
\end{aligned}
$$

where by abuse of notation we still denote by $\alpha_{i}$ the restrictions of $\alpha_{i}$ to $W_{t}, Y_{1}$, and $Y_{2}$ respectively, $\left(\delta_{j}\right)_{j}$ is a basis of $H^{\star}(D),\left(\delta_{j}^{\vee}\right)_{j}$ is the Poincaré-dual basis, and $(-1)^{\epsilon}$ is the sign determined formally by the equality

$$
\prod_{i \in L_{G}} \alpha_{i}=(-1)^{\epsilon} \prod_{i \in L_{G_{1}, I}} \alpha_{i} \prod_{i \in L_{G_{2}}, I} \alpha_{i} .
$$

2.2. Statement of the nodal degeneration formula. Let $\Gamma$ be a $W$-valued stable graph and $\bar{\Gamma}$ the $W$-valued stable graph obtained from $\Gamma$ by contracting all edges, as in Definition 1.2. We assume further that $\Gamma$ is vertical, in the sense that for every vertex $v$ of $\Gamma$, the push-forward to $B$ of the curve class $\beta(v)$ is zero. We define the moduli stack $\overline{\mathcal{M}}_{\Gamma}(W / B)$ of $\Gamma$-marked stable maps to the degeneration $W \rightarrow B$ by the fiber diagram


In other words, a $\Gamma$-marked stable curve is a stable map with the data of a $\Gamma$ marking on its domain curve. Using the predeformability condition (iii) in the Definition 2.1 of a stable map to the degeneration $W \rightarrow B$, we obtain a version of Lemma 1.12, ensuring that we have a disjoint union decomposition

$$
\overline{\mathcal{M}}_{\Gamma}(W / B)=\mathcal{P}_{\Gamma}(W / B) \sqcup \mathcal{N}_{\Gamma}(W / B),
$$

where $\mathcal{P}_{\Gamma}(W / B) \rightarrow B$ is the substack of $\overline{\mathcal{M}}_{\Gamma}(W / B) \rightarrow B$ whose $S$-points are $\Gamma$-marked stable maps to the degeneration $f: C \rightarrow \mathcal{W}_{S}$ such that for every edge $e$ of $\Gamma$ and every point $s \in S$, the node $\left(\sigma_{e}\right)_{s}$ of $C_{s}$ marked by $e$ is not distinguished (the image lies away from the singular locus of the target $\mathcal{W}_{S, s}$ ). The complement substack $\mathcal{N}_{\Gamma}(W / B) \rightarrow B$ parameterizes stable maps having at least
one $\Gamma$-marked node mapped to the singular locus of the target. As the target remains unexpanded over $B \backslash\{0\}$, the stack $\mathcal{N}_{\Gamma}(W / B)$ is entirely over $0 \in B$.

We define a virtual class on $\overline{\mathcal{M}}_{\Gamma}(W / B)$ by

$$
\begin{equation*}
\left[\overline{\mathcal{M}}_{\Gamma}(W / B)\right]^{\mathrm{vir}}:=\iota_{\Gamma}^{!}\left[\overline{\mathcal{M}}_{\bar{\Gamma}}(W / B)\right]^{\mathrm{vir}} \tag{2.6}
\end{equation*}
$$

and virtual classes $\left[\mathcal{P}_{\Gamma}(W / B)\right]^{\text {vir }}$ and $\left[\mathcal{N}_{\Gamma}(W / B)\right]^{\text {vir }}$ by restriction to $\mathcal{P}_{\Gamma}(W / B)$ and $\mathcal{N}_{\Gamma}(W / B)$ respectively.

For every $t \in B \backslash\{0\}$, the fiber $\overline{\mathcal{M}}_{\Gamma}\left(W_{t}\right)$ of $\overline{\mathcal{M}}_{\Gamma}(W / B) \rightarrow B$ over $t$ is given as in (2.1) by

$$
\begin{equation*}
\overline{\mathcal{M}}_{\Gamma}\left(W_{t}\right)=\bigsqcup_{\substack{\Gamma_{t} \\ p_{W_{t}, *}, \Gamma_{t}=\Gamma}} \overline{\mathcal{M}}_{\Gamma_{t}}\left(W_{t}\right), \tag{2.7}
\end{equation*}
$$

where the disjoint union is over the $W_{t}$-valued stable graphs $\Gamma_{t}$ satisfying the condition $p_{W_{t}, *} \Gamma_{t}=\Gamma$, and $\overline{\mathcal{M}}_{\Gamma_{t}}\left(W_{t}\right)$ are moduli stacks of nodal stable maps to $W_{t}$.

By [27, Theorem 6.4] applied to the fiber diagram

the Gysin pullbacks $\iota_{\Gamma}^{!}$and $\iota_{t}^{!}$commute. Then, by using (2.2), we have

$$
\begin{equation*}
\iota_{t}^{!}\left[\overline{\mathcal{M}}_{\Gamma}(W / B)\right]^{\mathrm{vir}}=\sum_{\substack{\Gamma_{t} \\ p_{\Gamma_{t}, *}+\Gamma_{t}=\Gamma}} \iota_{\Gamma_{t}, *}\left[\overline{\mathcal{M}}_{\Gamma_{t}}\left(W_{t}\right)\right]^{\mathrm{vir}} \tag{2.9}
\end{equation*}
$$

where $\iota_{\Gamma_{t}}$ is the inclusion of $\overline{\mathcal{M}}_{\Gamma_{t}}\left(W_{t}\right)$ in $\overline{\mathcal{M}}_{\Gamma}\left(W_{t}\right)$ given by (2.1).
The degeneration formula for nodal Gromov-Witten theory expresses the virtual class

$$
\iota_{0}^{!}\left[\overline{\mathcal{M}}_{\Gamma}(W / B)\right]^{\mathrm{vir}}
$$

in terms of the virtual classes in relative Gromov-Witten theory of $\left(Y_{1}, D\right)$ and $\left(Y_{2}, D\right)$. As the component $\mathcal{N}_{\Gamma}(W / B)$ is entirely over $0 \in B$ and the normal bundle to 0 in $B$ is trivial, we have

$$
\begin{equation*}
\iota_{0}^{!}\left[\mathcal{N}_{\Gamma}(W / B)\right]^{\mathrm{vir}}=0 \tag{2.10}
\end{equation*}
$$

by the excess intersection formula [27, Theorem 6.3], and so

$$
\iota_{0}^{!}\left[\overline{\mathcal{M}}_{\Gamma}(W / B)\right]^{\mathrm{vir}}=\iota_{0}^{!}\left[\mathcal{P}_{\Gamma}(W / B)\right]^{\mathrm{vir}}
$$

is entirely supported on the fiber $\mathcal{P}_{\Gamma}\left(W_{0}\right)$ of $\mathcal{P}_{\Gamma}(W / B)$ over $0 \in B$. The vanishing (2.10) plays an essential role in the proof of the nodal degeneration formula given in §2.4.

We introduced the set $\bar{\Omega}_{\Gamma}$ of equivalence classes of splittings of $\Gamma$ in Definition 2.2. Let $\sigma=\left(\gamma_{1}, \gamma_{2}\right) \in \bar{\Omega}_{\Gamma}$. The $\left(Y_{1}, D\right)$-valued and $\left(Y_{2}, D\right)$-valued stable graphs $\gamma_{1}$ and $\gamma_{2}$ define as in Definition 1.13 the moduli stacks $\mathcal{P}_{\gamma_{1}}\left(Y_{1}, D\right)$ and $\mathcal{P}_{\gamma_{2}}\left(Y_{2}, D\right)$ of $\gamma_{1}$-marked and $\gamma_{2}$-marked relative stable maps to $\left(Y_{1}, D\right)$ and $\left(Y_{2}, D\right)$ with the condition that no $\gamma_{i}$-marked node is mapped to the singular locus of the expanded target. The evaluation at the relative marked points corresponding to the relative legs of $\gamma_{1}$ and $\gamma_{2}$ defines a morphism

$$
\mathcal{P}_{\gamma_{1}}\left(Y_{1}, D\right) \times \mathcal{P}_{\gamma_{2}}\left(Y_{2}, D\right) \rightarrow(D \times D)^{\ell(\sigma)} .
$$

We denote by $\Delta_{\sigma}$ the diagonal morphism

$$
\Delta_{\sigma}: D^{\ell(\sigma)} \rightarrow(D \times D)^{\ell(\sigma)}
$$

and we form the fiber product


For every scheme $S$, an $S$-point of this fiber product is the data of a stable map over $S$ to an expansion $Y_{1}\left[l_{1}\right]$ of $Y_{1}$ along $D$, and of a stable map over $S$ to an expansion $Y_{2}\left[l_{2}\right]$ of $Y_{2}$ along $D$, such that the positions of the relative marked points on

$$
D\left[l_{1}\right]=D\left[l_{2}\right] \simeq D
$$

match. As the contact orders also match, we can glue these two stable maps together to obtain a stable map over $S$ to the expansion $W_{0}\left[l_{1}+l_{2}\right]$ of $W_{0}$. This stable map is naturally $\Gamma$-marked, and no $\Gamma$-marked node is mapped to the singular locus of $W_{0}\left[l_{1}+l_{2}\right]$. Hence, we obtain a gluing morphism

$$
\begin{equation*}
\Phi_{\sigma}: \mathcal{P}_{\gamma_{1}}\left(Y_{1}, D\right) \times_{D^{\ell \ell(\eta)}} \mathcal{P}_{\gamma_{2}}\left(Y_{2}, D\right) \rightarrow \mathcal{P}_{\Gamma}\left(W_{0}\right) \tag{2.11}
\end{equation*}
$$

We can finally state the degeneration formula for nodal Gromov-Witten theory:
Theorem 2.3 (Theorem B). Let $W \rightarrow B$ be a flat projective morphism from a smooth variety $W$ to a smooth connected curve $B$ with a distinguished point $0 \in B$ such that
(i) the fibers $W_{t}$ over $t \in B \backslash\{0\}$ are smooth varieties,
(ii) the fiber $W_{0}$ over $0 \in B$ is the union of two smooth irreducible components $Y_{1}$ and $Y_{2}$ glued along a smooth connected divisor $D$.

Then, for every vertical $W$-valued stable graph $\Gamma$,

$$
\begin{equation*}
\iota_{0}^{!}\left[\overline{\mathcal{M}}_{\Gamma}(W / B)\right]^{\mathrm{vir}}=\sum_{\sigma=\left(\gamma_{1}, \gamma_{2}\right) \in \bar{\Omega}_{\Gamma}} \frac{m(\sigma)}{|\operatorname{Aut}(\sigma)|} \Phi_{\sigma, *} \Delta_{\sigma}^{!}\left(\left[\mathcal{P}_{\gamma_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\mathcal{P}_{\gamma_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}\right) \tag{2.12}
\end{equation*}
$$

where $m(\sigma)$ is the multiplicity factor of the splitting $\sigma$ as in (2.3), and the virtual classes $\left[\mathcal{P}_{\gamma_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}},\left[\mathcal{P}_{\gamma_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}$ are given by Definition 1.14.
At the numerical level, for all $k_{i} \in \mathbb{Z}_{\geq 0}$ and cohomology classes $\alpha_{i} \in H^{*}(W)$ indexed by the legs $i \in L_{\Gamma}$ of $\Gamma$, and for all $k_{h} \in \mathbb{Z}_{\geq 0}$ indexed by the half-edges $h \in H_{\Gamma} \backslash L_{\Gamma}$ of $\Gamma$ which are not legs, we have for every $t \in B \backslash\{0\}$ :

$$
\begin{align*}
& \sum_{\substack{\Gamma_{t} \\
p_{W_{t}, *}, \Gamma_{t}=\Gamma}}\left\langle\prod_{i \in L_{\Gamma}} \tau_{k_{i}}\left(\alpha_{i}\right) \prod_{h \in H_{\Gamma} \backslash L_{\Gamma}} \tau_{k_{h}}\right\rangle_{\Gamma_{t}}^{W_{t}}= \\
& \sum_{\sigma=\left(\gamma_{1}, \gamma_{2}\right) \in \bar{\Omega}_{\Gamma}} \frac{m(\sigma)}{|\operatorname{Aut}(\sigma)|} \sum_{j_{1}, \ldots, j_{\ell(\sigma)}}(-1)^{\epsilon}\left\langle\prod_{i \in L_{\gamma_{1}, I}} \tau_{k_{i}}\left(\alpha_{i}\right) \prod_{h \in H_{\gamma_{1} \backslash} \backslash L_{\gamma_{1}}} \tau_{k_{h}} \mid \prod_{i=1}^{\ell(\sigma)} \delta_{j_{i}}\right\rangle_{\gamma_{1}}^{\left(Y_{1}, D\right)} \\
& \cdot\left\langle\prod_{i=1}^{\ell(\sigma)} \delta_{j_{i}}^{\vee} \mid \prod_{i \in L_{\gamma_{2}, I}} \tau_{k_{i}}\left(\alpha_{i}\right) \prod_{h \in H_{\gamma_{2}} \backslash L_{\gamma_{1}}} \tau_{k_{h}}\right\rangle_{\gamma_{2}}^{\left(Y_{2}, D\right)}, \tag{2.13}
\end{align*}
$$

where the nodal relative Gromov-Witten invariants on the right-hand side are as in Definition 1.15, $\alpha_{i}$ denotes the restriction of $\alpha_{i}$ to $W_{t}, Y_{1}$, and $Y_{2}$ respectively, $\left(\delta_{j}\right)_{j}$ is a basis of $H^{\star}(D),\left(\delta_{j}^{\vee}\right)_{j}$ is the Poincaré-dual basis, and $(-1)^{\epsilon}$ is the sign determined formally by the equality

$$
\prod_{i \in L_{\Gamma}} \alpha_{i}=(-1)^{\epsilon} \prod_{i \in L_{\gamma_{1}}, I} \alpha_{i} \prod_{i \in L_{\gamma_{2}, I}} \alpha_{i} .
$$

The proof of (2.12) in Theorem 2.3 is given in §2.3-2.4 below. The numerical version (2.13) follows immediately from (2.9), (2.12), and the Künneth decomposition of the class of the diagonal $\Delta_{\sigma}$.
2.3. Preliminary results. We prove here a number of technical results which will be used in $\S 2.4$ to prove Theorem 2.3.

For every splitting $\eta=\left(G_{1}, G_{2}\right) \in \bar{\Omega}_{\bar{\Gamma}}$, we define

$$
\begin{aligned}
& \overline{\mathcal{M}}_{G_{1}, G_{2}}^{\Delta}\left(W_{0}\right):=\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right) \times{ }_{D^{\ell(\eta)}} \overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right), \\
& \overline{\mathcal{M}}_{G_{1}, G_{2}}\left(W_{0}\right):=\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right) \times \overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right),
\end{aligned}
$$

We define the moduli stacks $\overline{\mathcal{M}}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right)$ and $\mathfrak{M}_{G_{1}, G_{2}, \Gamma}$ by the fiber diagram

where the morphism $\mathfrak{M}_{G_{1}} \times \mathfrak{M}_{G_{2}} \rightarrow \mathfrak{M}_{\bar{\Gamma}}$ is defined by gluing together a $G_{1}$-marked stable curve and a $G_{2}$-marked stable curves along their relative marked points.

We have a disjoint union decomposition

$$
\mathfrak{M}_{G_{1}, G_{2}, \Gamma}=\mathfrak{P}_{G_{1}, G_{2}, \Gamma} \sqcup \mathfrak{N}_{G_{1}, G_{2}, \Gamma},
$$

where $\mathfrak{P}_{G_{1}, G_{2}, \Gamma}$ is defined by the condition that the $\Gamma$-marked nodes are not nodes created by the gluing of the $G_{1}$-marked and $G_{2}$-marked stable curves. Using the predeformability condition, we obtain a version of Lemma 1.12, ensuring that we have a disjoint union decomposition

$$
\overline{\mathcal{M}}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right)=\mathcal{P}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right) \sqcup \mathcal{N}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right) .
$$

Here, $\mathcal{P}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right)$ is defined by the condition that the $\Gamma$-marked nodes are not distinguished: the $\Gamma$-marked nodes are distinct from the nodes mapped to the singular locus of the expansions of $Y_{1}$ or $Y_{2}$ and distinct from the nodes newly created by the gluing of the relative marked points. In particular, the morphism $\overline{\mathcal{M}}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right) \rightarrow \mathfrak{M}_{G_{1}, G_{2}, \Gamma}$ restricts to a morphism $\mathcal{P}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right) \rightarrow \mathfrak{P}_{G_{1}, G_{2}, \Gamma}$.

We define similarly

$$
\overline{\mathcal{M}}_{G_{1}, G_{2}, \Gamma}^{\Delta}\left(W_{0}\right)=\mathcal{P}_{G_{1}, G_{2}, \Gamma}^{\Delta}\left(W_{0}\right) \sqcup \mathcal{N}_{G_{1}, G_{2}, \Gamma}^{\Delta}\left(W_{0}\right)
$$

by replacing $\overline{\mathcal{M}}_{G_{1}, G_{2}}\left(W_{0}\right)$ by $\overline{\mathcal{M}}_{G_{1}, G_{2}}^{\Delta}\left(W_{0}\right)$ in (2.14). The definition of the gluing morphism $\Phi_{\eta}: \overline{\mathcal{M}}_{G_{1}, G_{2}}^{\Delta}\left(W_{0}\right) \rightarrow \overline{\mathcal{M}}_{\bar{\Gamma}}\left(W_{0}\right)$ extends to define a gluing morphism

$$
\begin{equation*}
\Phi_{\eta, \Gamma}: \overline{\mathcal{M}}_{G_{1}, G_{2}, \Gamma}^{\Delta}\left(W_{0}\right) \rightarrow \overline{\mathcal{M}}_{\Gamma}\left(W_{0}\right) . \tag{2.15}
\end{equation*}
$$

Lemma 2.4. For every cycle $\alpha$ on $\overline{\mathcal{M}}_{G_{1}, G_{2}}^{\Delta}\left(W_{0}\right)$, we have

$$
\iota_{\Gamma}^{!} \Phi_{\eta, *} \alpha=\Phi_{\eta, \Gamma, *}{ }_{\Gamma}^{!} \alpha
$$

on $\overline{\mathcal{M}}_{G_{1}, G_{2}, \Gamma}^{\Delta}\left(W_{0}\right)$.

Proof. The result follows from the compatibility of the Gysin pull-back and proper push-forward [27, Theorem 6.2 (a)] applied to the fiber diagram


Lemma 2.5. For every cycle $\beta$ on $\overline{\mathcal{M}}_{G_{1}, G_{2}}\left(W_{0}\right)$, we have

$$
\iota_{\Gamma}^{!} \Delta_{\eta}^{!} \beta=\Delta_{\eta}^{!} \iota_{\Gamma}^{!} \beta
$$

on $\overline{\mathcal{M}}_{G_{1}, G_{2}, \Gamma}^{\Delta}\left(W_{0}\right)$.
Proof. The Gysin pullbacks $\iota_{\Gamma}^{!}$and $\Delta_{\eta}^{!}$commute by [27, Theorem 6.4] applied to the fiber diagram

$$
\begin{align*}
& \overline{\mathcal{M}}_{G_{1}, G_{2}, \Gamma}^{\Delta}\left(W_{0}\right) \rightarrow \overline{\mathcal{M}}_{G_{1}, G_{2}}^{\Delta}\left(W_{0}\right) \longrightarrow D^{\ell(\eta)} \\
& \overline{\mathcal{M}}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right) \rightarrow \overline{\mathcal{M}}_{G_{1}, G_{2}}\left(W_{0}\right) \rightarrow(D \times D)^{\ell(\eta)} \tag{2.17}
\end{align*}
$$

Lemma 2.6. There are disjoint union decompositions

$$
\begin{gather*}
\mathfrak{P}_{G_{1}, G_{2}, \Gamma}=\bigsqcup_{\substack{\sigma=\left(\gamma_{1}, \gamma_{2}\right) \in \bar{\Omega}_{\Gamma} \\
\bar{\gamma}_{1}=G_{1}, \gamma_{2}=G_{2}}} \mathfrak{M}_{\gamma_{1}} \times \mathfrak{M}_{\gamma_{2}},  \tag{2.18}\\
\mathcal{P}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right)=\bigsqcup_{\substack{\sigma=\left(\gamma_{1}, \gamma_{2}\right) \in \bar{\Omega}_{\Gamma} \\
\bar{\gamma}_{1}=G_{1}, \bar{\gamma}_{2}=G_{2}}}^{\mathcal{P}_{\gamma_{1}}\left(Y_{1}, D\right) \times \mathcal{P}_{\gamma_{2}}\left(Y_{2}, D\right),} \tag{2.19}
\end{gather*}
$$

where we denote by $\bar{\gamma}_{1}\left(\right.$ resp. $\left.\bar{\gamma}_{2}\right)$ the graph without edges obtained from $\gamma_{1}$ (resp. $\gamma_{2}$ ) by contraction of all edges, as in Definition 1.2.

Proof. We explain how to prove (2.19). The proof of (2.18) is similar and in fact simpler. For every splitting $\sigma=\left(\gamma_{1}, \gamma_{2}\right) \in \bar{\Omega}_{\Gamma}$ such that $\bar{\gamma}_{1}=G_{1}$ and $\bar{\gamma}_{2}=G_{2}$, there is a natural morphism

$$
\mathcal{P}_{\gamma_{1}}\left(Y_{1}, D\right) \times \mathcal{P}_{\gamma_{2}}\left(Y_{2}, D\right) \rightarrow \mathcal{P}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right) .
$$

Indeed, a curve with $\gamma_{i}$-marking has in particular a $\Gamma_{i}$-marking, and a curve obtained by gluing two curves with $\gamma_{1}$ and $\gamma_{2}$-markings along their relative marked points has a natural $\Gamma$-marking by Definition 2.2 of a splitting of $\Gamma$.

Conversely, a point of $\mathcal{P}_{G_{1}, G_{2}}\left(W_{0}\right)$ consists of the data of relative stable maps

$$
C_{1} \rightarrow Y_{1}\left[l_{1}\right], \quad C_{2} \rightarrow Y_{2}\left[l_{2}\right]
$$

together with a $\Gamma$-structure on the curve $C$ obtained by gluing $C_{1}$ and $C_{2}$ along their relative marked points. The data must satisfy the following condition: every $\Gamma$-marked node of $C$ is distinct from the nodes of $C_{1}$ or $C_{2}$ mapping to the singular locus of $Y_{1}\left[l_{1}\right]$ or $Y_{2}\left[l_{2}\right]$ and distinct from the nodes in $C_{1} \cap C_{2}$ created by the gluing. In particular, no $\Gamma$-marked node of $C$ is a node created by the gluing. Hence, splitting $C$ into $C_{1}$ and $C_{2}$ induces a splitting $\sigma=\left(\gamma_{1}, \gamma_{2}\right)$ of $\Gamma$ and $\gamma_{i}$-structures on $C_{i}$.

Lemma 2.7. Under the identification (2.19), the following equality of cycles holds on $\mathcal{P}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right)$ :

$$
\left.\begin{array}{rl}
\left.\iota_{\Gamma}^{!}\left(\left[\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}\right)\right|_{\mathcal{P}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right)} \\
& =\sum_{\substack{\sigma=\left(\gamma_{1}, \gamma_{2}\right) \in \bar{\Omega}_{\Gamma} \\
\bar{\gamma}_{1}=G_{1}, \bar{\gamma}_{2}=G_{2}}}
\end{array} \mathcal{P}_{\gamma_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\mathcal{P}_{\gamma_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}} .
$$

Proof. As (2.14) is a fiber diagram, we have $\iota_{\Gamma}^{!}=\iota_{G_{1}, G_{2}, \Gamma}^{!}$by [27, Theorem 6.2 c)]. Under the identification (2.18), the restriction of $\iota_{G_{1}, G_{2}, \Gamma}$ to $\mathfrak{M}_{\gamma_{1}} \times \mathfrak{M}_{\gamma_{2}}$ is $\left(\iota_{\gamma_{1}}, \iota_{\gamma_{2}}\right)$. Then, using the identification (2.19), the restriction of

$$
\iota_{\Gamma}^{!}\left(\left[\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}\right)
$$

to $\mathcal{P}_{\gamma_{1}}\left(Y_{1}, D\right) \times \mathcal{P}_{\gamma_{2}}\left(Y_{2}, D\right)$ is equal to the restriction of

$$
\iota_{\gamma_{1}}^{\prime}\left[\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times \iota_{\gamma_{2}}\left[\overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}
$$

to $\mathcal{P}_{\gamma_{1}}\left(Y_{1}, D\right) \times \mathcal{P}_{\gamma_{2}}\left(Y_{2}, D\right)$, and so is equal to $\left[\mathcal{P}_{\gamma_{1}}\left(Y_{1}, D\right)\right]^{\text {vir }} \times\left[\mathcal{P}_{\gamma_{2}}\left(Y_{2}, D\right)\right]^{\text {vir }}$ by Definition 1.14 and (1.13).
2.4. Proof of the nodal degeneration formula. We will prove (2.12) in Theorem 2.3 by applying $l_{\Gamma}^{!}$to both sides of Jun Li's degeneration formula given by
$\iota_{0}^{!}\left[\overline{\mathcal{M}}_{\bar{\Gamma}}(W / B)\right]^{\mathrm{vir}}=\sum_{\eta=\left(G_{1}, G_{2}\right) \in \bar{\Omega}_{\bar{\Gamma}}} \frac{m(\eta)}{|\operatorname{Aut}(\eta)|} \Phi_{\eta, *} \Delta_{\eta}^{!}\left(\left[\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}\right)$,
as reviewed in $\S 2.1$. By [27, Theorem 6.4] applied to the fiber diagram (2.8) for $t=0$, the Gysin pullbacks $\iota_{\Gamma}^{!}$and $\iota_{0}^{!}$commute. Then, via using (2.6), we obtain

$$
\begin{equation*}
\iota_{\Gamma}^{!} \iota_{0}^{!}\left[\overline{\mathcal{M}}_{\bar{\Gamma}}(W / B)\right]^{\mathrm{vir}}=\iota_{0}^{!}\left[\overline{\mathcal{M}}_{\Gamma}(W / B)\right]^{\mathrm{vir}} . \tag{2.21}
\end{equation*}
$$

In other words, $\iota_{\Gamma}^{!}$applied to the left side of (2.20) is the left side of (2.12). It remains to match the right sides of the formulas.

We observed in (2.10) that $\iota_{0}^{!}\left[\overline{\mathcal{M}}_{\Gamma}(W / B)\right]^{\text {vir }}$ is supported on the component $\mathcal{P}_{\Gamma}\left(W_{0}\right)$ of $\overline{\mathcal{M}}_{\Gamma}\left(W_{0}\right)$. Hence, by (2.21), the result of $\iota_{\Gamma}^{!}$applied to the right side of (2.20) is also supported on $\mathcal{P}_{\Gamma}\left(W_{0}\right)$. To prove (2.12), it is therefore enough to compute the restriction

$$
\left.\left(\iota_{\Gamma}^{!} \Phi_{\eta, *} \Delta_{\eta}^{!}\left(\left[\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}\right)\right)\right|_{\mathcal{P}_{\Gamma}\left(W_{0}\right)}
$$

to $\mathcal{P}_{\Gamma}\left(W_{0}\right)$ for every $\eta=\left(G_{1}, G_{2}\right) \in \bar{\Omega}_{\bar{\Gamma}}$.
Using Lemmas 2.4 and 2.5, we have

$$
\begin{aligned}
& \iota_{\Gamma}^{!} \Phi_{\eta_{*}} \Delta_{\eta}^{!}\left(\left[\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}\right) \\
&=\Phi_{\eta, \Gamma, *} \Delta_{\eta}^{!} \iota_{\Gamma}^{!}\left(\left[\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}\right)
\end{aligned}
$$

A simple observation is the following: for every cycle $\alpha$ on $\overline{\mathcal{M}}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right)$ supported on $\mathcal{N}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right)$, the cycle $\Delta_{\eta}^{!} \alpha$ is supported on $\mathcal{N}_{G_{1}, G_{2}, \Gamma}^{\Delta}\left(W_{0}\right)$. By applying the observation to the part of

$$
\iota_{\Gamma}^{!}\left(\left[\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}\right)
$$

supported on $\mathcal{N}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right)$, we obtain

$$
\begin{aligned}
& \left.\left(\Phi_{\eta, \Gamma, *} \Delta_{\eta}^{!} \iota_{\Gamma}^{!}\left(\left[\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}\right)\right)\right|_{\mathcal{P}_{\Gamma}\left(W_{0}\right)} \\
& \quad=\Phi_{\eta, \Gamma, *} \Delta_{\eta}^{!}\left(\left.\iota_{\Gamma}^{!}\left(\left[\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}\right)\right|_{\mathcal{P}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right)}\right) .
\end{aligned}
$$

Finally, by Lemma 2.7, we have

$$
\left.\begin{array}{rl}
\left.\iota_{\Gamma}^{!}\left(\left[\overline{\mathcal{M}}_{G_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\overline{\mathcal{M}}_{G_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}}\right)\right|_{\mathcal{P}_{G_{1}, G_{2}, \Gamma}\left(W_{0}\right)} \\
& =\sum_{\substack{\sigma=\left(\gamma_{1}, \gamma_{2}\right) \in \bar{\Omega}_{\Gamma} \\
\bar{\gamma}_{1}=G_{1}, \bar{\gamma}_{2}=G_{2}}}
\end{array} \mathcal{P}_{\gamma_{1}}\left(Y_{1}, D\right)\right]^{\mathrm{vir}} \times\left[\mathcal{P}_{\gamma_{2}}\left(Y_{2}, D\right)\right]^{\mathrm{vir}},
$$

which completes the proof that $\iota_{\Gamma}^{!}$applied to the right side of (2.20) is equal to the right side of (2.12).

## 3. Splitting formula for nodal relative Gromov-Witten theory

We prove here a new splitting formula for nodal relative Gromov-Witten theory which differs from the standard splitting formula for nodal absolute GromovWitten theory by certain rubber terms.

We review the construction of the virtual class in relative Gromov-Witten theory in $\S 3.1$ and we describe the virtual class in nodal relative Gromov-Witten theory in $\S 3.2$. After a review of the statement of the splitting formula for nodal absolute Gromov-Witten invariants in $\S 3.3$, the splitting formula in the nodal relative case is proven in $\S 3.4$ and recast in a more explicit form in $\S 3.5$. In $\S 3.7$, we combine the splitting formula with the nodal rubber calculus of $\S 3.6$ to prove that nodal relative Gromov-Witten invariants can be effectively reconstructed from absolute Gromov-Witten invariants.
3.1. Relative Gromov-Witten theory. We review here the construction ${ }^{11}$ of the virtual class in relative Gromov-Witten theory based on working relatively to the moduli space of maps to a universal target. For details we refer to $[2, \S 5]$ and $[3, \S 3.2]$.
In absolute Gromov-Witten theory, we use the perfect obstruction theory relative to the forgetful morphism

$$
\epsilon: \overline{\mathcal{M}}_{g, n, \beta}(X) \rightarrow \mathfrak{M}_{g, n, \beta}
$$

defined in (1.5), given by

$$
\left(R \pi_{*} f^{*} T_{X}\right)^{\vee},
$$

where $\pi: C \rightarrow \overline{\mathcal{M}}_{g, n, \beta}(X)$ is the universal curve, $f: C \rightarrow X$ is the universal stable map, and $T_{X}$ is the tangent bundle of $X$, see [9, Proposition 6.2] and [7, Proposition 5]. The virtual class is defined by the corresponding virtual pull-back [57] of the ordinary fundamental class on the equidimensional stack $\mathfrak{M}_{g, n, \beta}$ :

$$
\left[\overline{\mathcal{M}}_{g, n, \beta}(X)\right]^{\mathrm{vir}}:=\epsilon^{\prime}\left[\mathfrak{M}_{g, n, \beta}\right] .
$$

Let $X$ be a smooth projective variety over $\mathbb{C}$,

$$
D \subset X
$$

a smooth divisor, and $G$ an $(X, D)$-valued stable graph without edges. In relative Gromov-Witten theory, Jun Li [51] defined the virtual class $\left[\overline{\mathcal{M}}_{G}(X, D)\right]$ ]ir using a perfect obstruction theory which can be viewed as being relative to the morphism

$$
\epsilon_{G}: \overline{\mathcal{M}}_{G}(X, D) \rightarrow \mathfrak{M}_{G}
$$

[^9]defined in (1.8). The definition of this perfect obstruction theory is quite complicated due to the subtle nature of the predeformability condition (see Definition 1.10 (iii)). Generally, perfect obstruction theories become easier to describe when taken relative to the largest available smooth geometry. For example, GraberVakil gave a more compact description of the virtual class by defining a perfect obstruction theory relative to $\mathfrak{M}_{G} \times \mathcal{T}$, where $\mathcal{T}$ is the stack of expanded degenerations [33, §2.8]. More recently, Abramovich-Cadman-Wise have provided an alternative description obtained by working relatively to the space of maps to a universal target $[2, \S 5]$, see also [3, §3.2]. We follow here the Abramovich-Cadman-Wise approach which is technically simpler.

When working with pairs $(X, D)$, where $D$ is a smooth divisor, the universal target is the pair of stacks $(\mathscr{A}, \mathscr{D})$, where

$$
\mathscr{A}:=\left[\mathbb{A}^{1} / \mathbb{G}_{m}\right]
$$

is the classifying stack of line bundles with sections and $\mathscr{D}:=\left[0 / \mathbb{G}_{m}\right]$. For every pair $(X, D)$, we have a canonical morphism of pairs

$$
\begin{equation*}
(X, D) \rightarrow(\mathscr{A}, \mathscr{D}), \tag{3.1}
\end{equation*}
$$

induced by the line bundle $\mathcal{O}_{X}(D)$ with its section vanishing on $D$.
Let $\mathfrak{M}_{G}(\mathscr{A}, \mathscr{D})$ be the moduli stack of relative prestable maps to $(\mathscr{A}, \mathscr{D})$, defined as in Definition 1.10 using expanded degenerations and the predeformability condition, but without the stability condition (Definition 1.10(ii)). The crucial point is that $\mathfrak{M}_{G}(\mathscr{A}, \mathscr{D})$ is equidimensional by [2, Lemma 4.1.2] and thus admits an ordinary fundamental class $\left[\mathfrak{M}_{G}(\mathscr{A}, \mathscr{D})\right]$. The natural morphism (3.1) induces a morphism

$$
\eta_{G}: \overline{\mathcal{M}}_{G}(X, D) \rightarrow \mathfrak{M}_{G}(\mathscr{A}, \mathscr{D}) .
$$

By $[2, \S 5]$, the virtual class in relative Gromov-Witten theory can be defined using the perfect obstruction theory relative to $\eta_{G}$ given by

$$
\begin{equation*}
\left(R \pi_{*} f^{*} T_{(X, D)}\right)^{\vee}, \tag{3.2}
\end{equation*}
$$

where $\pi: C \rightarrow \overline{\mathcal{M}}_{G}(X, D)$ is the universal curve, $f: C \rightarrow \mathcal{X} \rightarrow X$ is the composition of the universal relative stable map with the contraction of the expanded target on $X$, and $T_{(X, D)}$ is the log tangent bundle of the pair $(X, D)$. The virtual class is then defined by

$$
\begin{equation*}
\left[\overline{\mathcal{M}}_{G}(X, D)\right]^{\mathrm{vir}}:=\eta_{G}^{\prime}\left[\mathfrak{M}_{G}(\mathscr{A}, \mathscr{D})\right], \tag{3.3}
\end{equation*}
$$

where $\eta_{G}^{!}$is the corresponding virtual pull-back [57].
3.2. Nodal relative Gromov-Witten theory (revisited). The virtual class in nodal relative Gromov-Witten theory was defined in Definition 1.14. A second approach to the nodal relative theory is provided by the geometric perspective of Abramovich-Cadman-Wise. We show here that the two definitions agree.

In Definition 1.13, for every $(X, D)$-valued stable graph $\Gamma$, we introduced the stack $\mathcal{P}_{\Gamma}(X, D)$ of $\Gamma$-marked relative stable maps whose $\Gamma$-marked nodes are not distinguished (the $\Gamma$-marked nodes are not mapped to the singular locus of the expanded target). Let $\mathfrak{M}_{\Gamma}(\mathscr{A}, \mathscr{D})$ denote the moduli stack of $\Gamma$-marked prestable maps to $(\mathscr{A}, \mathscr{D})$. Let $\mathfrak{P}_{\Gamma}(\mathscr{A}, \mathscr{D})$ be the substack of $\Gamma$-marked prestable maps to $(\mathscr{A}, \mathscr{D})$ whose $\Gamma$-marked nodes are not distinguished. The latter requirement on nodes ensures that the proof of [2, Lemma 4.1.2] applies to $\mathfrak{P}_{\Gamma}(\mathscr{A}, \mathscr{D})$. Hence, $\mathfrak{P}_{\Gamma}(\mathscr{A}, \mathscr{D})$ is equidimensional and has an ordinary fundamental class $\left[\mathfrak{P}_{\Gamma}(\mathscr{A}, \mathscr{D})\right]$. Moreover, the forgetful morphism

$$
\mathfrak{P}_{\Gamma}(\mathscr{A}, \mathscr{D}) \rightarrow \mathfrak{M}_{\bar{\Gamma}}(\mathscr{A}, \mathscr{D})
$$

is a local complete intersection of codimension $\left|E_{\Gamma}\right|$, so

$$
\begin{equation*}
\left.\left(\iota_{\Gamma}^{!}\left[\mathfrak{M}_{\bar{\Gamma}}(\mathscr{A}, \mathscr{D})\right]\right)\right|_{\mathfrak{P}_{\Gamma}(\mathscr{A}, \mathscr{D})}=\left[\mathfrak{P}_{\Gamma}(\mathscr{A}, \mathscr{D})\right] . \tag{3.4}
\end{equation*}
$$

On the other hand, the natural morphism (3.1) induces a morphism

$$
\eta_{\Gamma}: \mathcal{P}_{\Gamma}(X, D) \rightarrow \mathfrak{P}_{\Gamma}(\mathscr{A}, \mathscr{D}),
$$

and we obtain a perfect obstruction theory relative to $\eta_{\Gamma}$ by pulling-back (3.2). By Definition 1.11, we have a fiber diagram

and by Definition 1.13, $\mathcal{P}_{\Gamma}(X, D)$ and $\mathfrak{P}_{\Gamma}(\mathscr{A}, \mathscr{D})$ are unions of connected components of $\overline{\mathcal{M}}_{\Gamma}(X, D)$ and $\mathfrak{M}_{\Gamma}(\mathscr{A}, \mathscr{D})$ respectively. By (3.3), property (1.13), and the pull-back relation (3.4), we conclude the following result.

Lemma 3.1. We have $\left[\mathcal{P}_{\Gamma}(X, D)\right]^{\text {vir }}=\eta_{\Gamma}^{!}\left[\mathfrak{P}_{\Gamma}(\mathscr{A}, \mathscr{D})\right]$.
3.3. Splitting formula for the nodal absolute theory. Let $X$ be a smooth projective variety over $\mathbb{C}$, and let $\Gamma$ be an $X$-valued stable graph. Let $e=\left\{h, h^{\prime}\right\}$ be an edge of $\Gamma$ connecting the half-edges $h$ and $h^{\prime}$. Cutting $\Gamma$ along $e$ defines a new $X$-valued stable graph $\Gamma \backslash e$ in which the half-edges $h$ and $h^{\prime}$ become legs.

Cutting a $\Gamma$-marked stable map along the node marked by e defines a splitting morphism

$$
s_{e}: \overline{\mathcal{M}}_{\Gamma}(X) \rightarrow \overline{\mathcal{M}}_{\Gamma \backslash e}(X) .
$$

The evaluations at the two legs of $\Gamma \backslash e$ defined by $h$ and $h^{\prime}$ define a morphism

$$
\mathrm{ev}_{e}: \overline{\mathcal{M}}_{\Gamma \backslash e}(X) \rightarrow X \times X
$$

Denote the diagonal morphism by

$$
\Delta: X \rightarrow X \times X
$$

As a node in the domain curve of a stable map can be created by gluing two marked points mapped to the same point, we have a fiber diagram


The splitting formula of Gromov-Witten theory is

$$
\begin{equation*}
\left[\overline{\mathcal{M}}_{\Gamma}(X)\right]^{\mathrm{vir}}=\Delta^{!}\left[\overline{\mathcal{M}}_{\Gamma \backslash e}(X)\right]^{\mathrm{vir}} . \tag{3.5}
\end{equation*}
$$

Splitting is a basic property of the virtual class of the moduli space of stable maps, see [ 7 , Axiom III] for the proof.
3.4. Splitting formula for the nodal relative theory. Let $X$ be a smooth projective variety over $\mathbb{C}$ with a smooth divisor $D \subset X$. Let $\Gamma$ be an $(X, D)$ valued stable graph, and let $e=\left\{h, h^{\prime}\right\}$ be an edge of $\Gamma$, connecting the half-edges $h$ and $h^{\prime}$. Cutting $\Gamma$ along $e$ defines a new $(X, D)$-valued stable graph $\Gamma \backslash e$ in which the half-edges $h$ and $h^{\prime}$ become legs. Cutting a $\Gamma$-marked relative stable map along the node marked by e defines a splitting morphism

$$
s_{e}: \mathcal{P}_{\Gamma}(X, D) \rightarrow \mathcal{P}_{\Gamma \backslash e}(X, D) .
$$

Let $(X, D)^{2}$ be the moduli space parameterizing ordered pairs of points in the pair $(X, D)$ : $X$ expands along $D$ when the points approach $D$. The configurations of points in the bubbles are considered up to the scaling action of $\mathbb{G}_{m}$ on the $\mathbb{P}^{1}$ fibers of the bubble. As a variety, $(X, D)^{2}$ is the blow-up of $X \times X$ along $D \times D$. The space $\left(\mathbb{P}^{1}, 0\right)^{2}$ is illustrated as an example in Figure 3.1.

The space $(X, D)^{2}$ and the natural $n$-pointed generalization $(X, D)^{n}$ have previously appeared in relative Gromov-Witten theory in the formulation of the Gromov-Witten/Pairs correspondence for relative theories [70, §1.2].

Let $\Delta_{\text {rel }}: X \rightarrow(X, D)^{2}$ be the strict transform in $(X, D)^{2}$ of the diagonal

$$
\Delta: X \rightarrow X \times X
$$



Figure 3.1. The moduli space $\left(\mathbb{P}^{1}, 0\right)^{2}=\operatorname{Bl}_{(0,0)}\left(\mathbb{P}^{1} \times \mathbb{P}^{1}\right)$ of ordered pairs of points in $\left(\mathbb{P}^{1}, 0\right)$

Geometrically, $\Delta_{\text {rel }}$ is the locus in $(X, D)^{2}$ parameterizing pairs of coincident points in $(X, D)$. The evaluations at the two legs of $\Gamma \backslash e$ defined by $h$ and $h^{\prime}$ define a natural morphism

$$
\mathrm{ev}_{e}: \mathcal{P}_{\Gamma \backslash e}(X, D) \rightarrow(X, D)^{2},
$$

where bubbles of the expanded target are contracted if they do not contain any of the images of the marked points corresponding to $h$ and $h^{\prime}$.

As $\Gamma \backslash e$-marked points of nodal relative stable maps parameterized by $\mathcal{P}_{\Gamma \backslash e}(X, D)$ and $\Gamma$-marked nodes of nodal relative stable maps parameterized by $\mathcal{P}_{\Gamma}(X, D)$ are not mapped in the singular locus of the expanded targets, we have a fiber diagram


Our first version of the splitting formula in nodal relative Gromov-Witten theory is formally similar to the splitting formula (3.5) in absolute GromovWitten theory.

Theorem 3.2. For every $(X, D)$-valued stable graph $\Gamma$ and every edge e of $\Gamma$,

$$
\left[\mathcal{P}_{\Gamma}(X, D)\right]^{\mathrm{vir}}=\Delta_{\text {rel }}^{!}\left[\mathcal{P}_{\Gamma \backslash e}(X, D)\right]^{\mathrm{vir}} .
$$

Proof. We will work relatively to the universal target

$$
(\mathscr{A}, \mathscr{D})=\left(\left[\mathbb{A}^{1} / \mathbb{G}_{m}\right],\left[0 / \mathbb{G}_{m}\right]\right)
$$

as reviewed in $\S 3.1$. The first step is to prove that the splitting morphism induces an isomorphism

$$
\begin{equation*}
\mathfrak{P}_{\Gamma}(\mathscr{A}, \mathscr{D}) \simeq \mathfrak{P}_{\Gamma \backslash e}(\mathscr{A}, \mathscr{D}) . \tag{3.6}
\end{equation*}
$$

When the target does not expand, a $\Gamma \backslash e$-marked relative prestable map to $(\mathscr{A}, \mathscr{D})$ consists of a $\Gamma \backslash e$-marked prestable curve $C$ and a morphism,

$$
C \rightarrow \mathscr{A}=\left[\mathbb{A}^{1} / \mathbb{G}_{m}\right]
$$

given by a line bundle $L$ on $C$ with a section $\sigma$. The marked points of $C$ are away from the divisor $\mathscr{D}$ and hence are not zeros of $\sigma$. In particular, $\sigma$ does not vanish at the two marked points $x_{h}$ and $x_{h^{\prime}}$ defined by the legs $h$ and $h^{\prime}$ of $\Gamma \backslash e$. By gluing $x_{h}$ and $x_{h^{\prime}}$ together, we obtain a prestable curve $\bar{C}$. We construct a line bundle $\bar{L}$ on $\bar{C}$ by gluing the fibers $\left.L\right|_{x_{h}}$ and $\left.L\right|_{x_{h^{\prime}}}$ by the unique element of $\mathbb{G}_{m}$ sending $\sigma\left(x_{h}\right)$ to $\sigma\left(x_{h^{\prime}}\right)$. By construction, $\sigma$ extends to a section $\bar{\sigma}$ of $\bar{L}$. The data of $\bar{C}, \bar{L}, \bar{s}$, defines a $\Gamma$-marked relative prestable map to $(\mathscr{A}, \mathscr{D})$ for which the splitting of the node marked by $e$ recovers $C, L$, and $s$.
When the target does expand, the proof is similar using the description of maps to expansions of $(\mathscr{A}, \mathscr{D})$ as collections of line bundle with sections, as sketched in [3, Proof of Lemma A(ii)] using [1, §8.2] and reviewed in more detail below.

We recall the explicit description of the universal deformation

$$
\left(\widetilde{\mathbb{A}^{1}[l]}, \widetilde{D[l]}\right) \rightarrow \mathbb{A}^{l}
$$

of the $l$-step expanded degeneration $\mathbb{A}^{1}[l]$ of $\left(\mathbb{A}^{1}, 0\right)$. For $l=0$, we have

$$
\left(\widetilde{\mathbb{A}^{1}[l]}, \widetilde{D[l]}\right)=\left(\mathbb{A}^{1}, 0\right) .
$$

For $l>0, \widetilde{\mathbb{A}^{1}[l]}$ is the blow-up of $\widetilde{\mathbb{A}^{1}[l-1]} \times \mathbb{A}^{1}$ along $\widetilde{D[l-1]} \times\{0\}$, and $\widetilde{D[l]}$ is the strict transform of $\widetilde{D[l-1]} \times \mathbb{A}^{1}$. In other words, $\widetilde{\mathbb{A}^{1}[l]}$ is the subscheme of $\mathbb{A}^{1} \times\left(\mathbb{P}^{1}\right)^{l} \times \mathbb{A}^{l}$ given by the equations

$$
w_{0} z_{1}=t_{1} w_{1}, w_{1} z_{2}=t_{2} z_{1} w_{2}, \ldots, w_{l-1} z_{l}=t_{l} z_{l-1} w_{l}
$$

where $w_{0}$ is the coordinate on $\mathbb{A}^{1}, w_{i}$ and $z_{i}$ are homogeneous coordinates on the $i$-th copy of $\mathbb{P}^{1}$, and $t_{1}, \ldots, t_{l}$ are coordinates on $\mathbb{A}^{l}$. The divisor $\widetilde{D[l]}$ is defined by the equation $w_{l}=0$. We deduce that the universal deformation of the $l$-step expanded degeneration of $(\mathscr{A}, \mathscr{D})$ is a substack of

$$
\left[\mathbb{A}^{1} / \mathbb{G}_{m}\right] \times\left[\mathbb{P}^{1} / \mathbb{G}_{m}\right]^{l} \times\left[\mathbb{A}^{1} / \mathbb{G}_{m}\right]^{l}
$$

The stack of relative prestable maps $\pi: C \rightarrow S$ to the universal deformation of the $l$-step expanded degeneration of $(\mathscr{A}, \mathscr{D})$ is an open substack of the stack of prestable curves $\pi: C \rightarrow S$ endowed with the data
(i) $l$ line bundles with sections $\left(T_{1}, s_{T_{1}}\right), \ldots,\left(T_{l}, s_{T_{l}}\right)$ on $S$, which are pullbacks of the tautological line bundles with sections on $\left[\mathbb{A}^{1} / \mathbb{G}_{m}\right]^{l}$,
(ii) one line bundle with section $\left(L_{0}, s_{L_{0}}\right)$ on $C$, which is the pull-back of the tautological line bundle with section on $\left[\mathbb{A}^{1} / \mathbb{G}_{m}\right]$,
(iii) $2 l$ line bundles with sections $\left(L_{i, 0}, s_{L_{i, 0}}\right),\left(L_{i, \infty}, s_{L_{i, \infty}}\right)$ for $1 \leq i \leq l$ on $C$, which are pull-backs of the tautological line bundles with sections on the $i$-th copy of $\left[\mathbb{P}^{1} / \mathbb{G}_{m}\right]$ induced by the equivariant line bundles with sections $\left(\mathcal{O}(0), z_{i}\right)$ and $\left(\mathcal{O}(\infty), w_{i}\right)$ on $\mathbb{P}^{1}$,
satisfying the conditions

$$
\begin{align*}
&\left(L_{0}, s_{L_{0}}\right) \otimes\left(L_{1,0}, s_{L_{1,0}}\right) \simeq \pi^{*}\left(T_{1}, s_{T_{1}}\right)  \tag{3.7}\\
&\left(L_{1, \infty}, s_{L_{1, \infty}}\right) \otimes\left(L_{2,0}, s_{L_{2,0}}\right) \simeq \pi^{*}\left(T_{2}, s_{T_{2}}\right) \\
& \vdots \\
&\left(L_{l-1, \infty}, s_{L_{l-1, \infty}}\right) \otimes\left(L_{l, 0}, s_{L_{l, 0}}\right) \simeq \pi^{*}\left(T_{l}, s_{T_{l}}\right)
\end{align*}
$$

By generalizing the gluing argument given in the case without expansion to all these line bundles with sections, we obtain a proof of (3.6). We write

$$
\mathfrak{P}:=\mathfrak{P}_{\Gamma}(\mathscr{A}, \mathscr{D})=\mathfrak{P}_{\Gamma \backslash e}(\mathscr{A}, \mathscr{D}) .
$$

The second step is to study the obstruction theories. Consider the fiber diagram

of stacks over $\mathfrak{P}$. By (3.1) and (3.2), it is enough to show that the perfect obstruction theories $\left(R \pi_{\Gamma, *} f_{\Gamma}^{*} T_{(X, D)}\right)^{\vee}$ and $\left(R \pi_{\Gamma \backslash e, *} f_{\Gamma \backslash e}^{*} T_{(X, D)}\right)^{\vee}$ are compatible over $\Delta_{\text {rel }}$. Here, $\pi_{\Gamma}, \pi_{\Gamma \backslash e}$ are the universal domain curves, and $f_{\Gamma}, f_{\Gamma \backslash e}$ are the universal relative stable maps composed with the contraction onto $X$ of the expanded targets.

Following the proof of the splitting formula in absolute Gromov-Witten theory [7, Axiom III, Eq. (1)], we obtain a distinguished triangle

$$
\left(R \pi_{\Gamma \backslash e, *} f_{\Gamma \backslash e}^{*} T_{(X, D)}\right)^{\vee} \rightarrow\left(R \pi_{\Gamma, *} f_{\Gamma}^{*} T_{(X, D)}\right)^{\vee} \rightarrow \sigma_{e}^{*} f^{*} T_{(X, D)}^{\vee}[1] \xrightarrow{[1]},
$$

where $\sigma_{e}$ is the section of $\pi_{\Gamma}$ defined by the node marked by $e$. The result is then obtained from the compatibility of the above triangle with the cotangent complex
of $\Delta_{\text {rel }}$,

$$
L_{\Delta_{\mathrm{rel}}}=T_{(X, D)}^{\vee}[1], \quad g^{*} L_{\Delta_{\mathrm{rel}}}=\sigma_{e}^{*} f^{*} T_{(X, D)}^{\vee}[1],
$$

as argued in [7].
Example 3.3. We illustrate the line bundles with sections appearing in the proof of Theorem 3.2 in a straightforward example. Let

be a relative prestable map to a 1-parameter family $\nu: Z \rightarrow \mathbb{A}^{1}$ of expansions of $(X, D)$. Assume that the general fiber $Z_{t \neq 0}$ is not expanded and that the special fiber $Z_{0}$ is the $l$-step expansion of $(X, D)$,

$$
Z_{0}=X_{0} \cup \mathbf{P}_{1} \cup \cdots \cup \mathbf{P}_{l},
$$

where we denote by $X_{0}$ the copy of $X$ in $Z_{0}$. Then, the (pull-backs from the universal case $(X, D)=(\mathscr{A}, \mathscr{D})$ of the) line bundles with sections appearing in the proof of Theorem 3.2 are:
(i) for all $1 \leq i \leq l,\left(T_{i}, s_{T_{i}}\right)=\left(\mathcal{O}_{\mathbb{A}^{1}}, s_{0}\right)$ where $s_{0}$ is the section of $\mathcal{O}_{\mathbb{A}^{1}}$ vanishing at $0 \in \mathbb{A}^{1}$,
(ii) $\left(L_{0}, s_{L_{0}}\right)=f^{*}\left(\mathcal{O}_{Z}\left(\mathbf{P}_{1}+\cdots+\mathbf{P}_{l}\right), s_{\mathbf{P}_{1}+\cdots+\mathbf{P}_{l}}\right)$, where $s_{\mathbf{P}_{1}+\cdots+\mathbf{P}_{l}}$ is the section vanishing on $\mathbf{P}_{1} \cup \cdots \cup \mathbf{P}_{l}$, and
(iii) for all $1 \leq i \leq l,\left(L_{i, 0}, s_{L_{i, 0}}\right)=f^{*}\left(\mathcal{O}_{Z}\left(X_{0}+\mathbf{P}_{1}+\cdots+\mathbf{P}_{i-1}\right), s_{X_{0}+\mathbf{P}_{1}+\cdots+\mathbf{P}_{i-1}}\right)$, where $s_{X_{0}+\mathbf{P}_{1}+\cdots+\mathbf{P}_{i-1}}$ is the section vanishing on $X_{0} \cup \mathbf{P}_{1} \cup \cdots \cup \mathbf{P}_{i-1}$, and $\left(L_{i, \infty}, s_{L_{i, \infty}}\right)=f^{*}\left(\mathcal{O}_{Z}\left(\mathbf{P}_{i+1}+\cdots+\mathbf{P}_{l}\right), s_{\mathbf{P}_{i+1}+\cdots+\mathbf{P}_{l}}\right)$, where $s_{\mathbf{P}_{i+1}+\cdots+\mathbf{P}_{l}}$ is the section vanishing on $\mathbf{P}_{i+1} \cup \cdots \cup \mathbf{P}_{l}$.

For every $1 \leq i \leq l$, we have

$$
\begin{aligned}
\left(\mathcal{O}_{Z}\left(\mathbf{P}_{i}+\cdots+\mathbf{P}_{l}\right), s_{\mathbf{P}_{i}+\cdots+\mathbf{P}_{l}}\right) & \otimes\left(\mathcal{O}_{Z}\left(X_{0}+\mathbf{P}_{1}+\cdots+\mathbf{P}_{i-1}\right), s_{X_{0}+\mathbf{P}_{1}+\cdots+\mathbf{P}_{i-1}}\right) \\
& =\left(\mathcal{O}_{Z}\left(Z_{0}\right), s_{Z_{0}}\right)
\end{aligned}
$$

where $s_{Z_{0}}$ is the section vanishing on $Z_{0}$. As $\left(\mathcal{O}_{Z}\left(Z_{0}\right), s_{Z_{0}}\right)=\nu^{*}\left(\mathcal{O}_{\mathbb{A}^{1}}, s_{0}\right)$, the relations (3.7) hold.

### 3.5. Explicit form of the splitting formula.

3.5.1. The strict transform. To make practical use of the splitting formula given by Theorem 3.2, we have to calculate $\Delta_{\text {rel }}^{!}$. The crucial point is the following: $\Delta^{!} \neq \Delta_{\text {rel }}^{!}$in the geometry


Indeed, $\Delta_{\text {rel }}(X) \subset(X, D)^{2}$ is the strict transform of the diagonal $\Delta(X) \subset X \times X$ under the blow-up map

$$
p:(X, D)^{2} \rightarrow X \times X,
$$

and not the total transform. Whereas we can use the Künneth decomposition of the class of the diagonal $\Delta(X)$ to concretely compute $\Delta^{!}$, we do not immediately have such a decomposition for $\Delta_{\text {rel }}(X)$. To calculate $\Delta_{\text {rel }}^{!}$, we will study how it differs from $\Delta$ !.

Let $R \subset(X, D)^{2}$ be the locus in $(X, D)^{2}$ of pairs of points in $(X, D)$ such that $X$ expands along $D$, both points are contained in the expansion, and both are in the same fiber of the projection of the expansion on $D$. By the definition of $(X, D)^{2}$, we have

$$
\begin{equation*}
p^{-1}(\Delta(X))=\Delta_{\mathrm{rel}}(X) \cup R . \tag{3.8}
\end{equation*}
$$

In other words, $R$ is exactly the excess component responsible for the difference between $\Delta!$ and $\Delta_{\text {rel }}^{!}$.

Lemma 3.4. The natural projection $R \rightarrow D$ is a trivial $\mathbb{P}^{1}$-bundle. Moreover, the intersection $\Delta_{\mathrm{rel}}(X) \cap R=D$ is a section of this $\mathbb{P}^{1}$-bundle.

Proof. There is an open subset $U$ of $R$ which parameterizes ordered pairs of points $\left(p_{1}, p_{2}\right)$ contained in a bubble

$$
\mathbf{P}=\mathbb{P}\left(N_{D \mid X} \oplus \mathcal{O}_{D}\right)
$$

away from the sections $D_{0}, D_{\infty}$ of $\mathbf{P}$, belonging to the same $\mathbb{P}^{1}$-fiber of the projection $\mathbf{P} \rightarrow D$, and considered up to the $\mathbb{G}_{m}$-action scaling the fibers of $\mathbf{P} \rightarrow D$. For every such pair $\left(p_{1}, p_{2}\right)$, there is a unique element $g$ in $\mathbb{G}_{m}$ such that $p_{2}=g \cdot p_{1}$. It follows that $U \rightarrow D$ is a trivial $\mathbb{G}_{m}$-torsor, with section $s_{\Delta}$ determined by the locus of pairs $\left(p_{1}, p_{2}\right)$ with $p_{1}=p_{2}$. The complement $R \backslash U$ is the union of the two sections of $R \rightarrow D$ given by having two bubbles, a point in each bubble, and either $p_{1}$ or $p_{2}$ in the bubble attached to $X$. After adding
these two sections to the trivial $\mathbb{G}_{m}$-torsor $U \rightarrow D$, we obtain a trivial $\mathbb{P}^{1}$-bundle. Finally, the intersection $\Delta_{\text {rel }}(X) \cap R$ is the section $s_{\Delta}$ of $R \rightarrow D$.

By Lemma 3.4, the inclusion $\Delta_{R}: R \rightarrow(X, D)^{2}$ is a regular embedding of codimension $\operatorname{dim} X$. Hence,

$$
\begin{equation*}
\Delta_{\mathrm{rel}}^{!}=\Delta^{!}-\Delta_{R}^{!} . \tag{3.9}
\end{equation*}
$$

Next, we will compute $\Delta_{R}^{!}\left[\mathcal{P}_{\Gamma \backslash e}(X, D)\right]^{\text {vir }}$. The answer, given in Theorem 3.9 below, is phrased in terms of nodal rubber Gromov-Witten invariants.
3.5.2. Nodal rubber Gromov-Witten theory. The definition of a rubber stable map [ $50,51,60]$ is similar to Definition 1.10 of a relative stable map. Over a geometric point, a rubber stable map with target $\left(D, N_{D \mid X}\right)$ is a map

$$
f: C \rightarrow \mathbf{P}_{l}
$$

from a prestable curve to a chain $\mathbf{P}_{l}$ of $l$-copies of the $\mathbb{P}^{1}$-bundle

$$
\mathbf{P}=\mathbb{P}\left(N_{D \mid X} \oplus \mathcal{O}_{D}\right) \rightarrow D
$$

satisfying the following properties:
(i) No irreducible component of $C$ is entirely mapped by $f$ into the singular locus of $\mathbf{P}_{l}$ or the divisors

$$
D_{0}, D_{\infty} \subset \mathbf{P}_{l}
$$

where $D_{0}$ is the zero section of the first copy of $\mathbf{P}$ and $D_{\infty}$ is the infinity section of the last copy of $\mathbf{P}$. In addition, the relative multiplicities along $D_{0}$ and $D_{\infty}$ are fixed.
(ii) The map $f$ is stable in the sense that there are finitely many pairs $\left(r_{1}, r_{2}\right)$, where $r_{1}$ is an automorphism of $C, r_{2} \in \mathbb{G}_{m}^{l}$ is an automorphism of $\mathbf{P}_{l}$ scaling the fibers of the bubbles, and $f \circ r_{1}=r_{2} \circ f$.
(iii) For each point $p \in C_{s}$ such that $f(p)$ is contained in the singular locus of $\mathbf{P}_{l}, f$ is predeformable at $p$.
To such maps which only differ by the action of $\mathbb{G}_{m}^{l}$ on $\mathbf{P}_{l}$ are considered to be isomorphic.

Definition 3.5. A $\left(D, N_{D \mid X}\right)$-valued stable rubber graph is a $\left(\mathbf{P}, D_{0} \cup D_{\infty}\right)$-valued stable graph as in Definition 1.9 in all ways except two:
(i) the curve classes $\beta(v)$ attached to the vertices $v$ of $\Gamma$ are elements of $H_{2}^{+}(D)$, not of $H_{2}^{+}(\mathbf{P})$.
(ii) vertices $v$ with $g(v)=0, n(v)=2$, and $\beta(v)=0$ are stable if there exists at least one vertex $v^{\prime}$ satisfying $H_{2}^{+}(D)$-stability.

The second condition will permit multiple covers of the fibers over $\mathbf{P} \rightarrow D$ ramified over $D_{0}$ and $D_{\infty}$ in the presence of other components.

For every $\left(D, N_{D \mid X}\right)$-valued stable rubber graph $G$ without edges, we denote by

$$
\begin{equation*}
\overline{\mathcal{M}}_{G}^{\sim}\left(D, N_{D \mid X}\right) \tag{3.10}
\end{equation*}
$$

the moduli stack of $G$-marked rubber stable maps to ( $D, N_{D \mid X}$ ). Connected components $C_{v}$ of the domain curve of a $G$-marked rubber stable map are indexed by the vertices $v$ of $G$. A $G$-marked rubber stable map restricted to $C_{v}$ is of genus $\mathrm{g}(v)$ with $\mathrm{n}(v)$ marked point and of class $\beta(v)$. The relative multiplicities along $D_{0}$ and $D_{\infty}$ are prescribed by $\mu_{G}$.
Let $\left[\overline{\mathcal{M}}_{G}^{\sim}\left(D, N_{D \mid X}\right)\right]^{\text {vir }}$ be the virtual class given by rubber Gromov-Witten theory $[50,51]$. As in (1.12), we have a forgetful morphism

$$
\begin{equation*}
\epsilon_{G}: \overline{\mathcal{M}}_{G}^{\sim}\left(D, N_{D \mid X}\right) \rightarrow \mathfrak{M}_{G} \tag{3.11}
\end{equation*}
$$

remembering the domain curve.
Definition 3.6. For every ( $D, N_{D \mid X}$ )-valued stable rubber graph $\gamma$, we define the moduli stack $\overline{\mathcal{M}}_{\gamma}\left(D, N_{D \mid X}\right)$ of $\gamma$-marked rubber stable maps by the fiber diagram

where $\bar{\gamma}$ is the ( $D, N_{D \mid X}$ )-valued stable rubber graph without edges obtained from $\gamma$ by contraction of all edges, and $\overline{\mathcal{M}}_{\bar{\gamma}}^{\sim}\left(D, N_{D \mid X}\right)$ and $\epsilon_{\bar{\gamma}}$ are defined by (3.10) and (3.11) applied to $G=\bar{\Gamma}$. In other words, a $\gamma$-marked relative stable curve is a stable map with the data of a $\gamma$-marking on its domain curve.

We define a virtual class on $\overline{\mathcal{M}}_{\bar{\gamma}}^{\sim}\left(D, N_{D \mid X}\right)$ by

$$
\begin{equation*}
\left[\overline{\mathcal{M}}_{\gamma}^{\sim}\left(D, N_{D \mid X}\right)\right]^{\mathrm{vir}}:=\iota_{\gamma}^{!}\left[\overline{\mathcal{M}}_{\bar{\gamma}}^{\sim}\left(D, N_{D \mid X}\right)\right]^{\mathrm{vir}} \tag{3.12}
\end{equation*}
$$

By the predeformability condition, we have a version of Lemma 1.12 for rubber stable maps and hence a corresponding moduli stack

$$
\mathcal{R}_{\gamma}\left(D, N_{D \mid X}\right) \subset \overline{\mathcal{M}}_{\gamma}\left(D, N_{D \mid X}\right)
$$

of $\gamma$-marked rubber maps (with no $\gamma$-marked node mapped in the singular locus of the expanded target) which is a union of connected components of $\overline{\mathcal{M}}_{\gamma}\left(D, N_{D \mid X}\right)$. We define a virtual class $\left[\mathcal{R}_{\gamma}\left(D, N_{D \mid X}\right)\right]^{\text {vir }}$ by restriction of $\left[\overline{\mathcal{M}}_{\gamma}^{\sim}\left(D, N_{D \mid X}\right)\right]^{\text {vir }}$ to $\mathcal{R}_{\gamma}\left(D, N_{D \mid X}\right)$ 。

Definition 3.7. Nodal rubber Gromov-Witten invariants of ( $D, N_{D \mid X}$ ) of type $\gamma$ are defined by integration over $\left[\mathcal{R}_{\gamma}\left(D, N_{D \mid X}\right)\right]^{\text {vir }}$, as in (1.15), with arbitrarily psi-classes insertions at interior marked points but no psi-classes insertions at the relative marked points along $D_{0}$ and $D_{\infty}$. A nodal rubber Gromov-Witten invariant of $\left(D, N_{D \mid X}\right)$ is a nodal rubber Gromov-Witten invariant of $\left(D, N_{D \mid X}\right)$ of type $\gamma$ for some ( $D, N_{D \mid X}$ )-valued stable rubber graph $\gamma$.
3.5.3. Splitting. Additional notation is necessary to state the result of the computation of $\Delta_{R}^{!}\left[\mathcal{P}_{\Gamma \backslash e}(X, D)\right]^{\text {vir }}$ given in Theorem 3.9 below.

Definition 3.8. A boundary splitting $\sigma$ of $\Gamma \backslash e$ is an ordered pair $\left(\gamma_{1}, \gamma_{2}\right)$, where $\gamma_{1}$ is an $(X, D)$-stable graph and $\gamma_{2}$ is a $\left(D, N_{D \mid X}\right)$-valued stable rubber graph, satisfying
(i) $\gamma_{1}$ and $\gamma_{2}$ have the same number $\ell(\sigma)$ of relative legs and relative legs to $D_{0}$ respectively,
(ii) for all $1 \leq i \leq \ell(\sigma)$, the relative multiplicity $\mu_{\gamma_{1}}(i)$ attached to the $i$-th leg of $\gamma_{1}$ is equal to the relative multiplicity $\mu_{\gamma_{2}}(i)$ attached to the $i$-th leg of $\gamma_{2}$ relative to $D_{0}$,
(iii) the labelling of legs of $\gamma_{1}$ and $\gamma_{2}$ form a partition of the labelling of legs of $\Gamma \backslash e$, and the legs $h$ and $h^{\prime}$ of $\Gamma \backslash e$ are legs of $\gamma_{2}$,
together with the extra data of an isomorphism between $\Gamma \backslash e$ and the graph obtained by first gluing for all $1 \leq i \leq \ell(\sigma)$ the $i$-th relative leg of $\gamma_{1}$ with the $i$-th leg of $\gamma_{2}$ relative to $D_{0}$, then contracting the $\ell(\sigma)$ newly created edges, and finally viewing the curve classes $\beta(v) \in H_{2}^{+}(D)$ attached to vertices of $\gamma_{2}$ as elements of $H_{2}^{+}(X)$ using the natural map $H_{2}^{+}(D) \rightarrow H_{2}^{+}(X)$ induced by the inclusion $D \subset X$. In particular, we have a bijection preserving the relative multiplicities between the set of relative legs of $\Gamma$ and the set of legs of $\gamma_{2}$ relative to $D_{\infty}$.

Two boundary splittings $\left(\gamma_{1}, \gamma_{2}\right)$ and $\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right)$ are isomorphic if there exist isomorphisms $\gamma_{1} \simeq \gamma_{1}^{\prime}$ and $\gamma_{2} \simeq \gamma_{2}^{\prime}$ compatible with the data of the isomorphisms between $\Gamma$ and the glued contracted graphs.

We denote by $\partial \Omega_{\Gamma \backslash e}$ the set of isomorphism classes of splittings of $\Gamma \backslash e$. Two boundary splittings $\sigma_{1}$ and $\sigma_{2}$ are equivalent if they differ by a permutation of the labelling of relative legs. We denote by $\partial \bar{\Omega}_{\Gamma \backslash e}$ the set of equivalence classes of splittings of $\Gamma \backslash e$. For every $\sigma \in \partial \bar{\Omega}_{\Gamma \backslash e}$, we denote by $|\operatorname{Aut}(\sigma)|$ the order of the group of permutations of the labelling of relative legs fixing one splitting representative of the class $\sigma$, and by

$$
m(\sigma)=\prod_{i=1}^{\ell(\sigma)} \mu_{\gamma_{1}}(i)=\prod_{i=1}^{\ell(\sigma)} \mu_{\gamma_{2}}(i)
$$

the product of the $\ell(\sigma)$ relative multiplicities.
Fix a boundary splitting $\sigma=\left(\gamma_{1}, \gamma_{2}\right) \in \partial \bar{\Omega}_{\Gamma \backslash e}$ of $\Gamma \backslash e$ as in Definition 3.8. As in Definitions 1.13 and 3.6 , let $\mathcal{P}_{\gamma_{1}}(X, D)$ and $\mathcal{R}_{\gamma_{2}}\left(D, N_{D \mid X}\right)$ be the corresponding moduli stacks of $\gamma_{1}$-marked relative stable maps to $(X, D)$ and $\gamma_{2}$-marked rubber stable maps to ( $D, N_{D \mid X}$ ) respectively, with the condition that no $\gamma_{i}$-marked node is mapped to the singular locus of the expanded target. Evaluation at the relative marked points corresponding to the relative legs of $\gamma_{1}$ and the legs of $\gamma_{2}$ relative to $D_{0}$ defines a morphism

$$
\mathcal{P}_{\gamma_{1}}(X, D) \times \mathcal{R}_{\gamma_{2}}\left(D, N_{D \mid X}\right) \rightarrow(D \times D)^{\ell(\sigma)}
$$

We denote by $\Delta_{\sigma}$ the diagonal morphism

$$
\Delta_{\sigma}: D^{\ell(\sigma)} \rightarrow(D \times D)^{\ell(\sigma)},
$$

and we form the fiber product


As in (2.4), (2.11), and (2.15), we have a natural gluing morphism

$$
\Psi_{\sigma}: \mathcal{P}_{\gamma_{1}}(X, D) \times_{D^{\ell(\sigma)}} \mathcal{R}_{\gamma_{2}}\left(D, N_{D \mid X}\right) \rightarrow \mathcal{P}_{\Gamma \backslash e}(X, D)
$$

Evaluation at the two marked points associated to the legs $h$ and $h^{\prime}$ of $\gamma_{2}$ induces a morphism

$$
\mathrm{ev}_{e}: \mathcal{R}_{\gamma_{2}}\left(D, N_{D \mid X}\right) \rightarrow D \times D
$$

For rubber stable maps, we do not have an evaluation morphism valued in $\mathbf{P}$ because of the quotient by the scaling $\mathbb{G}_{m}$-action, but the composition with the contraction of $\mathbf{P}$ on $D$ is well-defined. Finally, we form the fiber diagram

where $\Delta_{D}: D \rightarrow D \times D$ is the diagonal morphism.
Theorem 3.9. For every $(X, D)$-valued stable graph $\Gamma$ and every edge e of $\Gamma$,

$$
\begin{aligned}
& \Delta_{R}^{!}\left[\mathcal{P}_{\Gamma \backslash e}(X, D)\right]^{\mathrm{vir}}= \\
& \quad \sum_{\sigma=\left(\gamma_{1}, \gamma_{2}\right) \in \partial \bar{\Omega}_{\Gamma \backslash e}} \frac{m(\sigma)}{|\operatorname{Aut}(\sigma)|} \Psi_{\sigma, *} \Delta_{\sigma}^{!}\left(\left[\mathcal{P}_{\gamma_{1}}(X, D)\right]^{\mathrm{vir}} \times \Delta_{D}^{!}\left[\mathcal{R}_{\gamma_{2}}\left(D, N_{D \mid X}\right)\right]^{\mathrm{vir}}\right) .
\end{aligned}
$$

Proof. Let $E$ be the exceptional divisor of the blow-up $(X, D)^{2} \rightarrow X \times X$, the locus in $(X, D)^{2}$ where $X$ expands along $D$ and both points are in the expansion. The regular embedding

$$
\Delta_{R}: R \rightarrow(X, D)^{2}
$$

of codimension $\operatorname{dim} X$ is the composition of the regular embeddings

$$
\iota_{R, E}: R \rightarrow E \quad \text { and } \quad \iota_{E}: E \rightarrow(X, D)^{2}
$$

of codimensions $\operatorname{dim} X-1$ and 1 respectively. Remembering the projections to $D$ of the two points contained in the expansion defines a morphism $E \rightarrow D \times D$, and we have a fiber diagram


To prove Theorem 3.9, we first show

$$
\begin{align*}
& \iota_{E}^{!}\left[\mathcal{P}_{\Gamma \backslash e}(X, D)\right]^{\mathrm{vir}}= \\
& \quad \sum_{\sigma=\left(\gamma_{1}, \gamma_{2}\right) \in \partial \bar{\Omega}_{\Gamma \backslash e}} \frac{m(\sigma)}{|\operatorname{Aut}(\sigma)|} \Psi_{\sigma, *} \Delta_{\sigma}^{!}\left(\left[\mathcal{P}_{\gamma_{1}}(X, D)\right]^{\mathrm{vir}} \times\left[\mathcal{R}_{\gamma_{2}}\left(D, N_{D \mid X}\right)\right]^{\mathrm{vir}}\right) . \tag{3.14}
\end{align*}
$$

The proof of (3.14) is parallel to the proof of the nodal degeneration formula given in detail in $\S 2.3-2.4$. Let $\overline{\Gamma \backslash e}$ be the graph without edges obtained by contracting all edges of $\Gamma \backslash e$, as in Definition 1.2. The analogue of (3.14) with $\Gamma \backslash e$ replaced by $\overline{\Gamma \backslash e}$ holds by the usual gluing formula in relative GromovWitten theory describing the virtual divisor of the moduli stack of relative stable maps where the target expands in terms of moduli stacks of rubber stable maps [51]. To obtain (3.14), we apply $\iota_{\Gamma \backslash e}^{!}$to the latter formula and restrict to the locus where the $\Gamma \backslash e$-marked nodes are not mapped to the singular locus of the expanded targets.

Theorem 3.9 follows by applying $\iota_{R, E}^{!}$to both sides of (3.14). On the left side, we use

$$
\iota_{R, E}^{!} \iota_{E}^{!}=\Delta_{R}^{!}
$$

by functoriality of the Gysin pull-back [27, Theorem 6.5]. On the right side, we use $\iota_{R, E}^{!}=\Delta_{D}^{!}$by (3.13) and the fact that $\Delta_{D}^{!}$commutes with $\Psi_{\sigma, *}$ and $\Delta_{\sigma}^{!}$ by general properties of the Gysin pullback ([27, Theorem 6.2 a)], [27, Theorem 6.4]), similar to Lemmas 2.4 and 2.5.

We state below the splitting formula in the final and most explicit form.


Figure 3.2. The $\left(\mathbb{P}^{1}, 0\right)$-valued stable graph $\Gamma$ and a $\Gamma$-marked relative stable map bubbling as the image of the node $\sigma_{e}$ tends to $D=\{0\}$.

Theorem 3.10. For every $(X, D)$-valued stable graph $\Gamma$ and every edge e of $\Gamma$,

$$
\begin{aligned}
& {\left[\mathcal{P}_{\Gamma}(X, D)\right]^{\mathrm{vir}}=\Delta^{!}\left[\mathcal{P}_{\Gamma \backslash e}(X, D)\right]^{\mathrm{vir}}} \\
& \quad-\sum_{\sigma=\left(\gamma_{1}, \gamma_{2}\right) \in \partial \bar{\Omega}_{\Gamma \backslash e}} \frac{m(\sigma)}{|\operatorname{Aut}(\sigma)|} \Psi_{\sigma, *} \Delta_{\sigma}^{!}\left(\left[\mathcal{P}_{\gamma_{1}}(X, D)\right]^{\mathrm{vir}} \times \Delta_{D}^{!}\left[\mathcal{R}_{\gamma_{2}}\left(D, N_{D \mid X}\right)\right]^{\mathrm{vir}}\right) .
\end{aligned}
$$

Proof. By Theorem 3.2, we have $\left[\mathcal{P}_{\Gamma}(X, D)\right]^{\text {vir }}=\Delta_{\text {rel }}^{!}\left[\mathcal{P}_{\Gamma \backslash e}(X, D)\right]^{\text {vir }}$. By (3.9), we have

$$
\Delta_{\mathrm{rel}}^{!}=\Delta^{!}-\Delta_{R}^{!}
$$

Finally, $\Delta_{R}^{!}\left[\mathcal{P}_{\Gamma \backslash e}(X, D)\right]^{\mathrm{vir}}$ is given by Theorem 3.9.
Example 3.11. We illustrate Theorem 3.10 with a basic example. Let $X=\mathbb{P}^{1}$ and $D=\{0\} \subset \mathbb{P}^{1}$. Let $\Gamma$ be the graph with two vertices $v_{1}$ and $v_{2}$ (of genus $\mathrm{g}\left(v_{1}\right)=\mathrm{g}\left(v_{2}\right)=0$, class $\beta\left(v_{1}\right)=\beta\left(v_{2}\right)=1 \in \mathbb{Z}_{\geq 0}=H_{2}^{+}\left(\mathbb{P}^{1}\right)$, and each with a relative leg of relative multiplicity 1) connected by an edge $e$ as illustrated in Figure 3.2.
A general element of $\mathcal{P}_{\Gamma}\left(\mathbb{P}^{1}, D\right)$ has a domain curve consisting of two $\mathbb{P}^{1}$ components connected by a node $\sigma_{e}$, and each of these $\mathbb{P}^{1}$-components is mapped isomorphically to the target $X=\mathbb{P}^{1}$. Such relative stable map is uniquely determined by the position of the image of $\sigma_{e}$ in $\mathbb{P}^{1}$. When the image of $\sigma_{e}$ tends to $D=\{0\}$, the target expands, and the limit stable map is unique. Hence, we have an isomorphism

$$
\mathcal{P}_{\Gamma}\left(\mathbb{P}^{1}, 0\right) \simeq \mathbb{P}^{1}
$$

given by the image of $\sigma_{e}$.

On the other hand, $\mathcal{P}_{\Gamma \backslash e}\left(\mathbb{P}^{1}, 0\right)$ is a moduli space of disconnected relative stable maps. A general element of $\mathcal{P}_{\Gamma \backslash e}\left(\mathbb{P}^{1}, 0\right)$ has a domain curve consisting of two disjoint $\mathbb{P}^{1}$-components, each mapping isomorphically to $\mathbb{P}^{1}$ and each with an extra marked point. These two extra marked points $p_{1}$ and $p_{2}$ correspond to the interior legs of $\Gamma \backslash e$ created by splitting the edge $e$ of $\Gamma$. When the image of $p_{1}$ or $p_{2}$ tends to 0 , the target expands. In other words, taking the image of $\left(p_{1}, p_{2}\right)$ defines an isomorphism $\mathcal{P}_{\Gamma \backslash e}\left(\mathbb{P}^{1}, 0\right) \simeq\left(\mathbb{P}^{1}, 0\right)^{2}$ with the moduli space $\left(\mathbb{P}^{1}, 0\right)^{2}$ of pairs of ordered points in $\left(\mathbb{P}^{1}, 0\right)$. Via the isomorphisms

$$
\mathcal{P}_{\Gamma}\left(\mathbb{P}^{1}, 0\right)=\mathbb{P}^{1} \quad \text { and } \quad \mathcal{P}_{\Gamma \backslash e}\left(\mathbb{P}^{1}, 0\right)=\left(\mathbb{P}^{1}, 0\right)^{2},
$$

we can view $\mathcal{P}_{\Gamma}\left(\mathbb{P}^{1}, 0\right)$ as the strict transform $\Delta_{\text {rel }}$ of the diagonal

$$
\Delta=\mathbb{P}^{1} \subset \mathbb{P}^{1} \times \mathbb{P}^{1}
$$

The splitting formula of Theorem 3.10 reduces to the expression (3.8) of $\Delta_{\text {rel }}$ as the difference between the total transform of $\Delta$ and the correction term $R$, which here is the exceptional divisor of the blow-up $\left(\mathbb{P}^{1}, 0\right)^{2} \rightarrow \mathbb{P}^{1} \times \mathbb{P}^{1}$ at the point $(0,0)$, as in Figure 3.1. Concretely, $R$ is a moduli space of rubber maps from the disjoint union of two 1 -marked degree 1 copies of $\mathbb{P}^{1}$ to a bubble. The relative position of these two marked points up to the scaling action of $\mathbb{G}_{m}$ on the bubble induces an isomorphism $R \simeq \mathbb{P}^{1}$.
3.6. Nodal rubber calculus. A $\left(\mathbf{P}, D_{0} \cup D_{\infty}\right)$-valued stable graph $\gamma^{\prime}$ is of multiple fiber type if $\gamma^{\prime}$ consists of disconnected vertices $v$ satisfying

$$
g(v)=0, \quad n(v)=2, \quad \rho_{*} \beta(v)=0
$$

where $\rho: \mathbf{P} \rightarrow D$ is the projection.
Definition 3.12. For every $\left(\mathbf{P}, D_{0} \cup D_{\infty}\right)$-valued stable graph $\gamma^{\prime}$ not of multiple fiber type, we define a ( $D, N_{D \mid X}$ )-valued stable rubber graph $\rho_{*} \gamma^{\prime}$ by the following procedure. For every vertex $v$ of $\gamma^{\prime}$, we replace the class $\beta(v) \in H_{2}^{+}(\mathbf{P})$ by the class $\rho_{*} \beta(v) \in H_{2}^{+}(D)$.

Furthermore, for every $\left(D, N_{D \mid X}\right)$-valued stable rubber graph $\gamma$, let $\Xi_{\gamma}$ be the set of $\left(\mathbf{P}, D_{0} \cup D_{\infty}\right)$-valued stable graphs $\gamma^{\prime}$ such that $\rho_{*} \gamma^{\prime}=\gamma$.

Let $\gamma$ be a ( $D, N_{D \mid X}$ )-valued stable rubber graph. For every $\gamma^{\prime} \in \Xi_{\gamma}$, we have a natural forgetful morphism

$$
\tau_{\gamma^{\prime}}: \mathcal{P}_{\gamma^{\prime}}\left(\mathbf{P}, D_{0} \cup D_{\infty}\right) \rightarrow \mathcal{R}_{\gamma}\left(D, N_{D \mid X}\right)
$$

obtained by viewing a relative map as a rubber map and stabilizing if necessary. The morphism $\tau_{\gamma^{\prime}}$ is well-defined because components of the domain curves contracted by the stabilization are $\mathbb{P}^{1}$-covers of $\mathbb{P}^{1}$-fibers of $\rho$ fully ramified over $D_{0}$
and $D_{\infty}$, and in particular do not contain and are not adjacent to a $\gamma^{\prime}$-marked node.

Lemma 3.13. Let $\gamma$ be a $\left(D, N_{D \mid X}\right)$-valued stable rubber graph and $\ell$ an interior leg of $\gamma$. For every $\gamma^{\prime} \in \Xi_{\gamma}$, let

$$
\mathrm{ev}_{\ell}: \mathcal{P}_{\gamma^{\prime}}\left(\mathbf{P}, D_{0} \cup D_{\infty}\right) \rightarrow \mathbf{P}
$$

be the evaluation morphism at the marked point marked by $\ell$. Then,

$$
\begin{aligned}
{\left[\mathcal{R}_{\gamma}\left(D, N_{D \mid X}\right)\right]^{\mathrm{vir}} } & =\sum_{\gamma^{\prime} \in \Xi_{\gamma}} \tau_{\gamma^{\prime}, *}\left(\operatorname{ev}_{\ell}^{*}\left(\left[D_{0}\right]\right) \cap\left[\mathcal{P}_{\gamma^{\prime}}\left(\mathbf{P}, D_{0} \cup D_{\infty}\right)\right]^{\mathrm{vir}}\right) \\
& =\sum_{\gamma^{\prime} \in \Xi_{\gamma}} \tau_{\gamma^{\prime}, *}\left(\operatorname{ev}_{\ell}^{*}\left(\left[D_{\infty}\right]\right) \cap\left[\mathcal{P}_{\gamma^{\prime}}\left(\mathbf{P}, D_{0} \cup D_{\infty}\right)\right]^{\mathrm{vir}}\right)
\end{aligned}
$$

Proof. We prove the result for $\mathrm{ev}_{\ell}^{*}\left(\left[D_{0}\right]\right)$. The result for $\mathrm{ev}_{\ell}^{*}\left(\left[D_{\infty}\right]\right)$ will follow by symmetry. To simplify the notation, we write $\mathcal{R}_{\gamma}$ for $\mathcal{R}_{\gamma}\left(D, N_{D \mid X}\right)$ and $\mathcal{P}_{\gamma^{\prime}}$ for $\mathcal{P}_{\gamma^{\prime}}\left(\mathbf{P}, D_{0} \cup D_{\infty}\right)$.

Let $\bar{\gamma}$ be the ( $D, N_{D \mid X}$ )-valued stable rubber graph without edges obtained from $\gamma$ by contracting all edges, as in Definition 1.2. There exists a unique $\bar{\gamma}^{\prime} \in \Xi_{\bar{\gamma}}$ such that the moduli stack $\mathcal{P}_{\bar{\gamma}^{\prime}}$ is not empty. Indeed, for every vertex $v$ of $\bar{\gamma}$ with class $\beta(v) \in H_{2}^{+}(D)$, there exists a unique class $\beta^{\prime}(v) \in H_{2}^{+}(\mathbb{P})$ satisfying

$$
\rho_{*} \beta^{\prime}(v)=\beta(v),
$$

and such that the intersections numbers $\beta(v) \cdot D_{0}$ and $\beta(v) \cdot D_{\infty}$ are equal to the sums of relative multiplicities of legs of $\bar{\gamma}$ relative to $D_{0}$ and $D_{\infty}$ adjacent to $v$.

According to the rigidification result [60, Lemma 2], we have

$$
\begin{equation*}
\left[\mathcal{R}_{\bar{\gamma}}\right]^{\mathrm{vir}}=\tau_{\bar{\gamma}^{\prime}, *}\left(\operatorname{ev}_{\ell}^{*}\left(\left[D_{0}\right]\right) \cap\left[\mathcal{P}_{\bar{\gamma}^{\prime}}\right]^{\mathrm{vir}}\right) . \tag{3.15}
\end{equation*}
$$

We apply $\iota_{\gamma}^{!}$to both sides of (3.15), where $\iota_{\gamma}: \mathfrak{M}_{\gamma} \rightarrow \mathfrak{M}_{\bar{\gamma}}$ defines the $\gamma$-marking. By definition, the restriction of $\iota_{\gamma}^{!}\left[\mathcal{R}_{\bar{\gamma}}\right]^{\text {vir }}$ to $\mathcal{R}_{\gamma}$ is $\left[\mathcal{R}_{\gamma}\right]^{\mathrm{vir}}$. It remains to compute the restriction to $\mathcal{R}_{\gamma}$ of

$$
\iota_{\gamma}^{!} \tau_{\bar{\gamma}^{\prime}, *}\left(\operatorname{ev}_{\ell}^{*}\left(\left[D_{0}\right]\right) \cap\left[\mathcal{P}_{\bar{\gamma}^{\prime}}\right]^{\mathrm{vir}}\right) .
$$

The diagram

is the restriction of a fiber diagram to the locus where the $\gamma$-marked nodes are not mapped to the singular locus of the expanded target. Indeed, a $\gamma$-marking of a rubber stable map obtained by the forgetful morphism from a relative stable map naturally defines a $\gamma^{\prime}$-marking of this relative stable map: for every vertex $v$, define $\beta(v) \in H_{2}^{+}(\mathbf{P})$ as the class of the component of the relative stable map marked by the vertex $v$.

By compatibility of the Gysin pull-back with proper push-forward [27, Theorem 6.2 a)], we deduce that, after restriction to $\mathcal{R}_{\gamma}$,

$$
\iota_{\gamma}^{!} \tau_{\bar{\gamma}^{\prime}, *}\left(\operatorname{ev}_{\ell}^{*}\left(\left[D_{0}\right]\right) \cap\left[\mathcal{P}_{\bar{\gamma}^{\prime}}\right]^{\mathrm{vir}}\right)=\left.\sum_{\gamma^{\prime} \in \Xi_{\gamma}} \tau_{\gamma^{\prime}, *}\left(\iota_{\gamma}^{!}\left(\operatorname{ev}_{\ell}^{*}\left(\left[D_{0}\right]\right) \cap\left[\mathcal{P}_{\bar{\gamma}^{\prime}}\right]^{\mathrm{vir}}\right)\right)\right|_{\mathcal{P}_{\gamma^{\prime}}} .
$$

On the other hand, for every $\gamma^{\prime} \in \Xi_{\gamma}$, we have in restriction to $\mathcal{P}_{\gamma^{\prime}}$

$$
\tau_{\gamma^{\prime}, *}\left(\operatorname{ev}_{\ell}^{*}\left(\left[D_{0}\right]\right) \cap\left[\mathcal{P}_{\gamma^{\prime}}\right]^{\mathrm{vir}}\right)=\tau_{\gamma^{\prime}, * *}{\dot{\gamma^{\prime}}}^{\prime}\left(\operatorname{ev}_{\ell}^{*}\left(\left[D_{0}\right]\right) \cap\left[\mathcal{P}_{\bar{\gamma}^{\prime}}\right]^{\mathrm{vir}}\right),
$$

where $\iota_{\gamma^{\prime}}^{!}$is defined using the diagram

$$
\begin{gathered}
\mathcal{P}_{\gamma^{\prime}} \longrightarrow \mathcal{P}_{\bar{\gamma}^{\prime}} \\
\epsilon_{\gamma^{\prime}} \downarrow \\
\mathfrak{M}_{\gamma} \xrightarrow{\iota_{\gamma^{\prime}}}{ }_{\mathfrak{M}_{\bar{\gamma}^{\prime}}}^{\epsilon_{\bar{\gamma}^{\prime}}} .
\end{gathered}
$$

Therefore, it is enough to show for every $\gamma^{\prime} \in \Xi_{\gamma}$ that, after restriction to $\mathcal{P}_{\gamma^{\prime}}$,

$$
\left.\left(\iota_{\gamma}^{!}\left(\operatorname{ev}_{\ell}^{*}\left(\left[D_{0}\right]\right) \cap\left[\mathcal{P}_{\bar{\gamma}^{\prime}}\right]^{\mathrm{vir}}\right)\right)\right|_{\mathcal{P}_{\gamma^{\prime}}}=\iota_{\gamma^{\prime}}^{!}\left(\operatorname{ev}_{\ell}^{*}\left(\left[D_{0}\right]\right) \cap\left[\mathcal{P}_{\bar{\gamma}^{\prime}}\right]^{\mathrm{vir}}\right) .
$$

The claim follows from the existence, implied by (1.4) and the fact that the components of the domains curves contracted by the stabilization do not contain and are not adjacent to a $\gamma^{\prime}$-marked node, of a canonical isomorphism between the pullbacks of normal bundles

$$
\left(\tau_{\gamma^{\prime}} \circ \epsilon_{\gamma}\right)^{*} N_{\iota \gamma} \simeq \epsilon_{\gamma^{\prime}}^{*} N_{\iota \gamma^{\prime}}
$$

on $\mathcal{P}_{\gamma^{\prime}}$.
3.7. Nodal relative in terms of absolute. We are now in position to prove the main reconstruction result for nodal relative Gromov-Witten theory.

Theorem 3.14 (Theorem C). Let $X$ be a smooth projective variety over $\mathbb{C}$ and $D \subset X$ a smooth divisor. Then, the nodal relative Gromov-Witten invariants of $(X, D)$ can be effectively reconstructed from the Gromov-Witten invariants of $X$, the Gromov-Witten invariants of $D$, and the restriction map $H^{\star}(X) \rightarrow H^{\star}(D)$.

Proof. We prove by induction on $k$ the following claim:
For every $k \in \mathbb{Z}_{\geq 0}$, for every pair $(X, D)$, and for every $(X, D)$-valued stable graph $\Gamma$ with $\left|E_{\Gamma}\right|=k$ edges, the nodal relative Gromov-Witten invariants of
$(X, D)$ of type $\Gamma$ can be reconstructed from the Gromov-Witten invariants of $X$, the Gromov-Witten invariants of $D$, and the restriction map $H^{\star}(X) \rightarrow H^{\star}(D)$.

In the base case $k=0$, the claim holds by [60, Theorem 2].
If $k>0$, let $e$ be an edge of $\Gamma$, obtained by gluing half-edges $h$ and $h^{\prime}$. By the splitting formula of Theorem 3.10 and the Künneth decompositions of the classes of the diagonals

$$
\Delta: X \rightarrow X \times X, \quad \Delta_{\sigma}: D^{\ell(\sigma)} \rightarrow(D \times D)^{\ell(\sigma)}, \quad \Delta_{D}: D \rightarrow D \times D,
$$

the nodal relative Gromov-Witten invariants of $(X, D)$ of type $\Gamma$ can be computed in terms of nodal relative Gromov-Witten invariants of $(X, D)$ of type $\Gamma \backslash e$ and $\gamma_{1}$, and the nodal rubber Gromov-Witten invariants of ( $D, N_{D \mid X}$ ) of type $\gamma_{2}$, where $\gamma_{1}$ and $\gamma_{2}$ run over all boundary splittings $\left(\gamma_{1}, \gamma_{2}\right) \in \partial \bar{\Omega}_{\Gamma \backslash e}$.

A ( $D, N_{D \mid X}$ )-valued stable rubber graph of the form $\gamma_{2}$ contains the interior legs $h$ and $h^{\prime}$ coming from splitting the edge $e$ of $\Gamma$. Hence, we can apply Lemma 3.13 to $\gamma_{2}$ to deduce that the nodal rubber Gromov-Witten invariants of $\left(D, N_{D \mid X}\right)$ of type $\gamma_{2}$ can be computed in terms of the nodal relative Gromov-Witten invariants of $\left(\mathbf{P}, D_{0} \cup D_{\infty}\right)$ of types $\gamma_{2}^{\prime} \in \Xi_{\gamma_{2}}$. Here, we are using the fact that the forgetful morphism $\tau_{\gamma_{2}^{\prime}}$ in Lemma 3.13 is compatible with cotangent lines (no marked point lies on a component contracted by stabilization from relative to rubber).

Hence, the nodal Gromov-Witten invariants of $(X, D)$ of type $\Gamma$ can be computed in terms of the nodal relative Gromov-Witten invariants of $(X, D)$ of type $\Gamma \backslash e$ and $\gamma_{1}$, and the nodal relative Gromov-Witten invariants of $\left(\mathbf{P}, D_{0} \cup D_{\infty}\right)$ of type $\gamma_{2}^{\prime}$. As $\left|E_{\Gamma \backslash e}\right|,\left|E_{\gamma_{1}}\right|<k$, by the induction hypothesis, the nodal relative Gromov-Witten invariants of ( $X, D$ ) of type $\Gamma \backslash e$ and $\gamma_{1}$ can be effectively reconstructed from the Gromov-Witten invariants of $X$, the Gromov-Witten invariants of $D$, and the restriction map $H^{\star}(X) \rightarrow H^{\star}(D)$. As $\left|E_{\gamma_{2}^{\prime}}\right|<k$, by the induction hypothesis, the nodal relative Gromov-Witten invariants of $\left(\mathbf{P}, D_{0} \cup D_{\infty}\right)$ of types $\gamma_{2}^{\prime}$ can be reconstructed from the Gromov-Witten invariants of $\mathbf{P}$, the Gromov-Witten invariants of $D$ and the class $c_{1}\left(N_{D \mid X}\right) \in H^{2}(D)$. Finally, the Gromov-Witten invariants of $\mathbf{P}$ can be reconstructed from the Gromov-Witten invariants of $D$ and $c_{1}\left(N_{D \mid X}\right) \in H^{2}(D)$ by [60, Theorem 1].

## 4. Cohomology of complete intersections

We review Deligne's results on the monodromy of complete intersections in §4.1 and present basic aspects of the invariant theory of the orthogonal and symplectic groups in $\S 4.2$ - 4.6. These results are applied in the next section $\S 5$ to the study of the Gromov-Witten theory of complete intersections.
4.1. Monodromy of complete intersections. Let $m$ be a positive integer and $\left(d_{1}, \ldots, d_{r}\right)$ a tuple of $r \geq 1$ positive integers. Let

$$
U \subset \prod_{i=1}^{r} \mathbb{P}\left(H^{0}\left(\mathbb{P}^{m+r}, \mathcal{O}\left(d_{i}\right)\right)\right)
$$

be the open subset parameterizing smooth $m$-dimensional complete intersections of degrees $\left(d_{1}, \ldots, d_{r}\right)$ in $\mathbb{P}^{m+r}$. We fix a point $u \in U$, and we denote by $X$ the corresponding smooth complete intersection in $\mathbb{P}^{m+r}$.

By the Lefschetz hyperplane theorem, the restriction map in cohomology

$$
H^{i}\left(\mathbb{P}^{m+r}\right) \rightarrow H^{i}(X)
$$

is an isomorphism for $i \neq m$ and $0 \leq i \leq 2 m$. We have a decomposition

$$
H^{m}(X)=H^{m}\left(\mathbb{P}^{m+r}\right) \oplus H^{m}(X)_{\text {prim }}
$$

where $H^{m}(X)_{\text {prim }}$ is the primitive cohomology, the subspace of $H^{m}(X)$ annihilated by the hyperplane class. A class $\gamma \in H^{*}(X)$ is simple if $\gamma$ lies in the image of $H^{*}\left(\mathbb{P}^{m+r}\right)$ and primitive if $\gamma \in H^{m}(X)_{\text {prim }}$.

The fundamental group $\pi_{1}(U, u)$ of $U$ based at $u$ acts on the primitive cohomology $H^{\star}(X)_{\text {prim }}$. The (algebraic) monodromy group $G$ is, by definition, the Zariski closure of the image of $\pi_{1}(U, u)$ in the algebraic group $\operatorname{Aut}\left(H^{\star}(X)_{\text {prim }} \otimes \mathbb{C}\right)$ of linear automorphisms of $H^{\star}(X)_{\text {prim }} \otimes \mathbb{C}$.
We review below the known explicit description of the monodromy group $G$ depending on the parity of the dimension $m$ of $X$. If the dimension $m$ of $X$ is odd, then the intersection pairing defines a skew-symmetric non-degenerate bilinear form $\omega$ on $H^{m}(X)$. Moreover, as the odd cohomology of $\mathbb{P}^{m+r}$ is zero, the entire cohomology $H^{m}(X)$ is primitive. Let $\operatorname{Sp}(V)$ be the complex symplectic group of automorphisms of

$$
V:=H^{m}(X)_{\text {prim }} \otimes \mathbb{C}=H^{m}(X) \otimes \mathbb{C}
$$

endowed with $\omega$. As the monodromy preserves $\omega$, we necessarily have $G \subset \operatorname{Sp}(V)$.
Proposition 4.1. If $\operatorname{dim}(X)=m$ is odd, then the monodromy group $G$ acting on the primitive cohomology $V$ is as large as possible: $G=\operatorname{Sp}(V)$.

Proof. The result follows from [19, Theorem 4.4.1] applied to a Lefschetz pencil of sections of a complete intersection of dimension $m+1$ and multidegree $\left(d_{1}, \ldots, d_{r-1}\right)$ by degree $d_{r}$ hypersurfaces (such Lefschetz pencils exists by [20, XVII, Theorem 2.5.2]).

On the other hand, if the dimension $m$ of $X$ is even, then the intersection pairing defines a symmetric non-degenerate bilinear form $\alpha$ on $H^{m}(X)$. The
primitive cohomology $H^{m}(X)_{\text {prim }}$ is the orthogonal with respect to $\alpha$ of the image of the restriction map $H^{m}\left(\mathbb{P}^{m+r}\right) \rightarrow H^{m}(X)$. We also denote by $\alpha$ the symmetric non-degenerate bilinear form obtained by restricting $\alpha$ to $H^{m}(X)_{\text {prim }}$. Let $O(V)$ be the orthogonal group of automorphisms of

$$
V:=H^{m}(X)_{\text {prim }} \otimes \mathbb{C}
$$

endowed with $\alpha$. As the monodromy group preserves $\alpha$, we necessarily have $G \subset O(V)$.

Proposition 4.2. If $\operatorname{dim}(X)=m$ is even, then the monodromy group $G$ acting on the primitive cohomology $V$ is as large as possible, $G=O(V)$, except if $X$ is a cubic surface or a complete intersection of two quadrics. Furthermore,
(i) if $X$ is a cubic surface, then $G=W\left(E_{6}\right)$,
(ii) if $X$ is a complete intersection of two quadrics, then $G=W\left(D_{m+3}\right)$,
where $W(R)$ denotes the Weyl group of the root system $R$.
Proof. We consider a Lefschetz pencil of sections of a complete intersection of dimension $m+1$ and multidegree $\left(d_{1}, \ldots, d_{r-1}\right)$ by degree $d_{r}$ hypersurfaces (such Lefschetz pencil exists by [20, XVII, Theorem 2.5.2]). We denote by $G^{\prime} \subset O(V)$ the Zariski closure of the image of the corresponding monodromy representation. By [19, Theorem 4.41], we have either $G^{\prime}=O(V)$ or $G^{\prime}$ is finite. By [20, XIX, Proposition 3.4], $G^{\prime}$ is finite if and only if the primitive cohomology $V$ is entirely of Hodge type $(m, m)$, and so, using [20, XI, §2.9], if and only if $X$ is a quadric, a complete intersection of two quadrics, or a cubic surface. If $X$ is not of these cases, we therefore have $G=O(V)$.

If $X$ is a quadric, then by [20, XIX, $\S 5.2$ ], the primitive cohomology $V$ is of dimension 1, and $G=W\left(A_{1}\right)=\{ \pm \mathrm{Id}\}$, which is also equal to $O(V)$.
If $X$ is a a cubic surface or a complete intersection of two quadrics, the result is contained in [20, XIX, §5.2-5.3].
4.2. Pairings and the representation theory of the symmetric group. As will be described in more detail in $\S 5.1$, the Gromov-Witten invariants of a complete intersection $X$ can naturally be viewed as multilinear forms on the primitive cohomology $V$ of $X$. Deformation invariance implies that these multilinear forms are invariant under the action of the monodromy group $G$ on $V$. By Propositions 4.1-4.2, $G$ is in most cases a symplectic or orthogonal group. After a discussion of the representation of the symmetric group, we will review the invariant theory of orthogonal and sympletic groups in $\S 4.3$ and $\S 4.4$ as preparation for $\S 5.1$. For a more comprehensive review, see $[28,68,80]$.
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Figure 4.1. Partitions of 4 and the corresponding Young diagrams
Definition 4.3. A partition of a positive integer $n$ is a sequence of positive integers

$$
\begin{equation*}
\lambda=\left(\lambda_{1}, \ldots, \lambda_{\ell}\right) \tag{4.1}
\end{equation*}
$$

satisfying $\lambda_{1} \geq \cdots \geq \lambda_{\ell}$ and $n=\lambda_{1}+\cdots+\lambda_{\ell}$. We write $\lambda \vdash n$ to indicate that $\lambda$ is a partition of $n$. Let $\ell(\lambda)=\ell$ be the length of $\lambda$.

Definition 4.4. A Young diagram is a finite collection of boxes arranged in left-justified rows, with the row sizes weakly decreasing ${ }^{12}$. The Young diagram associated to the partition $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{\ell}\right)$ has $\ell$ rows and $\lambda_{i}$ boxes on the $i$-th row, see Figure 4.1.

The conjugacy classes of irreducible representations of the symmetric group $S_{n}$ are in a natural (up to a sign) one-to-one correspondence with partitions of $n$ (or with the Young diagrams with $n$ boxes). We denote by $\rho_{\lambda}$ the irreducible representation of $S_{n}$ corresponding to the partition $\lambda$. We use the convention that the trivial representation corresponds to the partition $(n)$, or to the Young diagram with a single row, whereas the 1-dimensional sign representation $\epsilon$, which sends every element of $S_{n}$ to its sign, corresponds to the partition $(1, \ldots, 1)$, or to the Young diagram with a single column.

Definition 4.5. An $n$-pairing is a fixed-point free involution on the set $\{1, \ldots, 2 n\}$. We specify an $n$-pairing by listing the transpositions formed by an element and its image under the involution, so

$$
(1,2)(3,4) \ldots(2 n-1,2 n)
$$

is an $n$-pairing. We can also represent an $n$-pairing by the associated arc diagram, see Figure 4.2. We will often call an $n$-pairing just a pairing.

We denote by $\mathcal{P}_{n}$ the set of $n$-pairings. Let $\mathbb{C} \mathcal{P}_{n}$ be the vector space

$$
\begin{equation*}
\mathbb{C} \mathcal{P}_{n}:=\bigoplus_{P \in \mathcal{P}_{n}} \mathbb{C} P \tag{4.2}
\end{equation*}
$$

[^10]

Figure 4.2. The arc diagram of the pairing (14)(25)(37)(68)
The number of $n$-pairings is

$$
(2 n-1)!!=(2 n-1) \times(2 n-3) \times \cdots \times 3 \times 1
$$

so $\mathbb{C} \mathcal{P}_{n}$ is a vector space of dimension $(2 n-1)!!$. There is a natural permutation action of the symmetric group $S_{2 n}$ on $\mathcal{P}_{n}$ inducing a representation of $S_{2 n}$ on $\mathbb{C} \mathcal{P}_{n}$, which we denote by $\rho_{n}$. By [72, Theorem (6.2.1)], see also [74, A.2.9] or [55, VII.2, (2.4)]), the decomposition of $\rho_{n}$ into irreducible representations of $S_{2 n}$ is given by

$$
\begin{equation*}
\rho_{n}=\bigoplus_{\substack{\lambda-2 n \\ \lambda \text { has even rows }}} \rho_{\lambda} . \tag{4.3}
\end{equation*}
$$

Each representation appears in the decomposition with multiplicity 1 . We denote by

$$
\begin{equation*}
\mathbb{C} \mathcal{P}_{n}=\bigoplus_{\substack{\lambda-2 n \\ \lambda \text { as even rows }}} M_{\lambda} \tag{4.4}
\end{equation*}
$$

the underlying canonical decomposition of vector spaces.
Example 4.6. For $n=2$, we have

$$
\mathbb{C} \mathcal{P}_{2}=\{x \cdot[(12)(34)]+y \cdot[(13)(24)]+z \cdot[(14)(23)]\} .
$$

which is the direct sum of the trivial representation $\rho_{(4)}$ of $S_{4}$ on the line $x=y=z$ and the representation $\rho_{(2,2)}$ on the plane $x+y+z=0$. In general, $\rho_{n}$ always contains a copy of the trivial representation $\rho_{(2 n)}$ of $S_{2 n}$, generated by $\sum_{P \in \mathcal{P}_{n}} P$, and the corresponding Young diagram has a single row with $2 n$ boxes.

Definition 4.7. We associate the following numbers to $n$-pairings:

- Two pairs in an $n$-pairing form a crossing if they can be written as $(i, k)$ and $(j, \ell)$ with $i<j<k<\ell$. We denote by $c(P)$ the total number of crossings in an $n$-pairing $P$.
- The loop number $L\left(P_{1}, P_{2}\right)$ associated to two pairings $P_{1}$ and $P_{2}$ is the number of loops in the union of their arc diagrams. The product of permutations $P_{1} P_{2}$ has $2 L$ cycles.


Figure 4.3. The loop number of pairings (14)(25)(37)(68) and (12)(34)(57)(68) equals 2.

Example 4.8. Consider the pairing $P_{1}=(14)(25)(37)(68)$ from the previous example and the pairing $P_{2}=(12)(34)(57)(68)$. Then $c\left(P_{1}\right)=4, c\left(P_{2}\right)=1$, and $L\left(P_{1}, P_{2}\right)=2$, see Figure 4.3.
4.3. Invariant theory for the orthogonal group. Let $V$ be a $k$-dimensional complex vector space endowed with a non-degenerate symmetric bilinear form $\alpha$, and let

$$
O(V) \subset G L(V)
$$

be the corresponding orthogonal group.
For every $1 \leq i, j \leq 2 n$, define

$$
\begin{aligned}
\alpha_{i j}: V^{\oplus 2 n} & \longrightarrow \mathbb{C} \\
\left(v_{1}, \ldots, v_{2 n}\right) & \longmapsto \alpha\left(v_{i}, v_{j}\right) .
\end{aligned}
$$

For a pair $p=(i, j)$, we write $\alpha_{p}:=\alpha_{i j}$. For an $n$-pairing $P \in \mathcal{P}_{n}$, we define

$$
\begin{equation*}
\alpha_{P}:=\prod_{p \in P} \alpha_{p} \in\left(V^{*}\right)^{\otimes 2 n} \tag{4.5}
\end{equation*}
$$

by multilinearity. As $\alpha_{P}$ lies in the invariant subspace $\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{O(V)} \subset\left(V^{*}\right)^{\otimes 2 n}$ under the action of $O(V)$, we obtain a linear map

$$
\begin{align*}
\varphi: \mathbb{C} \mathcal{P}_{n} & \longrightarrow\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{O(V)}  \tag{4.6}\\
P & \longmapsto \alpha_{P},
\end{align*}
$$

which is a morphism of representations of the symmetric group $S_{2 n}$ since $\alpha$ is symmetric. The action of $S_{2 n}$ on $\mathbb{C} \mathcal{P}_{n}$ is defined by the representation $\rho_{n}$ in (4.3), and the $S_{2 n}$-action on $\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{O(V)}$ defined by the permutation of factors.

Basic results in the invariant theory of $O(V)$ characterize the invariant subspace $\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{\mathrm{O}(V)} \subset V^{\otimes 2 n}$.

Theorem 4.9. For every $n \in \mathbb{Z}_{\geq 0}$, the map

$$
\varphi: \mathbb{C} \mathcal{P}_{n} \longrightarrow\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{\mathrm{O}(V)}
$$

of (4.6) is surjective with kernel

$$
\begin{equation*}
\operatorname{Ker} \varphi=\bigoplus_{\substack{\lambda-2 n \\ \lambda \text { has even rows } \\ \ell(\lambda) \geq k+1}} M_{\lambda} \subset \mathbb{C} \mathcal{P}_{n}=\bigoplus_{\substack{\lambda+2 n \\ \lambda \text { has even rows }}} M_{\lambda} . \tag{4.7}
\end{equation*}
$$

In other words, the map $\varphi$ induces an isomorphism

$$
\begin{equation*}
\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{\mathrm{O}(V)} \simeq \bigoplus_{\substack{\lambda+2 n \\ \lambda \text { has even rows } \\ \ell(\lambda) \leq k}} M_{\lambda} \subset \mathbb{C} \mathcal{P}_{n} . \tag{4.8}
\end{equation*}
$$

Moreover, for every $n \in \mathbb{Z}_{\geq 0}$, the space $\left(\left(V^{*}\right)^{\otimes 2 n+1}\right)^{\mathrm{O}(V)}$ equals 0 .
Proof. The surjectivity of $\rho$ follows from the first fundamental theorem of invariant theory for the orthogonal group, see [72, §11.2.1, Thm, p390]. By the second fundamental theorem of invariant theory for the orthogonal group in the form of [72, §11.6.3.1, Theorem 1, p413], the kernel of $\varphi$ is given by (4.7).
The vanishing of the invariant subspace of $\left(V^{*}\right)^{\otimes 2 n+1}$ follows from the fact that

$$
-\mathrm{Id} \in \mathrm{O}(V)
$$

acts as -Id on $\left(V^{*}\right)^{\otimes 2 n+1}$, so the only invariant vector is 0 .
Example 4.10. According to Theorem 4.9, every $\mathrm{O}(V)$-invariant element of $\left(V^{*}\right)^{\otimes 4}$ has the form

$$
x \cdot \alpha_{12} \alpha_{34}+y \cdot \alpha_{13} \alpha_{24}+z \cdot \alpha_{14} \alpha_{23} .
$$

If $k \geq 2$, then $x, y, z$ are simply the coordinates on the invariant space. Indeed, the two partitions of 4 into even elements are (4) and (2,2), and none of them has $\geq k+1$ elements.

The case $k=1$ is special, since then $2 \geq k+1$. By Theorem 4.9, the space $M_{(2,2)}$ must lie in the kernel of $\varphi$. To check this claim directly, we denote by $u_{i}$ the coordinate in the $i$ th copy of $V$. Then, $\alpha_{i j}=u_{i} u_{j}$. Thus

$$
\alpha_{12} \alpha_{34}=\alpha_{13} \alpha_{24}=\alpha_{14} \alpha_{23}=u_{1} u_{2} u_{3} u_{4} .
$$

The relations span the kernel $x+y+z=0$ of $\varphi$, which is precisely $M_{(2,2)}$.
4.4. Invariant theory for the symplectic group. Let $V$ be a $2 k$-dimensional complex vector space endowed with a non-degenerate skew-symmetric bilinear form $\omega$. Let

$$
\operatorname{Sp}(V) \subset G L(V)
$$

be the corresponding symplectic group. The invariant theory for the symplectic group is very similar to the orthogonal case, but care must be taken with the signs.

For every $1 \leq i, j \leq 2 n$, define

$$
\begin{aligned}
\omega_{i j}: V^{\oplus 2 n} & \longrightarrow \mathbb{C} \\
\left(v_{1}, \ldots, v_{2 n}\right) & \longmapsto \omega\left(v_{i}, v_{j}\right) .
\end{aligned}
$$

For a pair $p=(i, j)$ with $i<j$, we write $\omega_{p}:=\omega_{i j}$. For an $n$-pairing $P \in \mathcal{P}_{n}$, we define

$$
\begin{equation*}
\omega_{P}:=(-1)^{c(P)} \prod_{p \in P} \omega_{p} \in\left(V^{*}\right)^{\otimes 2 n} \tag{4.9}
\end{equation*}
$$

where $c(P)$ is the number of crossings in $P$ (see Definition 4.7). Clearly, $\omega_{P}$ lies in the invariant subspace $\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{\operatorname{Sp}(V)}$, so we obtain a linear map

$$
\begin{align*}
\psi: \mathbb{C} \mathcal{P}_{n} & \longrightarrow\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{\operatorname{Sp}(V)}  \tag{4.10}\\
P & \longmapsto \omega_{P} .
\end{align*}
$$

The sign convention involving the number of crossings in the definition of $\omega_{P}$ in (4.9) is necessary for the following result to hold.

Lemma 4.11. The map $\psi: \mathbb{C} \mathcal{P}_{n} \rightarrow\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{\operatorname{Sp}(V)}$ of (4.10) is a morphism of representations of $S_{2 n}$, where
(i) the action of $S_{2 n}$ on $\mathbb{C} \mathcal{P}_{n}$ is given by $\rho_{n} \otimes \epsilon$, where $\rho_{n}$ is as in (4.3) and $\epsilon$ is the sign representation,
(ii) the action of $S_{2 n}$ on $\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{\mathrm{Sp}(V)}$ is given by permutations of the $2 n$ factors.

Proof. It is enough to show, for every elementary transposition $\tau=(i, i+1) \in S_{2 n}$, we have

$$
\begin{equation*}
\omega_{\tau \cdot P}=-\tau \cdot \omega_{P} \tag{4.11}
\end{equation*}
$$

- If $(i, i+1)$ is a pair of the pairing $P$, then $\tau \cdot P=P$, so $\omega_{\tau \cdot P}=\omega_{P}$. On the other hand, $\tau \cdot \omega_{P}=-\omega_{P}$, because $\omega$ is skew-symmetric, and (4.11) holds.
- If $i$ and $i+1$ belong to two different pairs, then let $\tau \cdot P=P^{\prime}$. We have $\omega_{\tau \cdot P}=\omega_{P^{\prime}}$. The pairing $P^{\prime}$ has exactly one crossing more or less than $P$. If we sort the elements of each pair of $P$ in increasing order and then permute $i$ and $i+1$, the elements of every pair of $P^{\prime}$ are still sorted in increasing order. Thus we have $\tau \cdot \omega_{P}=-\omega_{P^{\prime}}$, so (4.11) holds again.

Basic results in the invariant theory of $\mathrm{Sp}(V)$ characterize the invariant subspace $\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{\operatorname{Sp}(V)} \subset\left(V^{*}\right)^{\otimes 2 n}$.

Theorem 4.12. For every $n \in \mathbb{Z}_{\geq 0}$, the map

$$
\psi: \mathbb{C} \mathcal{P}_{n} \longrightarrow\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{\mathrm{Sp}(V)}
$$

of (4.10) is surjective with kernel

$$
\begin{equation*}
\operatorname{Ker} \psi=\bigoplus_{\substack{\lambda-2 n \\ \lambda \text { has even rows } \\ \lambda_{1} \geq 2 k+2}} M_{\lambda} \subset \mathbb{C} \mathcal{P}_{n} . \tag{4.12}
\end{equation*}
$$

In other words, the map $\psi$ induces an isomorphism

$$
\begin{equation*}
\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{\mathrm{Sp}(V)} \simeq \bigoplus_{\substack{\lambda-2 n \\ \lambda \text { haseven rows } \\ \lambda_{1} \leq 2 k}} M_{\lambda} \subset \mathbb{C} \mathcal{P}_{n} . \tag{4.13}
\end{equation*}
$$

Moreover, for every $n \in \mathbb{Z}_{\geq 0}$, the space $\left(\left(V^{*}\right)^{\otimes 2 n+1}\right)^{\mathrm{Sp}(V)}$ equals 0 .
Proof. The surjectivity of $\psi$ follows from the first fundamental theorem of invariant theory for the symplectic group, see [72, §11.2.1, Thm, p390]. By Lemma 4.11, we can apply the second fundamental theorem of invariant theory for the symplectic group in the form of $[72, \S 11.6 .3 .2$, Theorem 2, p414]. The kernel of $\psi$ is then given as a subrepresentation of $\rho_{n} \otimes \epsilon$ by

$$
\begin{equation*}
\bigoplus_{\substack{\lambda \vdash 2 n \\ \text { even columns } \\(\lambda)>2 k+2}} \rho_{\lambda} \tag{4.14}
\end{equation*}
$$

As $\rho_{\lambda} \otimes \epsilon=\rho_{\lambda^{t}}$, where $\lambda^{t}$ is the transposed Young diagram, the kernel of $\psi$, viewed simply as a linear subspace of $\mathbb{C} \mathcal{P}_{n}$, is given by (4.12).

The vanishing of the invariant subspace of $\left(V^{*}\right)^{\otimes 2 n+1}$ follows from the fact that

$$
-\operatorname{Id} \in \operatorname{Sp}(V)
$$

acts as -Id on $\left(V^{*}\right)^{\otimes 2 n+1}$, so the only invariant vector is 0 .
Example 4.13. According to Theorem 4.12, every $\operatorname{Sp}(V)$-invariant element of $\left(V^{*}\right)^{\otimes 4}$ has the form

$$
x \cdot \omega_{12} \omega_{34}-y \cdot \omega_{13} \omega_{24}+z \cdot \omega_{14} \omega_{23} .
$$

If $k \geq 2$, then $x, y, z$ are simply the coordinates on the invariant space. Indeed, the two partitions of 4 into even elements are (4) and (2,2), and none of them has elements $\geq 2 k+2$.

The case $k=1$ is special, since $4 \geq 2 k+2$. By Theorem 4.12, the space $M_{(4)}$ must lie in the kernel of $\psi$. To check this claim directly, we denote by $u_{i}, v_{i}$ the coordinates in the $i$ th copy of $V$. Then, $\omega_{i j}=u_{i} v_{j}-v_{j} u_{i}$. These polynomials satisfy the well-known Plücker relation

$$
\omega_{12} \omega_{34}-\omega_{13} \omega_{24}+\omega_{14} \omega_{23}=0
$$

This relation spans the kernel $x=y=z$ of $\psi$, which is precisely $M_{(4)}$.
4.5. The loop matrix. Building on the representation theory reviewed in $\S 4.2$ - §4.4, we describe here a family of matrices which will be used in $\S 5.1$ to show that primitive insertions in Gromov-Witten theory of complete intersections can be traded against nodes. Such matrices have also appeared in various places in the literature, particularly in [36, §3], [55, §VII.2], [83, §3], and, in the study of the tautological ring, in [75].

Definition 4.14. For every $n \in \mathbb{Z}_{\geq 0}$, the loop matrix $\mathrm{M}(n, x)$ is the $(2 n-1)!!\times$ $(2 n-1)!!$ matrix with entries indexed by pairs of $n$-pairings $P, P^{\prime}$ and given by

$$
\mathrm{M}(n, x)_{P, P^{\prime}}:=x^{L\left(P, P^{\prime}\right)},
$$

where $L\left(P, P^{\prime}\right)$ is the loop number of the pairings $P$ and $P^{\prime}$ (see Definition 4.7), and $x$ is a formal variable (which will be eventually specialized to integer values).
The matrix $\mathrm{M}(n, x)$ canonically acts as an endomorphism of the vector space $\mathbb{C} \mathcal{P}_{n}=\bigoplus_{P \in \mathbb{C} \mathcal{P}_{n}} \mathbb{C} P$.

Proposition 4.15. The direct sum decomposition

$$
\mathbb{C} \mathcal{P}_{n}=\bigoplus_{\substack{\lambda \nmid-2 n \\ \lambda \text { has even rows }}} M_{\lambda} .
$$

given in (4.4) is an eigenspace decomposition for the loop matrix $\mathrm{M}(n, x)$. More precisely, for every partition $\lambda \vdash 2 n$ with even rows, the subspace $M_{\lambda} \subset \mathbb{C} \mathcal{P}_{n}$ is an eigenspace of $\mathrm{M}(n, x)$ for the eigenvalue

$$
\begin{equation*}
\prod_{(i, j) \in \frac{1}{2} \lambda}(x-i+2 j-1), \tag{4.15}
\end{equation*}
$$

where $\frac{1}{2} \lambda$ is the partition whose parts are half of those of $\lambda$. The product (4.15) is over the boxes of the Young diagram of $\frac{1}{2} \lambda$, where $i$ is the row index, starting at 1 and increasing when going downwards, and $j$ is the column index, starting at 1 and increasing when going from left to right.

Proof. There are several existing proofs in the literature. Following Zinn-Justin [83, §3], there exists a lift of $\mathrm{M}(n, x)$ to an element of the group algebra of $S_{2 n}$ expressed in terms of Jucys-Murphy elements [83, Lemma 1]. The final result can be found in the paragraph above [83, Proposition 5]. An alternative proof by Hancon-Wales can be found in [36, Theorem 3.1]. A more expository presentation with the same approach is contained in §VII. 2 of Macdonald's book [55], where a more general result follows from the theory of zonal symmetric polynomials.
We summarize here the approach taken in Macdonald's book. Let $P$ and $P^{\prime}$ be two $n$-pairings. Each loop in the graph obtained by gluing together the arc diagrams of $P$ and $P^{\prime}$ has even length. The half-lengths of these loops define a
partition $\lambda\left(P, P^{\prime}\right)$ of $n$. In particular, the loop number $L\left(P, P^{\prime}\right)$ is exactly the length of this partition: $L\left(P, P^{\prime}\right)=\ell\left(\lambda\left(P, P^{\prime}\right)\right)$.

Let $\mathrm{M}\left(n, x_{1}, \ldots, x_{N}\right)$ be the $(2 n-1)!!\times(2 n-1)!!$ matrix whose entries indexed by pairs $P$ and $P^{\prime}$ of $n$-pairings are given by the power-sum symmetric polynomials $p_{\lambda\left(P, P^{\prime}\right)}\left(x_{1}, \cdots, x_{N}\right)$ in some number $N$ of variables. According to [55, VII.2, Example 5], for every $\lambda \vdash 2 n$ with even rows, the subspace $M_{\lambda} \subset \mathbb{C} \mathcal{P}_{n}$ is an eigenspace for $\mathrm{M}\left(n, x_{1}, \ldots, x_{N}\right)$, and the corresponding eigenvalue is the zonal symmetric polynomial $Z_{\frac{1}{2} \lambda}\left(x_{1}, \cdots, x_{N}\right)$. We now consider the specialization $x_{1}=\cdots=x_{N}=1$. As

$$
p_{\lambda\left(P, P^{\prime}\right)}(1, \ldots, 1)=N^{\ell\left(\lambda\left(P, P^{\prime}\right)\right)}=N^{L\left(P, P^{\prime}\right)}
$$

we have $\mathrm{M}(n, 1, \ldots, 1)=\mathrm{M}(n, N)$. On the other hand, we have

$$
Z_{\frac{1}{2} \lambda}(1, \ldots, 1)=\prod_{(i, j) \in \frac{1}{2} \lambda}(N-i+2 j-1)
$$

by [55, VII.2, Eq (2.24)-(2.25)], which proves Proposition 4.15 for $x$ specialized to a positive integer $N$. As the dependence of $\mathrm{M}(n, x)$ on $x$ is polynomial, the argument actually proves Proposition 4.15 in general for any $x$.

Corollary 4.16. For every $k \in \mathbb{Z}_{\geq 0}$, the endomorphism $\mathrm{M}(n, k)$ preserves the direct sum decomposition

$$
\mathbb{C} \mathcal{P}_{n}=\bigoplus_{\substack{\lambda-2 n \\ \lambda \text { has even rows }}} M_{\lambda} .
$$

Moreover, $\mathrm{M}(n, k)$ is zero when restricted to the subspace

$$
\bigoplus_{\substack{\lambda \vdash 2 n \\ \text { has even rows } \\ \ell(\lambda) \geq k+1}} M_{\lambda} \subset \mathbb{C} \mathcal{P}_{n}
$$

and invertible when restricted to the subspace

$$
\bigoplus_{\substack{\lambda-2 n \\ \lambda \text { has even rows } \\ \ell(\lambda) \leq k}} M_{\lambda} \subset \mathbb{C} \mathcal{P}_{n} .
$$

In particular, for every $k$-dimensional complex vector space $V$ endowed with a non-degenerate symmetric bilinear form $\alpha$, the endomorphism $\mathrm{M}(n, k)$ preserves the subspace of invariants $\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{O(V)}$, viewed as a subspace of $\mathbb{C} \mathcal{P}_{n}$ via (4.8), and the restriction of $\mathrm{M}(n, k)$ to the subspace of invariants is invertible.

Proof. By Proposition 4.15, $M_{\lambda} \subset \mathbb{C} \mathcal{P}_{n}$ is an eigenspace of $\mathrm{M}(n, k)$ for the eigenvalue

$$
c_{\lambda}(k):=\prod_{(i, j) \in \frac{1}{2} \lambda}(k-i+2 j-1) .
$$

We have $\ell\left(\frac{1}{2} \lambda\right)=\ell(\lambda)$. If $\ell(\lambda) \geq k+1$, there exists $(i, j) \in \frac{1}{2} \lambda$ with $i=k+1$ and $j=1$, and so $c_{\lambda}(k)=0$. If $\ell(\lambda) \leq k$, then, for every $(i, j) \in \frac{1}{2} \lambda$, we have $i \leq k$. As $j \geq 1$, we obtain $k-i+2 j-1 \geq 1$, and so $c_{\lambda}(k) \neq 0$.

Corollary 4.17. For every $k \in \mathbb{Z}_{\geq 0}$, the endomorphism $\mathrm{M}(n,-2 k)$ preserves the direct sum decomposition

$$
\mathbb{C} \mathcal{P}_{n}=\bigoplus_{\substack{\lambda-2 n \\ \lambda \text { has even rows }}} M_{\lambda} .
$$

Moreover, $\mathrm{M}(n,-2 k)$ is zero when restricted to the subspace

$$
\bigoplus_{\substack{\lambda+2 n \\ \text { Ahasen rews } \\ \lambda_{1} \geq 2 k+2}} M_{\lambda} \subset \mathbb{C} \mathcal{P}_{n}
$$

and invertible when restricted to the subspace

$$
\bigoplus_{\substack{\lambda \vdash 2 n \\ \text { ihaseren rows } \\ \lambda 1 \leq 2 k}} M_{\lambda} \subset \mathbb{C} \mathcal{P}_{n} .
$$

In particular, for every $2 k$-dimensional complex vector space $V$ endowed with a non-degenerate skew-symmetric bilinear form $\omega$, the endomorphism $\mathrm{M}(n,-2 k)$ preserves the subspace of invariants $\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{\mathrm{Sp}(V)}$, viewed as a subspace of $\mathbb{C} \mathcal{P}_{n}$ using (4.13), and the restriction of $\mathrm{M}(n,-2 k)$ to the subspace of invariants is invertible.

Proof. By Proposition 4.15, the eigenvalue of $\mathrm{M}(n,-2 k)$ restricted to $M_{\lambda} \subset \mathbb{C} \mathcal{P}_{n}$ is

$$
d_{\lambda}(k):=\prod_{(i, j) \in \frac{1}{2} \lambda}(-2 k-i+2 j-1) .
$$

If $\lambda_{1} \geq 2 k+2$, then $\frac{\lambda_{1}}{2} \geq k+1$. There exists $(i, j) \in \frac{1}{2} \lambda$ with $i=1$ and $j=k+1$, and so $d_{\lambda}(k)=0$. If $\lambda_{1} \leq 2 k$, then $\frac{\lambda_{1}}{2} \leq k$, and for every $(i, j) \in \frac{1}{2} \lambda$, we have $j \leq k$, and as $i \geq 1$, we obtain $-2 k-i+2 j-1 \leq-2$, and so $d_{\lambda}(k) \neq 0$.

Example 4.18. For $n=2$, we have 3 pairings: $P_{1}=(12)(34), P_{2}=(13)(24)$, and $P_{3}=(14)(23)$, as in Example 4.6. Computing directly the loop numbers, we
find

$$
\mathrm{M}(2, x)=\left(\begin{array}{ccc}
x^{2} & x & x \\
x & x^{2} & x \\
x & x & x^{2}
\end{array}\right)
$$

which has a simple eigenvalue $x(x+2)$, corresponding to $\lambda=(4)$ in Proposition 4.15 (the Young diagram of $\frac{1}{2} \lambda$ is a row of two boxes, with $(i, j)=(1,1)$ and $\left.(1,2)\right)$, and a double eigenvalue $x(x-1)$, corresponding to $\lambda=(2,2)$ in Proposition 4.15 (the Young diagram of $\frac{1}{2} \lambda$ is a column of two boxes, with $(i, j)=(1,1)$ and $(2,1))$. The eigenspace for the eigenvalue $x(x+2)$ is the line $x=y=z$, and the eigenspace for the eigenvalue $x(x-1)$ is the plane $x+y+z=0$, as predicted by Proposition 4.15 and Example 4.6.

We leave as an exercise for the reader to write explicitly the $15 \times 15$ matrix $\mathrm{M}(3, x)$ and to check directly that the eigenvalues are $x(x+2)(x+4), x(x+2)(x-$ 1 ), and $x(x-1)(x-2)$ with multiplicities 1,9 , and 5 respectively.
4.6. The matrix of diagonal insertions. In $\S 5.1$, we will invert a system of relations obtained by applying the splitting formula (3.5) to nodal invariants. To write these relations explicitly, we must first effectively compute the effect of the insertions of the class of the diagonal in the splitting formula.

Let $X$ be an $m$-dimensional complete intersection in projective space, and let $V=H^{m}(X)_{\text {prim }} \otimes \mathbb{C}$ be the primitive cohomology. As in $\S 4.1$, let $\alpha$ be the non-degenerate symmetric intersection form on $V$ if $m$ is even, and let $\omega$ be the non-degenerate skew-symmetric intersection form on $V$ if $m$ is odd.

For every $n \in \mathbb{Z}_{\geq 0}$ and every $n$-pairing $P \in \mathcal{P}_{n}$, we define a test multivector

$$
\Delta_{P} \in V^{\otimes 2 n}
$$

as follows.

- Test multivectors, symmetric case. If $m$ is even, the intersection form $\alpha$ on $V$ is symmetric. Denote by $\alpha^{-1}$ the inverse symmetric bi-vector in $V \otimes V$. For a pair $p=\{i, j\}$, denote by $\alpha_{p}^{-1}$ the same bi-vector lying in the tensor product of the $i$ th and $j$ th copies of $V$. For an $n$-pairing $P$, we define

$$
\begin{equation*}
\Delta_{P}:=\bigotimes_{p \in P} \alpha_{p}^{-1} \tag{4.16}
\end{equation*}
$$

- Test multivectors, skew-symmetric case. If $m$ is odd, the intersection form $\omega$ on $V$ is skew-symmetric. Denote by $\omega^{-1}$, the inverse skew-symmetric bi-vector in $V \otimes V$. For a pair $p=\{i, j\}, i<j$ denote by $\omega_{p}^{-1}$ the same bivector lying in the tensor product of the $j$ th and $i$ th copies of $V$ in that order (in
decreasing order of elements of the pair). For an $n$-pairing $P$, we define

$$
\begin{equation*}
\Delta_{P}=(-1)^{c(P)} \bigotimes_{p \in P} \omega_{p}^{-1} \tag{4.17}
\end{equation*}
$$

where $c(P)$ is the number of crossings (defined in Definition 4.7).
Definition 4.19. The matrix of diagonal insertions $\mathrm{M}^{\Delta}(n, V)$ is the $(2 n-1)!!\times$ $(2 n-1)!!$ matrix with entries indexed by pairs of $n$-pairings $P, P^{\prime}$ and given by

$$
\mathrm{M}^{\Delta}(n, V)_{P, P^{\prime}}=\alpha_{P}\left(\Delta_{P^{\prime}}\right)
$$

if $m$ is even, where $\alpha_{P} \in\left(V^{*}\right)^{\otimes 2 n}$ is as in (4.5), and

$$
\mathrm{M}^{\Delta}(n, V)_{P, P^{\prime}}=\omega_{P}\left(\Delta_{P^{\prime}}\right)
$$

if $m$ is odd, where $\omega_{P} \in\left(V^{\star}\right)^{\otimes 2 n}$ is as in (4.9).
The following result explicitly computes the matrix $\mathrm{M}^{\Delta}(n, V)$ in terms of the loop matrix of Definition 4.14.

Theorem 4.20. There are two cases:
(i) If $m$ is even, we have $\mathrm{M}^{\Delta}(n, V)=\mathrm{M}(n, k)$, where $V$ is of dimension $k$.
(ii) If $m$ is odd, we have $\mathrm{M}^{\Delta}(n, V)=\mathrm{M}(n,-2 k)$, where $V$ is of dimension $2 k$.

Proof of Theorem 4.20 for $m$ even. Let $\left(e_{\mu}\right)_{1 \leq \mu \leq k}$ be an orthonormal basis of $(V, \alpha)$. We denote by $x^{i \mu}$ the corresponding linear coordinates on the $i$-th copy of $V$ in $V^{\otimes 2 n}$. For every $1 \leq i, j \leq 2 n$, we define

$$
\begin{align*}
\Delta_{i j} & :=\sum_{\mu=1}^{k} \frac{\partial}{\partial x^{i \mu}} \otimes \frac{\partial}{\partial x^{j \mu}},  \tag{4.18}\\
\alpha_{i j} & :=\sum_{\mu=1}^{k} d x^{i \mu} \otimes d x^{j \mu} . \tag{4.19}
\end{align*}
$$

In particular, for every pair $p=(i, j)$, we have $\alpha_{p}^{-1}=\Delta_{i j}$, and $\alpha_{p}=\alpha_{i j}$.
Lemma 4.21. We have
(i) for every $1 \leq i, j \leq 2 n, \alpha_{i j}\left(\Delta_{i j}\right)=k$,
(ii) for every $1 \leq i, j, p, q \leq 2 n$, $\left(\alpha_{i p} \otimes \alpha_{q j}\right)\left(\Delta_{p q}\right)=\alpha_{i j}$.

Proof. The claim follows from (4.18) and (4.19) by a direct calculation.
To prove Theorem 4.20 for $m$ even, we must show

$$
\begin{equation*}
\alpha_{P}\left(\Delta_{P^{\prime}}\right)=k^{L\left(P, P^{\prime}\right)} \tag{4.20}
\end{equation*}
$$

for all $n$-pairings $P$ and $P^{\prime}$. Equation (4.20) follows from Lemma 4.21 and by viewing graphically the contractions of tensors in terms of the arc diagrams of $P$ and $P^{\prime}$.

Proof of Theorem 4.20 for $m$ odd. The argument is parallel to the $m$ even case, but some care with signs is required.

Let $\left(e_{\mu}, f_{\mu}\right)_{1 \leq \mu \leq k}$ a symplectic basis of $(V, \omega)$ :

$$
\begin{array}{lc}
\forall \mu, \nu, & \omega\left(e_{\mu}, e_{\nu}\right)=\omega\left(f_{\mu}, f_{\nu}\right)=0 \\
\forall \mu \neq \nu, & \omega\left(e_{\mu}, f_{\nu}\right)=0, \\
\forall \mu, & \omega\left(e_{\mu}, f_{\mu}\right)=-\omega\left(f_{\mu}, e_{\mu}\right)=1 .
\end{array}
$$

We denote by $x^{i \mu}$ and $y^{i \mu}$ the corresponding linear coordinates on the $i$-th copy of $V$ in $V^{\otimes 2 n}$. For every $1 \leq i, j \leq 2 n$, we define

$$
\begin{gather*}
\Delta_{i j}=\sum_{\mu=1}^{k}\left(\frac{\partial}{\partial x^{i \mu}} \otimes \frac{\partial}{\partial y^{j \mu}}-\frac{\partial}{\partial x^{j \mu}} \otimes \frac{\partial}{\partial y^{i \mu}}\right),  \tag{4.21}\\
\omega_{i j}=\sum_{\mu=1}^{k}\left(d x^{i \mu} \otimes d y^{j \mu}-d x^{j \mu} \otimes d y^{i \mu}\right) . \tag{4.22}
\end{gather*}
$$

In particular, for every pair $p=(i, j)$ with $i<j$, we have $\omega_{p}^{-1}=\Delta_{j i}$ and $\omega_{p}=\omega_{i j}$.
Lemma 4.22. We have
(i) For every $1 \leq i, j \leq 2 n, \omega_{i j}\left(\Delta_{j i}\right)=-2 k$.
(ii) For every $1 \leq i, j, p, q \leq 2 n$, $\left(\omega_{i p} \otimes \omega_{q j}\right)\left(\Delta_{p q}\right)=\omega_{j i}$.

Proof. The claim follows from (4.21) and (4.22) by a direct calculation.
Remark 4.23. The sign rule in the last equality is to choose a cyclic order on the set $\{i, p, q, j\}$ and follow it for the 2-forms $\omega$ and the bi-vector $\Delta: \omega_{i p}$, then $\Delta_{p q}$, then $\omega_{q j}$, and we get $\omega_{j i}$.

Lemma 4.24. Let $i_{1}, \ldots, i_{2 h}$ be pairwise different indices among $1, \ldots, 2 n$. Then,

$$
\left(\omega_{i_{1} i_{2}} \otimes \omega_{i_{3} i_{4}} \otimes \cdots \otimes \omega_{i_{2 h-1} i_{2 h}}\right)\left(\Delta_{i_{2} i_{3}} \otimes \Delta_{i_{4} i_{5}} \otimes \ldots \Delta_{i_{2 m} i_{1}}\right)=(-1)^{h}(2 k)
$$

Proof. The result follows from Lemma 4.22 by induction.
Lemma 4.25. Consider a simple closed oriented curve crossing a horizontal line at $2 n$ points. Then, the number of arcs oriented from left to right and the number of arcs oriented from right to left are both odd.


Figure 4.4.
Proof. Assume for simplicity that the curve is oriented clockwise. The line cuts the region surrounded by the curve into $n+1$ parts of which $a$ lie above the line and $b$ below the line. Consider the bipartite tree whose vertices correspond to these parts: two vertices are joined by an edge if the corresponding parts are adjacent, see the example in Figure 4.4.
Each region above the line contains exactly one left-to-right arc. A region below the line contains $d-1$ left-to-right arcs, where $d$ is the degree of the corresponding vertex in the tree. After summing over all vertices, we obtain $a+n-b$ left-to-right arcs. Modulo 2, we have

$$
a+n-b=a+n+b=n+(n+1)=2 n+1,
$$

which is always odd.
Lemma 4.26. Consider $L$ closed oriented curves with $\ell$ simple intersections or self-intersections crossing a horizontal line at $2 n$ points. Let $s$ be the number of arcs joining one of these $2 n$ points to another and oriented from left to right. Then $L+\ell+s$ is even.

Proof. Any intersection or self-intersection can be uniquely resolved so that the orientations of the arcs are preserved. The resolution decreases $\ell$ by 1 , changes $L$ by 1 , and leaves $s$ invariant. The parity of $L+\ell+s$ does not change. When there are no intersections left, we have $L$ independent closed curves, so the assertion follows from Lemma 4.25.

To prove Theorem 4.20 for $m$ odd, we must show

$$
\omega_{P}\left(\Delta_{P^{\prime}}\right)=(-2 k)^{L\left(P, P^{\prime}\right)}
$$

for all $n$-pairings $P$ and $P^{\prime}$. We represent $P$ and $P^{\prime}$ by arc diagrams with arcs respectively above and below a horizontal line with $2 n$ dots. The arcs above the line are oriented from left to right as the pairs in $\omega_{P}$, while the arcs below the line are oriented from right to left as the pairs of $\Delta_{P^{\prime}}$. We obtain a collection of $L\left(P, P^{\prime}\right)$ intersecting loops. The total number $\ell$ of intersections equals the total
number of crossings $c(P)+c\left(P^{\prime}\right)$ in both pairings. By definition of $\omega_{P}$ and $\Delta_{P^{\prime}}$ in (4.9) and (4.17), we have a factor $(-1)^{c(P)}(-1)^{c\left(P^{\prime}\right)}=(-1)^{\ell}$ before the product of $\omega_{p}$ 's and $\omega_{p}^{-1}$ 's.

Now we change the orientation of some of the arcs so as to obtain a union of oriented loops. We change the signs of $\omega_{i j}$ 's and $\Delta_{i j}$ 's corresponding to these arcs accordingly. Let $s$ be the number of arcs in the new collection of oriented curves oriented from left to right. Then the change of orientation changes the sign by $(-1)^{n-s}$, which by Lemma 4.26 is equal to $(-1)^{n+\ell+L\left(P, P^{\prime}\right)}$. Now, by Lemma 4.24 every closed loop of length $2 h$ contributes a factor of $(-1)^{h}(2 k)$ to the contraction. The product of signs $(-1)^{h}$ over all loops gives $(-1)^{n}$. Finally, we obtain

$$
\omega_{P}\left(\Delta_{P^{\prime}}\right)=(-1)^{\ell} \cdot(-1)^{n+\ell+L\left(P, P^{\prime}\right)}(-1)^{n}(2 k)^{L\left(P, P^{\prime}\right)}=(-2 k)^{L\left(P, P^{\prime}\right)} .
$$

## 5. Gromov-Witten theory of complete intersections

In this section we present the main result of the paper: an algorithm computing Gromov-Witten invariants with arbitrary insertions of all smooth complete intersections in projective space. The main idea is to trade primitive insertions against nodes. The precise formulation of this idea is presented in §5.1. Once GromovWitten invariants with primitive insertions are turned into nodal Gromov-Witten invariants without primitive insertions, we use the general nodal Gromov-Witten theory developed in $\S 1-3$ to determine an algorithm in $\S 5.2-\S 5.3$. As a main consequence, we prove that the Gromov-Witten classes of complete intersections are tautological in §5.4.

Example 5.1. To illustrate this idea of trading primitive insertions against nodes, consider the example of an elliptic curve ${ }^{13} E$ with cycles $a, b \in H^{1}(E)$. Suppose we want to compute Gromov-Witten invariants in genus $g$, degree $d$, with simple insertions and two primitive insertions $u_{1} a+v_{1} b$ and $u_{2} a+v_{2} b$. Such an invariant is equal to

$$
\begin{equation*}
u_{1} u_{2}\langle a, a\rangle^{E}+u_{1} v_{2}\langle a, b\rangle^{E}+v_{1} u_{2}\langle b, a\rangle^{E}+v_{1} v_{2}\langle b, b\rangle^{E}, \tag{5.1}
\end{equation*}
$$

where we have suppressed all the simple insertions (and almost everything else) in the notation. A priori, we have four constants in (5.1) to determine. However, using the deformation invariance of Gromov-Witten invariants, we can reduce four constants to just one. Indeed, by a deformation of $E$ we can transform the cycles

$$
(a, b) \mapsto(a, a+b) .
$$

[^11]It follows that $\langle a, a\rangle^{E}=0$ and similarly $\langle b, b\rangle^{E}=0$ and $\langle a, b\rangle^{E}=-\langle b, a\rangle^{E}$. Hence, the Gromov-Witten invariant (5.1) is equal to

$$
\left(u_{1} v_{2}-u_{2} v_{1}\right)\langle a, b\rangle^{E} .
$$

To determine $\langle a, b\rangle^{E}$, we use nodal Gromov-Witten invariants of genus $g+1$. By the splitting formula, the node can be replaced by two marked points with insertions

$$
1 \otimes p+a \otimes b-b \otimes a+p \otimes 1
$$

where $p \in H^{2}(E)$ is the class of a point. Thus, the nodal Gromov-Witten invariant is equal to a sum of Gromov-Witten invariants with simple insertions (1 and $p)$ and $2\langle a, b\rangle^{E}$. We have expressed $\langle a, b\rangle^{E}$ in terms of a nodal Gromov-Witten invariant and Gromov-Witten invariants with simple insertions.

We will generalize the above discussion of $E$ to an arbitrary number of primitive insertions and to all complete intersections. While the monodromy on $H^{1}(E)$ played a central role in $[41,67]$, the addition input there was a set of elliptic vanishing relations. While the method of elliptic vanishing does not easily extend to higher dimensions, trading against nodes does.
5.1. Trading primitive insertions against nodes. Using the algebraic results of $\S 4$, we trade primitive insertions in Gromov-Witten theory of complete intersections for nodes, as illustrated for the elliptic curve in Example 5.1.

Theorem 5.2 (Theorem A). Let $X$ be a complete intersection in projective space which is not a cubic surface or an even dimensional complete intersection of two quadrics. Then, the Gromov-Witten invariants of $X$ can be effectively reconstructed from the simple nodal Gromov-Witten invariants of $X$.

Proof. We prove Theorem 5.2 by induction on the number of primitive insertions. Let $V \subset H^{*}(X) \otimes \mathbb{C}$ the primitive cohomology. For $a, b \in \mathbb{Z}_{\geq 0}$, let $\Gamma$ be an $X$ valued stable graph with a single vertex, no edges, and $a+b$ legs divided in two groups labeled from 1 to $a$ and from 1 to $b$. We consider the Gromov-Witten theory of $X$ of type $\Gamma$ with $a$ primitive and $b$ simple insertions. More precisely, we fix integers $k_{1}, \ldots, k_{a} \in \mathbb{Z}_{\geq 0}, \ell_{1}, \ldots, \ell_{b} \in \mathbb{Z}_{\geq 0}$, and simple classes $\beta_{1}, \ldots, \beta_{b}$, and we define the map

$$
\begin{align*}
\Omega: V^{\otimes a} & \longrightarrow H_{\star}\left(\overline{\mathcal{M}}_{\Gamma}(X)\right)  \tag{5.2}\\
\alpha_{1} \otimes \cdots \otimes \alpha_{a} & \longmapsto \prod_{i=1}^{a} \psi_{i}^{k_{i}} \operatorname{ev}_{i}^{*}\left(\alpha_{i}\right) \prod_{j=1}^{b} \psi_{j}^{\ell_{j}} \operatorname{ev}_{j}^{*}\left(\beta_{j}\right) \cap\left[\overline{\mathcal{M}}_{\Gamma}(X)\right]^{\mathrm{vir}}, \tag{5.3}
\end{align*}
$$

obtained by considering all possible primitive insertions $\alpha_{1}, \ldots, \alpha_{a}$. Our goal is to compute $\Omega$.


Figure 5.1. Trading $2 n$ primitive insertions for $n$ nodes
By deformation invariance of the virtual class in Gromov-Witten theory, the class $\Omega$ is invariant under the action of the monodromy group $G$ on $V$. By Propositions 4.1-4.2, the monodromy group is $G=O(V)$ if $\operatorname{dim} X$ is even and $G=\operatorname{Sp}(V)$ if $\operatorname{dim} X$ is odd (since $X$ is not a cubic surface or an even dimensional complete intersection of two quadrics). In particular, $\Omega=0$ if $a$ is odd by Theorems 4.9 and 4.12. From now on, we assume that $a$ is even and we write $a=2 n$ with $n \in \mathbb{Z}_{\geq 0}$. Then, $\Omega$ is an element of $\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{G} \otimes H_{*}\left(\overline{\mathcal{M}}_{\Gamma}(X)\right)$, which can be viewed as a subspace of $\mathbb{C} \mathcal{P}_{n} \otimes H_{*}\left(\overline{\mathcal{M}}_{\Gamma}(X)\right)$ by (4.8) - (4.13).
For every $n$-pairing $P \in \mathcal{P}_{n}$, let $\Gamma_{P}$ be the $X$-valued graph obtained from $\Gamma$ by gluing together the legs $i$ and $j$ for every pair $(i, j)$ of $P$. The graph $\Gamma_{P}$ contains one vertex, $n$ loops, and $b$ legs, see Figure 5.1.

Using the moduli stack $\overline{\mathcal{M}}_{\Gamma_{P}}(X)$ of $\Gamma_{P}$-marked stable maps to $X$, we define the class

$$
\Omega_{P}:=\prod_{i=1}^{2 n} \psi_{i}^{k_{i}} \prod_{j=1}^{b} \psi_{j}^{\ell_{j}} \mathrm{ev}_{j}^{*}\left(\beta_{j}\right) \cap\left[\overline{\mathcal{M}}_{\Gamma_{P}}(X)\right]^{\mathrm{vir}} \in H_{\star}\left(\overline{\mathcal{M}}_{\Gamma_{P}}(X)\right)
$$

Splitting the $n$ loops of $\Gamma_{P}$ defines a morphism

$$
s_{P}: \overline{\mathcal{M}}_{\Gamma_{P}}(X) \rightarrow \overline{\mathcal{M}}_{\Gamma}(X)
$$

By the splitting formula (3.5), we have

$$
\begin{equation*}
s_{P, *} \Omega_{P}= \pm \Omega\left(\Delta_{P}\right)+\Omega^{\prime} \tag{5.4}
\end{equation*}
$$

where the insertion of the multivector $\Delta_{P}$ defined in $\S 4.6$ results from the terms in the Künneth decompositions of the diagonals containing only primitive classes, and $\Omega^{\prime}$ results from the other terms in the Künneth decompositions of the diagonals and so contains at least one simple class insertion. The class $s_{*} \Omega_{P}$ is defined by simple nodal Gromov-Witten theory of $X$, and the class $\Omega^{\prime}$ is defined by Gromov-Witten theory of $X$ with fewer than $2 n$ primitive insertions. It is therefore sufficient to show that $\Omega$ can be recovered from the data of the classes $\Omega\left(\Delta_{P}\right)$ for $P \in \mathcal{P}_{n}$.
Let $\mathrm{M}^{\Delta}(n, V)$ be the endomorphism of $\mathbb{C} \mathcal{P}_{n}$ defined by the matrix of diagonal insertions of Definition 4.19. It follows from Definition 4.19 that

$$
\begin{equation*}
\mathrm{M}^{\Delta}(n, V) \Omega=\left(\Omega\left(\Delta_{P}\right)\right)_{P \in \mathcal{P}_{n}} \in \mathbb{C} \mathcal{P}_{n} \otimes H_{\star}\left(\overline{\mathcal{M}}_{\Gamma}(X)\right) \tag{5.5}
\end{equation*}
$$

By Theorem 4.20 expressing $\mathrm{M}^{\Delta}(n, V)$ in terms of the loop matrix, and Corollaries 4.16-4.17 on the spectral properties of the loop matrix, $\mathrm{M}^{\Delta}(n, V)$ preserves the subspace of invariants $\left(\left(V^{*}\right)^{\otimes 2 n}\right)^{G}$ and is invertible in restriction after restriction to this subspace. It follows that $\Omega$ can be recovered from $\left(\Omega\left(\Delta_{P}\right)\right)_{P \in \mathcal{P}_{n}}$.

As the relations (5.4) and (5.5) are linear, the statement of Theorem 5.2 for Gromov-Witten invariants follows by taking the degrees of the classes $\Omega$ and $\Omega\left(\Delta_{P}\right)$.
5.2. Gromov-Witten invariants of complete intersections. We are finally ready to state the main goal of the paper:

Theorem 5.3 (Theorem D). Let $X$ be an $m$-dimensional smooth complete intersection in $\mathbb{P}^{m+r}$ of degrees $\left(d_{1}, \ldots, d_{r}\right)$. Then, for every decomposition

$$
d_{r}=d_{r, 1}+d_{r, 2} \quad \text { with } \quad d_{r, 1}, d_{r, 2} \in \mathbb{Z}_{\geq 1}
$$

the Gromov-Witten invariants of $X$ can be effectively reconstructed from:
(i) the Gromov-Witten invariants of an m-dimensional smooth complete intersection $X_{1} \subset \mathbb{P}^{m+r}$ of degrees $\left(d_{1}, \ldots, d_{r-1}, d_{r, 1}\right)$,
(ii) the Gromov-Witten invariants of an m-dimensional smooth complete intersection $X_{2} \subset \mathbb{P}^{m+r}$ of degrees $\left(d_{1}, \ldots, d_{r-1}, d_{r, 2}\right)$,
(iii) the Gromov-Witten invariants of an ( $m-1$ )-dimensional smooth complete intersection $D \subset \mathbb{P}^{m+r}$ of degrees $\left(d_{1}, \ldots, d_{r-1}, d_{r, 1}, d_{r, 2}\right)$,
(iv) the Gromov-Witten invariants of an ( $m-2$ )-dimensional smooth complete intersection $Z \subset \mathbb{P}^{m+r}$ of degrees $\left(d_{1}, \ldots, d_{r-1}, d_{r}, d_{r, 1}, d_{r, 2}\right)$.

Proof. To prove Theorem D, we consider, following [60, §0.5.4], the degeneration $X \rightsquigarrow X_{1} \cup_{D} \widetilde{X}_{2}$ obtained by factoring the degree $d_{r}$ defining equation of $X$ into factors of degrees $d_{r, 1}$ and $d_{r, 2}$. Here, $\widetilde{X}_{2}$ is the blow-up of $X_{2}$ along $Z$, and $X_{1} \cup_{D} \widetilde{X}_{2}$ denotes $X_{1}$ and $X_{2}$ transversally glued along a copy of $D$.

To construct such a degeneration, we start with the equations

$$
f_{1}=\cdots=f_{r}=0
$$

of $X$, with $f_{i}$ of degree $d_{i}$, and we write a product $g_{r}=f_{r, 1} f_{r, 2}$ of generic polynomials $f_{r, 1}$ and $f_{r, 2}$ of degree $d_{r, 1}$ and $d_{r, 2}$ respectively. Then, the equations

$$
f_{1}=\cdots=f_{r-1}=f_{r, 1}=t f_{r}-g_{r}=0
$$

define a 1 -parameter flat family $\mathcal{X} \rightarrow \mathbb{A}^{1}$.
The fibers $\mathcal{X}_{t}$ for general $t \neq 0$ are smooth complete intersections of degrees $\left(d_{1}, \ldots, d_{r}\right)$ and so deformation equivalent to $X$. The fiber $0 \in \mathbb{A}^{1}$ is given by

$$
\mathcal{X}_{0}=X_{1} \cup_{D} X_{2},
$$

where $X_{1}$ is the $m$-dimensional smooth complete intersection with equations

$$
f_{1}=\cdots=f_{r-1}=f_{r, 1}=0
$$

of degrees $\left(d_{1}, \ldots, d_{r-1}, d_{r, 1}\right), X_{2}$ is the $m$-dimensional smooth complete intersection of with equations,

$$
f_{1}=\cdots=f_{r-1}=f_{r, 2}=0
$$

degrees $\left(d_{1}, \ldots, d_{r_{1}}, d_{r, 2}\right)$, and $X_{1} \cup_{D} X_{2}$ is the union of $X_{1}$ and $X_{2}$ glued along their common intersection $D$, which is the ( $m-1$ )-dimensional smooth complete intersection of degrees $\left(d_{1}, \ldots, d_{r-1}, d_{r, 1}, d_{r, 2}\right)$ with equations

$$
f_{1}=\cdots=f_{r-1}=f_{r, 1}=f_{r, 2}=0
$$

The total space $\mathcal{X}$ of the family over $\mathbb{A}^{1}$ is singular with singular locus $Z$, the ( $m-2$ )-dimensional smooth complete intersection of degrees $\left(d_{1}, \ldots, d_{r-1}, d_{r}, d_{r, 1}, d_{r, 2}\right.$ ) with equations

$$
f_{1}=\cdots=f_{r-1}=f_{r}=f_{r, 1}=f_{r, 2}=0
$$

Locally analytically and transversally to $Z$, the singularities of the total space are ordinary 3 -fold double points. Blowing-up $X_{2}$ in $\mathcal{X}$ resolves these singularities: we obtain a new degeneration over $\mathbb{A}^{1}$ with smooth total space and special fiber over 0 given by $X_{1} \cup_{D} \widetilde{X}_{2}$, where $\widetilde{X}_{2}$ is the blow-up of $X_{2}$ along $Z$.

- Large monodromy: We first prove Theorem 5.3 when $X$ is not a cubic surface or an even dimensional complete intersection of two quadrics. The GromovWitten invariants of $X$ are then determined by the simple nodal Gromov-Witten invariants of $X$ by Theorem 5.2. By the nodal degeneration formula of Theorem 2.3 applied to the degeneration of $X \rightsquigarrow X_{1} \cup_{D} \widetilde{X}_{2}$, the simple nodal GromovWitten invariants of $X$ can be computed in terms of the nodal relative GromovWitten invariants of $\left(X_{1}, D\right)$ and $\left(\widetilde{X}_{2}, D\right)$.

More precisely, for the latter claim, we must show that the finite sum on the left side of the degeneration formula (2.13) actually reduces to a single possibly non-zero term. In general, the finite sum arises when the monodromy around the special fiber acts non-trivially on the curve classes of the general fiber. Then, different curve classes of the general fiber can specialize to the same curve class in the special fiber. If $\operatorname{dim} X=m \neq 2$, there is no such monodromy since every curve class $\beta \in H_{2}^{+}(X)$ is pulled back from the ambient $\mathbb{P}^{m+r}$ by the Lefschetz hyperplane theorem. If $\operatorname{dim} X=m=2$, and $X$ is a quadric surface, one can check directly that the monodromy action on curve classes is trivial. If $\operatorname{dim} X=m=2$, and $X$ is not a quadric surface, then, as we are also assuming that $X$ is not a cubic surface, or a complete intersection of two quadrics, the Noether-Lefschetz
theorem [48][20, XIX, Theorem 1.2] implies that the only effective curve classes on a very general deformation of $X$ are pull-back from the ambient $\mathbb{P}^{m+r}$. By deformation invariance of Gromov-Witten invariants, we conclude that the only possibly non-zero Gromov-Witten invariants of $X$ are for curve classes pull-back from $\mathbb{P}^{m+r}$.

By Theorem 3.14, the nodal relative Gromov-Witten invariants of $\left(X_{1}, D\right)$ and $\left(\widetilde{X}_{2}, D\right)$ can be reconstructed from the Gromov-Witten invariants of $X_{1}, D$, and $\widetilde{X}_{2}$. Finally, Gromov-Witten invariants of $\widetilde{X}_{2}$ are determined by the GromovWitten invariants of $X_{2}$ and $Z$ by the blow-up result of [24, Theorem B].

- Small monodromy: It remains to prove Theorem 5.3 when $X$ is a cubic surface or an even dimensional complete intersection of two quadrics. We claim that, in these cases, all cohomology classes of $X$ extend across the special fiber $X_{1} \cup_{D} \widetilde{X}_{2}$ of the degeneration: the monodromy is trivial and there are no vanishing cycles. Assuming the extension claim, the result follows by the degeneration formula, the reconstruction of relative Gromov-Witten invariants of $\left(X_{1}, D\right)$ and $\left(\widetilde{X}_{2}, D\right)$ in terms of Gromov-Witten invariants of $X_{1}, D$, and $\widetilde{X}_{2}[60$, Theorem 2], and the reconstruction of the Gromov-Witten invariants of the blow-up $\widetilde{X}_{2}$ in terms of the invariants of $X_{2}$ and $Z$ [24, Theorem B].

To prove the extension claim, we first note that, for $X$ a cubic surface or an even dimensional complete intersection of two quadrics, the monodromy around the special fiber of the degeneration is finite by Proposition 4.2. On the other hand, the degeneration of $X$ to $X_{1} \cup_{D} \widetilde{X}_{2}$ is semi-stable and so has unipotent monodromy by the local monodromy theorem [47, Theorem 1'][34, Corollary 3.4]. Hence, the monodromy, being both finite and unipotent, is trivial. Finally, triviality of the monodromy implies the absence of vanishing cycles by the local cycle invariant theorem [15, §3].

We give below an alternative proof of the absence of vanishing cycles by an explicit study of the topology of the degeneration $X \rightsquigarrow X_{1} \cup_{D} \widetilde{X}_{2}$. The explicit study can be used to concretely extend cohomology classes across the special fiber for effective computations of Gromov-Witten invariants.

We denote by $S_{X_{1}} D$ and $S_{X_{2}} D$ the $S^{1}$-bundles in the normal line bundles $N_{D \mid X_{1}}$ and $N_{D \mid X_{2}}$ respectively. The space $X$ is obtained topologically by gluing the complements of tubular neighborhoods of $D$ in $X_{1}$ and $\widetilde{X}_{2}$ by an orientationreversing diffeomorphism of their boundaries $S_{X_{1}} D$ and $S_{X_{2}} D$. Hence, we have a natural commutative diagram of Mayer-Vietoris cohomology sequences (as in
the proof of [76, Lemma 4.11]):

where we denote ${ }^{14}$ by $S D$ the space $S_{X_{1}} D \simeq S_{X_{2}} D$. On the other hand, MayerVietoris for the decompositions $X_{1}=\left(X_{1} \backslash D\right) \cup D$ and $\widetilde{X}_{2}=\left(\widetilde{X}_{2} \backslash D\right) \cup D$ gives exact sequences

$$
\begin{aligned}
& H^{m-1}(S D) \longrightarrow H^{m}\left(X_{1}\right) \longrightarrow H^{m}\left(X_{1} \backslash D\right) \oplus H^{m}(D) \longrightarrow H^{m}(S D), \\
& H^{m-1}(S D) \longrightarrow H^{m}\left(\widetilde{X}_{2}\right) \longrightarrow H^{m}\left(\widetilde{X}_{2} \backslash D\right) \oplus H^{m}(D) \longrightarrow H^{m}(S D) .
\end{aligned}
$$

Hence, to prove that $H^{m}\left(X_{1} \cup_{D} \widetilde{X}_{2}\right) \rightarrow H^{m}(X)$ is surjective, it suffices to show that $H^{m}(S D)=0$

The Gysin exact sequence for $S^{1}$-bundles yields

$$
H^{m-2}(D) \longrightarrow H^{m}(D) \longrightarrow H^{m}(S D) \longrightarrow H^{m-1}(D)
$$

where $H^{m-2}(D) \rightarrow H^{m}(D)$ is given by the cup-product with the Euler class of $S D$. The key point is that for $X$ a cubic surface or a complete intersection of two quadrics, $D$ is a ( $m-1$ )-dimensional quadric, so for $m$ even, $H^{m-1}(D)=0$ and $H^{m-2}(D)=H^{m}(D)=\mathbb{Q}[20, \mathrm{XI}, 2.6]$. On the other hand, as $D$ is an ample divisor of $X_{1}$, we also have $c_{1}\left(N_{D \mid X_{1}}\right) \neq 0$, so the map $H^{m-2}(S D) \rightarrow H^{m}(D)$ is an isomorphism. We conclude $H^{m}(S D)=0$, so the natural map $H^{m}\left(X_{1} \cup_{D} \widetilde{X}_{2}\right) \rightarrow$ $H^{m}(X)$ is surjective.
5.3. The algorithm. We now explain how to use Theorem 5.3 to recursively compute all Gromov-Witten invariants of a smooth complete intersection $X$ in projective space. The computation is done by induction on the dimension and the degrees. The initial cases of the induction are projective spaces, $X \simeq \mathbb{P}^{m}$, whose Gromov-Witten invariants can be determined by the localization formula [32] and the calculation of Hodge integrals on the moduli spaces of curves [21].

For the induction step, let $X$ be an $m$-dimensional smooth complete intersection in projective space of degrees $\left(d_{1}, \ldots, d_{r}\right)$ such that $X \neq \mathbb{P}^{m}$. One can assume without loss of generality that $d_{1} \geq d_{2} \geq \cdots \geq d_{r} \geq 2$. By Theorem 5.3 applied to the decomposition $d_{r}=\left(d_{r}-1,1\right)$, the Gromov-Witten invariants of $X$ can be reconstructed from the Gromov-Witten invariants of $X_{1}$, $X_{2}, D$, and $Z$, which are complete intersections of dimension $m, m, m-1$,

[^12]$m-2$, and degrees $\left(d_{1}, \ldots, d_{r-1}, d_{r}-1\right),\left(d_{1}, \ldots, d_{r-1}, 1\right),\left(d_{1}, \ldots, d_{r-1}, d_{r}-1,1\right)$, $\left(d_{1}, \ldots, d_{r-1}, d_{r}, d_{r}-1,1\right)$ respectively. The complete intersections $X_{1}$ and $X_{2}$ have degrees strictly smaller than $X$. The complete intersections $D$ and $Z$ are of dimension strictly smaller than $X$. Therefore we can apply the induction hypothesis to $X_{1}, X_{2}, D$, and $Z$.
5.4. Tautological classes. We gave in $\S 0.7$ a brief introduction to the general question of whether Gromov-Witten classes (0.2) are tautological classes in $H^{\star}\left(\overline{\mathcal{M}}_{g, n}\right)$.

Theorem 5.4 (Theorem E). Let $X$ be a smooth complete intersection in projective space. Then, the Gromov-Witten classes of $X$ are tautological.

Proof. It is enough to show that the algorithm given in $\S 5.2$ - $\S 5.3$ for GromovWitten invariants can be lifted to the level of Gromov-Witten classes and implies the property of being tautological. Nodal Gromov-Witten classes and nodal relative Gromov-Witten classes are defined as in (0.2) by push-forward to the moduli space of possibly disconnected stable curves.

We go briefly through the various ingredients used in the algorithm to discuss the lift:
(i) The Gromov-Witten classes of projective spaces are tautological by the localization formula [32] and the fact that $\lambda$ classes are tautological [63].
(ii) The proof of Theorem 5.2 is formulated at the level of virtual classes on the moduli spaces of stable maps and so implies a version of Theorem 5.2 for Gromov-Witten classes: under the assumptions of Theorem 5.2, the Gromov-Witten classes of $X$ can be effectively reconstructed from the simple nodal Gromov-Witten classes of $X$, and are tautological if the simple nodal Gromov-Witten classes of $X$ are tautological.
(iii) There is a version of Theorem 3.14 for Gromov-Witten classes: under the assumptions of Theorem 3.14, the nodal relative Gromov-Witten classes of $(X, D)$ can be effectively reconstructed from the Gromov-Witten classes of $X$ and $D$, and are tautological if the Gromov-Witten classes of $X$ and $D$ are tautological. Indeed, the splitting formula of Theorem 3.9 and the rigidification result of Lemma 3.13 are stated at the level of virtual classes on moduli spaces of stable maps and so can be applied to study GromovWitten classes. In addition, we need to know that the reconstruction results of [60] have a version for Gromov-Witten classes preserving the property of being tautological. This is the case because all the proofs in [60] are principal terms arguments following from the degeneration and localization formulas and so work at the level of Gromov-Witten classes.

An explicit example of such principal terms arguments done at the level of Gromov-Witten classes can be found in [22], where it is shown that relative Gromov-Witten classes of $\mathbb{P}^{1}$ are tautological.
(iv) There is a version of Theorem 5.3 for Gromov-Witten classes: under the assumptions of Theorem 5.3, the nodal Gromov-Witten classes of $X$ can be effectively reconstructed from the Gromov-Witten classes of $X_{1}, X_{2}$, $D$, and $Z$, and are tautological if the Gromov-Witten classes of $X_{1}, X_{2}, D$, and $Z$ are tautological. Indeed, the degeneration formula of Theorem 2.3 is stated at the level of virtual classes on moduli space of stable maps and so can be applied to study Gromov-Witten classes. In addition, the blow-up result of [24] also admits a version for Gromov-Witten classes preserving the property of being tautological because its proof consists of principal terms arguments based on degeneration and localization formulas, as the results of [60] mentioned in (iii).

The proof using (i)-(iv), in fact, provides an algorithm to calculate the GromovWitten classes of complete intersections.

Remark 5.5. Using Theorem 5.4, we can give a slightly different proof of the result proved in [41] that the Gromov-Witten classes of curves are tautological. Indeed, by degeneration, it is enough to prove that the relative Gromov-Witten classes of a genus 1 curve are tautological. By the results of [60] expressing relative Gromov-Witten theory in terms of absolute, and lifted to the level of GromovWitten classes as discussed in (iii) of the proof of Theorem 5.4, it is enough to show that the Gromov-Witten classes of a genus 1 curve are tautological. But this follows from Theorem 5.4 because a genus 1 curve is a cubic in $\mathbb{P}^{2}$.

## Appendix A. Nodal cubics in the projective plane

We provide here an explicit example of the nodal degeneration formula and the relative splitting formula to compute a nodal Gromov-Witten invariant.

Let $X=\mathbb{P}^{2}$ be the complex projective plane, and let $\Gamma$ be the $X$-valued graph consisting of a single vertex $v$ with a loop $e$ and 8 legs, as illustrated in Figure A.1. Furthermore, let $\mathrm{g}(v)=0$ and $\beta(v)=3 \in H_{2}^{+}\left(\mathbb{P}^{2}\right)=\mathbb{Z}_{\geq 0}$. We first directly compute the nodal Gromov-Witten invariant

$$
\begin{equation*}
\left\langle\prod_{i=1}^{8} \tau_{0}(p)\right\rangle_{\Gamma}^{\mathbb{P}^{2}} \tag{A.1}
\end{equation*}
$$

where $p \in H^{4}\left(\mathbb{P}^{2}\right)$ is the class of a point. Afterwards, we apply the nodal degeneration and the relative splitting formula to find the same result.


Figure A.1. The graph $\Gamma$ on the left and $\Gamma \backslash e$ on the right.


Figure A.2. A cubic in $\mathbb{P}^{2}$ degenerating to the union of a conic in $\mathbb{P}^{2}$ and a curve of class $D_{0}+3 F$ in $\mathbb{F}_{1}$.

The Künneth decomposition of the class of the diagonal $\Delta \subset \mathbb{P}^{2} \times \mathbb{P}^{2}$ is

$$
[\Delta]=1 \otimes p+H \otimes H+p \otimes 1
$$

where $H \in H^{2}\left(\mathbb{P}^{2}\right)$ is the class of a line. Hence, by the splitting formula (3.5), we obtain

$$
\left\langle\prod_{i=1}^{8} \tau_{0}(p)\right\rangle_{\Gamma}^{\mathbb{P}^{2}}=\left\langle\left(\tau_{0}(1) \tau_{0}(p)+\tau_{0}(H) \tau_{0}(H)+\tau_{0}(p) \tau_{0}(1)\right) \prod_{i=1}^{8} \tau_{0}(p)\right\rangle_{\Gamma \backslash e}^{\mathbb{P}^{2}}
$$

As the graph $\Gamma \backslash e$ has no edges, the right side of the above splitting formula consists of 10 -pointed, genus 0 , degree 3 Gromov-Witten invariants of $\mathbb{P}^{2}$. As there are no rational cubic passing through 9 points in general position in $\mathbb{P}^{2}$, the contribution from the terms involving $\tau_{0}(1) \tau_{0}(p)$ is zero. After applying the divisor equation to remove the two insertions of $\tau_{0}(H)$ and using the general fact that there are 12 rational cubics passing through 8 points in general position in $\mathbb{P}^{2}$, we obtain

$$
\left\langle\prod_{i=1}^{8} \tau_{0}(p)\right\rangle_{\Gamma}^{\mathbb{P}^{2}}=3 \times 3 \times 12=108
$$

We consider next the degeneration of $\mathbb{P}^{2}$ to the normal cone of a line $L$, so that the special fiber is given by the union of $\mathbb{P}^{2}$ and the Hirzebruch surface

$$
\mathbb{F}_{1}:=\mathbb{P}\left(\mathcal{O}_{\mathbb{P}^{1}} \oplus \mathcal{O}_{\mathbb{P}^{1}}(1)\right)
$$



Figure A.3. All splittings $\sigma=\left(\gamma_{1}, \gamma_{2}\right)$ contributing to the nodal degeneration formula. The graphs above the dotted lines are the $\left(\mathbb{F}_{1}, D_{0}\right)$-valued stable graphs denoted by $\gamma_{1}$, and below are the $\left(\mathbb{P}^{2}, L\right)$-valued stable graphs denoted by $\gamma_{2}$.
formed by identifying $L \subset \mathbb{P}^{2}$ with the section $D_{0}$ of $\mathbb{F}_{1}$ with self-intersection -1 . We distribute 4 of the 8 point constraints on the general fiber to the $\mathbb{P}^{2}$ component, while the other 4 point constraints are sent to the $\mathbb{F}_{1}$-component of the special fiber.

In the chosen degeneration, the curves in the special fiber which contribute to the nodal degeneration formula can only decompose as a (possibly singular) conic in the $\mathbb{P}^{2}$-component and a curve of class $D_{0}+3 F$ in $\mathbb{F}_{1}$, as illustrated in Figure A.2. Indeed, on the $\mathbb{P}^{2}$ component, we have 4 point constraints, and there is no line through 4 general points. Moreover, if we had a cubic in $\mathbb{P}^{2}$, then on the $\mathbb{F}_{1}$ component, we would have a curve whose class is $3 F$. However, there is no curve of class $3 F$ passing through 4 general points in $\mathbb{F}_{1}$. Hence, the curves in the $\mathbb{P}^{2}$-component of the special fiber contributing to the nodal degeneration formula are necessarily conics. Then, the curves in the $\mathbb{F}_{1}$-component must be be of class $D_{0}+3 F$, since $\left(D_{0}+3 F\right) \cdot D_{0}=2$ and $\left(D_{0}+3 F\right) \cdot F=1$.

We display in Figure A. 3 all possible splittings $\sigma=\left(\gamma_{1}, \gamma_{2}\right)$ of $\Gamma$ contributing to the nodal degeneration formula. The contributions $N_{\sigma}$ associated to each $\sigma$ is computed below using (2.13) of Theorem 2.3:
(i) Let $\sigma=\left(\gamma_{1}, \gamma_{2}\right)$ be the splitting of $\Gamma$ as illustrated in Figure A.3(i) with $\beta\left(v_{1}\right)=D_{0}+3 F$ and $\beta\left(v_{2}\right)=\beta\left(v_{2}^{\prime}\right)=1$. We have

$$
N_{\sigma}=1 \times 2 \times 3 \times 1=6,
$$

where the first factor is $m(\sigma)=1$, the factor 2 comes from the ordering of the half-edges of $e$, the factor 3 is the number of (unordered) pairs of lines in the pencil of conics passing through 4 general points in $\mathbb{P}^{2}$, and the last factor is the number of curves of class $D_{0}+3 F$ passing through 6 general points (the 4 points in the interior of $\mathbb{F}_{1}$ and the 2 boundary points on $D_{0}$ which are fixed by choosing a pair of lines on the side of $\mathbb{P}^{2}$ ).
(ii) Let $\sigma=\left(\gamma_{1}, \gamma_{2}\right)$ be the splitting of $\Gamma$ as illustrated in Figure A.3(ii) with $\beta\left(v_{1}\right)=D_{0}+2 F, \beta\left(v_{1}^{\prime}\right)=F$, and $\beta\left(v_{2}\right)=2$. We have

$$
N_{\sigma}=1 \times 2 \times 5 \times 1=10,
$$

where the first factor is $m(\sigma)=1$, the factor 2 comes from the ordering of the half-edges of $e$, the factor 5 is the number of reducible curves with two components in the pencil of curves of class $D_{0}+3 F$ passing through 5 given points in $\mathbb{F}_{1}$, and the last factor 1 is the number of conics passing through 5 given points in $\mathbb{P}^{2}$. The factor 5 can be computed as follows: the total space of the pencil of curves of class $D_{0}+3 F$ and passing through 5 points in $\mathbb{F}_{1}$ is the blow-up $\mathrm{Bl}_{5}\left(\mathbb{F}_{1}\right)$ of $\mathbb{F}_{1}$ in 5 points, which has Euler characteristic 9. On the other hand, a $\mathbb{P}^{1}$-fibration over $\mathbb{P}^{1}$ with $k$ reducible fibers with two components has Euler characteristic

$$
(2-k) \times 2+k \times 3=k+4 .
$$

The equation $k+4=9$ implies $k=5$.
(iii) Let $\sigma=\left(\gamma_{1}, \gamma_{2}\right)$ be the splitting of $\Gamma$ as illustrated in Figure A.3(iii) with $\beta\left(v_{1}\right)=D_{0}+3 F$ and $\beta\left(v_{2}\right)=2$. We have

$$
N_{\sigma}=2 \times 4 \times 2 \times 1=16,
$$

where the first factor is $m(\sigma)=2$, the factor 4 comes from the relative splitting formula of Theorem 3.10 to compute the nodal invariant of type $\gamma_{2}$ in $\mathbb{P}^{2}$ (the factor 4 comes from the divisor equation applied to remove the only contributing term $H \otimes H$ of the diagonal of $\mathbb{P}^{2}$ in the relative splitting formula ${ }^{15}$ ), the factor 2 is the number of conics through 4 points in $\mathbb{P}^{2}$ tangent to a given line, and the last factor 1 is the number of curves of class $D_{0}+3 F$ passing through 4 points in $\mathbb{F}_{1}$ and tangent to $D_{0}$ at a fixed point.

[^13](iv) Let $\sigma=\left(\gamma_{1}, \gamma_{2}\right)$ be the splitting of $\Gamma$ as illustrated in Figure A.3(iv) with $\beta\left(v_{1}\right)=D_{0}+3 F$ and $\beta\left(v_{2}\right)=2$. We have
$$
N_{\sigma}=2 \times 2 \times 5 \times 1=20,
$$
where the first factor is $m(\sigma)=2$, the second factor 2 is the number of conics through 4 points in $\mathbb{P}^{2}$ tangent to a given line, the factor 5 comes from the relative splitting formula of Theorem 3.10 to compute the nodal invariant of type $\gamma_{1}$ in $\mathbb{F}_{1}$ (the factor 5 comes from the divisor equation ${ }^{16}$ applied to remove the only contributing terms $F \otimes\left(D_{0}+F\right)+D_{0} \otimes F$ of the diagonal of $\mathbb{F}_{1}$ ). The last factor 1 is the number of curves of class $D_{0}+3 F$ passing through 4 general points and tangent to $D_{0}$ at a fixed point.
(v) Let $\sigma=\left(\gamma_{1}, \gamma_{2}\right)$ be the splitting of $\Gamma$ as illustrated in Figure A.3(v) with $\beta\left(v_{1}\right)=D_{0}+3 F$ and $\beta\left(v_{2}\right)=\beta\left(v_{2}^{\prime}\right)=1$, and let $\sigma^{\prime}$ be the same splitting except that the loop is on the vertex $v_{2}^{\prime}$. We have
$$
N_{\sigma}+N_{\sigma^{\prime}}=1 \times 3 \times(1+1) \times 1=6,
$$
where the first factor is $m(\sigma)=1$, the factor 3 is the number of (unordered) pairs of lines in the pencil of conics passing through 4 points in $\mathbb{P}^{2}$, the factor $(1+1)$ comes from the relative splitting formula applied to the loop $e$ adjacent to either $v_{2}$ or $v_{2}^{\prime}$ (the factor 1 comes from the divisor equation applied to remove the only contributing term $H \otimes H$ of the diagonal of $\mathbb{P}^{2}$ ), and the last factor 1 is the number of curves of class $D_{0}+3 F$ passing through 6 given points.
(vi) Let $\sigma=\left(\gamma_{1}, \gamma_{2}\right)$ be the splitting of $\Gamma$ as illustrated in Figure A.3(vi) with $\beta\left(v_{1}\right)=D_{0}+3 F$, and $\beta\left(v_{2}\right)=\beta\left(v_{2}^{\prime}\right)=1$. We have
$$
N_{\sigma}=1 \times 3 \times 5 \times 1=15,
$$
obtained by proceeding analogously as in (v), except that now the loop is on $v_{2}$. So, the term $F \otimes\left(D_{0}+F\right)+D_{0} \otimes F$ of the diagonal of $\mathbb{F}_{1}$ contributes to the divisor equation (as in (iv)).
(vii) Let $\sigma=\left(\gamma_{1}, \gamma_{2}\right)$ be the splitting of $\Gamma$ as illustrated in Figure A.3(vii) with $\beta\left(v_{1}\right)=D_{0}+2 F, \beta\left(v_{1}^{\prime}\right)=F$, and $\beta\left(v_{2}\right)=2$ as in (ii), and let $\sigma^{\prime}$ be the same splitting except that the loop is on the vertex $v_{1}$. We have
$$
N_{\sigma}+N_{\sigma^{\prime}}=1 \times 5 \times(3+0) \times 1=15
$$
where the first factor is $m(\sigma)=1$, the factor 5 is the number of reducible curves with two components in the pencil of curves of class $D_{0}+3 F$ passing

[^14]through 5 given points in $\mathbb{F}_{1}$ (as in (ii)), the factor $(3+0)$ comes from the diagonal of $\mathbb{F}_{1}$ in the divisor equation, with either 3 or 0 depending on $e$ adjacent to $v_{1}$ or $v_{1}^{\prime}$, and the last factor 1 is the number of conics through 5 points in $\mathbb{P}^{2}$.
(viii) Let $\sigma=\left(\gamma_{1}, \gamma_{2}\right)$ be the splitting of $\Gamma$ as illustrated in Figure A.3(vii) with $\beta\left(v_{1}\right)=D_{0}+2 F, \beta\left(v_{1}^{\prime}\right)=F$ and $\beta\left(v_{2}\right)=2$. We have
$$
N_{\sigma}=1 \times 5 \times 4 \times 1=20,
$$
computed as in (vii), except that the loop is on $v_{2}$, and so it is the diagonal of $\mathbb{P}^{2}$ which contributes to the divisor equation.
After summing the above 8 contributions, we obtain
$$
6+10+16+20+6+15+15+20=108
$$
as expected.
The above example clearly illustrates why it is essential for the nodal degeneration formula and the relative splitting formula to work with nodal relative invariants defined using the moduli stack $\mathcal{P}_{\gamma}(X, D)$, where the imposed nodes are not permitted to lie in the singular locus of the expanded target, and not with the full moduli stack $\overline{\mathcal{M}}_{\gamma}(X, D)$.

For instance, in case (iii), we have on the $\mathbb{P}^{2}$-component the moduli stack of genus 1 degree 2 relative stable maps to $\left(\mathbb{P}^{2}, L\right)$ tangent to $L$ and passing through 4 given general points. A general element of this moduli space consists of one of the two conics $C$ in $\mathbb{P}^{2}$ tangent to $L$ and passing through the 4 given points, to which is attached a genus 1 component contracted to a point $p \in C$. This is a legitimate relative stable map as long as $p$ is away from the tangent point of $C$ with $L$, as illustrated on the left of Figure A.4. When $p$ goes to the tangent point, the target expands, and the genus 1 curve contracts to a degree 2 cover of the $\mathbb{P}^{1}$-fiber of the bubble over the tangent point, fully ramified along the two sections of the bubble. Another possibility is that the genus 1 curve itself maps as a degree 2 cover of the $\mathbb{P}^{1}$-fiber, as illustrated in the middle of Figure A.4. There is a 1 -parameter family of such degree 2 covers (parameterized by the relative position on $\mathbb{P}^{1}$ of the two extra ramification points of the cover). When the ramification point goes to a section of the bubble, and a second bubble appears, creating the curve illustrated on the right of Figure A.4. In particular, this curve has 2 non-separating nodes mapping to the singular locus of the expanded target.

Hence, $\overline{\mathcal{M}}_{\gamma_{2}}\left(\mathbb{P}^{2}, L\right)$ is the disjoint union of $\mathcal{P}_{\gamma_{2}}\left(\mathbb{P}^{2}, L\right)$ with a set of isolated maps corresponding to geometry of the rightmost configuration in Figure A.4. A


Figure A.4. Degree 2 genus 1 relative stable maps to $\left(\mathbb{P}^{2}, L\right)$
similar issue arises in case (iv). Including these prohibited maps would produce an error of 16 in the nodal degeneration formula.

It is interesting to note that if we interpret (A.1) as a genus 1 Gromov-Witten invariant with insertion of the class $2 \delta_{0}=24 \lambda_{1}$ and apply the ordinary degeneration formula with insertion of $24 \lambda_{1}$, as done in [11] more generally with insertion of $(-1)^{g} \lambda_{g}$, then these extra curves do contribute 16. However, with the insertion of $\lambda_{1}$, the cases (i) and (ii) contributing 16 in our discussion do not contribute because $\lambda_{1}$ vanishes on families of curves containing a cycle, and so we obtain the same total answer, as expected.
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[^0]:    ${ }^{1}$ See [13, 35] for more recent progress related to the holomorphic anomaly equation.

[^1]:    ${ }^{2}$ See also $[71,81]$ for genus 1 .

[^2]:    ${ }^{3}$ As described in [26, Remark 1.2], the approach of [25] to quantum Lefschetz by localization on a master space can be applied to primitive insertions if a degree bound is satisfied, but not in general.

[^3]:    ${ }^{4}$ As before, $\psi_{h}$ is the first Chern classes of the corresponding cotangent line bundle, and $k_{h} \in \mathbb{Z}_{\geq 0}$.

[^4]:    ${ }^{5}$ The closest appearance is related to the computation of the tautological ring in cohomology of a fixed smooth curve of genus $g$. In this context, invertibility implies the Gorenstein property, see [75].

[^5]:    ${ }^{6}$ As in the usual degeneration formula of Jun Li, the precise statement is in general more complicated when the monodromy around $0 \in B$ acts non-trivially on $H_{2}\left(W_{t \neq 0}\right)$ [54]: in complete generality, the degeneration formula computes finite sums of Gromov-Witten invariants of the general fiber, and not individual invariants. See Theorem 2.3 for details.

[^6]:    ${ }^{7}$ The more basic blow-up result of [60, Lemma 1] could also be used (including the GromovWitten invariants also of $D$ ).

[^7]:    ${ }^{8}$ Work in progress by D. Maulik and D.Ranganathan using logarithmic degenerations shows the push-forward to the moduli of curves of the fundamental class of the moduli space of stable maps is tautological for a large class of surfaces.

[^8]:    ${ }^{9}$ In particular, we consider $0 \in H_{2}(X, \mathbb{Z})$ to be an effective curve class.
    ${ }^{10}$ Such graphs also appear in [10], where for an $X$-valued stable graph, the terminology stable $A$-graph is used, where $A=H_{2}^{+}(X)$ ).

[^9]:    ${ }^{11}$ There are by now many approaches to the foundations of relative Gromov-Witten theory. A unified presentation with all of the comparison results (which show equivalences of the virtual fundamental classes) can be found in the upcoming paper [37].

[^10]:    ${ }^{12}$ Apart from the English convention which we use here, in recent references one can also find the French convention, which is the upside-down form of the English convention.

[^11]:    ${ }^{13} E$ may be viewed here as a cubic in $\mathbb{P}^{2}$.

[^12]:    ${ }^{14} S_{X_{1}} D \simeq S_{X_{2}} D$ is an isomorphism of $S^{1}$-fiber bundles but not of oriented (or principal) $S^{1}$-bundles as it reverses the orientation.

[^13]:    ${ }^{15}$ The correction term is zero as the contact point with $D_{0}$ is already fixed, whereas the insertion of the diagonal $\Delta_{D_{0}}=1 \otimes p+p \otimes 1$ would also impose a constraint on the contact point.

[^14]:    ${ }^{16}$ We have $\left(D_{0}+3 F\right) \cdot F=1,\left(D_{0}+3 F\right) \cdot\left(D_{0}+F\right)=3$, and $\left(D_{0}+3 F\right) \cdot D_{0}=2$.

