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Abstract: Sarcasm is a form of figurative speech where the intended meaning of a sentence is different from it literal 

meaning. Sarcastic expressions tend to confuse automatic NLP approaches in many application domains, making their 

detection of significant importance. One of the challenges in machine learning approaches to sarcasm detection is the 

difficulty of acquiring ground-truth annotations. Thus, human-annotated datasets usually contain only a few thousand 

texts, often being unbalanced. In this paper, we propose two different pipelines of data augmentation to generate more 

sarcastic data. The first one is SMERT-BERT, a modified SMERTI pipeline that uses RoBERTa as the language model 

for the text infilling module. The second one is SWORD (semantic text exchange by Word-Attribution), where we 

modified the masking module in the SMERTI pipeline by utilizing the word-attribution value. These approaches are 

combined with a SLOR (syntactic log-odds ratio) metric to filter the generated sarcastic data and only select sentences 

with the best score. Our experiments show that the use of a SLOR filter has a significant positive contribution to the 

augmentation process. In particular, we achieve the best results when using the SMERT-BERT pipeline and a SLOR 

filter by improving the F-measure by 4.00% on the iSarcasm dataset, compared to the baseline models. 

Keywords: BERT, Data augmentation, Sarcasm detection, SLOR, SMERTI. 

 

 

1. Introduction 

In this paper, we explore the effects of data 

augmentation in sarcasm detection by generating 

more training data using a modified SMERTI [1] 

pipeline with RoBERTa (A Robustly Optimized 

BERT pretraining approach) for the text infilling 

module and using Word-Attribution for the mask 

module. We analyze the results using three different 

datasets: Ghosh, iSarcasm, and SemEval-18. 

Sarcasm is a term that refers to the use of words 

to ridicule, irritate, or amuse someone. It is widely 

used on social networks. The metaphorical and 

creative nature of sarcasm creates considerable 

difficulty to detect sarcastic sentences when using 

machine learning approaches [2]. 

Furthermore, because sarcasm indicates a 

sentiment [3], its detection in a text is essential to 

predict the accurate sentiment of the text. Thus, 

sarcasm detection is a valuable tool with many 

applications in areas such as safety, health, service, 

product evaluation, and sales. It is also an essential 

aspect of creative understanding of language [4] and 

online opinion mining [5]. Yet even for humans, 

identification of sarcasm is difficult due to the high 

contextualization [6]. 

There have been various works in sarcasm 

detection in recent years. Goel et al. [7] use various 

deep learning models such as long short-term 

memory (LSTM), gated recurrent unit (GRU), and 

baseline convolutional neural networks (CNN) in 

sarcasm detection using news headlines and Reddit 

datasets. To further improve the performance, they 

proposed ensemble models and found that the 

weighted average ensemble gave the best 

performance. Another research by Amer and Siddiqu 

[8] uses three feature set engineering: context-based 

on features set, sarcastic based on features, and 

lexical based on feature, and found that by combining 

the three feature sets. They achieve the best accuracy 

when using KNN as the classifier. Another interesting 
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approach was also researched by Wen et al. [9] using 

sememe knowledge and auxiliary information 

enhanced approach in Chinese sarcasm detection. 

Their proposed methods work by first introducing the 

sememe knowledge to enhance the representation 

learning of Chinese words at the word level. Then, at 

the sentence level, they leverage some auxiliary 

information, such as the news title, to learn the 

representation of the context and background of 

sarcasm expression and construct the representation 

of text expression progressively and dynamically. 

The evaluation results show that their proposed 

approach is effective in Chinese sarcasm detection. 

Although recent work in sarcasm detection has 

been improved, there is a problem with the scarcity 

of sarcastic data in sarcasm detection datasets. Due to 

the difficulty of acquiring ground-truth annotations in 

sarcasm datasets, human-annotated datasets usually 

contain only a few hundred or thousands of sarcastic 

data items and often are unbalanced with respect to 

the sarcastic vs. non-sarcastic expressions [10]. One 

of the possible mitigations against the lack of data 

and their balance is to artificially enhance the existing 

data. However, the main challenge in performing data 

augmentation (especially when generating sarcastic 

data) is to maintain the sarcastic nature of the text and 

maintain the quality of the generated text. 

In order to achieve this, we measure the quality of 

the data using the SLOR (syntactic log-odd ratio) 

metric [11]. SLOR works by measuring the fluency 

of a sentence. SLOR gives a score to a sentence S 

based on the log-probability of a given language 

model, normalized by the length of the sentence and 

the unigram log-probability. Kann et al. [11] prove in 

their article that SLOR is a good reference-less metric 

for natural language generation systems. 

In this paper, we use data augmentation with two 

different pipelines, first by using the pre-trained 

RoBERTa [12] model to generate sarcastic data and 

secondly, by utilizing Wordattribution [13] for 

masking the original text and using pretrained 

RoBERTa [12] model to generate the sarcastic data. 

Our contributions are the following: 

 

1) We have developed a modified SMERTI 

pipeline [1] to generate more sarcastic data, called 

SMERT-BERT, by using RoBERTa as pre-trained 

transformer model for the text infilling module. 

2) We created another new pipeline called 

SWORD (semantic text exchange by Word-

Attribution) by using Word-Attribution to take only 

the most positive and the most negatively charged 

words within the sentence and use them for the mask 

module. We then apply RoBERTa for the text infilling 

module to generate more sarcastic data. 

3) We use the SLOR metric to filter the 

generated sarcastic data, both for SMERT-BERT and 

semantic text exchange by Word-Attribution 

(SWORD) then prove that SLOR is a good metric to 

improve the data augmentation of sarcasm detection 

on both of those pipelines. 

 

Our contributions considered as state-of-the-art 

due to how we utilized advanced technique such as 

RoBERTa, as the text infilling module for the 

SMERT-BERT pipeline, and also utilizing semantic 

text exchange by using SWORD pipeline to generate 

more sarcastic data. Moreover, our study includes an 

evaluation of the generated data using SLOR metric, 

which is a novel approach in the field of sarcasm 

detection. 

The remainder of this paper is organized as 

follows: in section II, we discuss related work, and 

section III introduces the datasets and the 

methodology that we used. Section IV details our 

augmentation algorithms SMERT-BERT and 

SWORD, and in section V we analyze and discuss the 

obtained results, before concluding the paper and 

mentioning directions for future research. 

2. Literature review 

Data augmentation is often used in computer 

vision but can also be applied in natural language 

processing. Its main goal is to compensate for the lack 

of sufficient training data – often human-annotated – 

by using techniques to appropriately modify the 

existing data in a task-consistent way to increase its 

volume. The main challenges in data augmentation 

consist of not introducing biases through the 

augmentation algorithms and avoiding overfitting 

potential artifacts introduced by it. When applied to 

NLP (natural language processing) related tasks and 

data, supplementary constraints consist of generating 

data that is consistent with the language model under 

consideration. This may sometimes result in a 

chicken-and-egg problem when the language model 

is actually the thing that one wants to model through 

the data. In our case, we need to be confident that the 

augmented data actually conveys a sarcastic nature. 

Abaskohi et al. [2] defines sarcasm as a term that 

refers to the use of words to mock, irritate, or amuse 

someone. Hee et al. [14] and Ilic et al. [15] discovered 

that simply´ increasing the training sample by 

scraping more data does not necessarily benefit the 

classification results of sarcasm detection. This is 

because the newly scraped data would not 

sufficiently increase new information that can 

increase the performance of the models, especially 

when the data is labeled automatically, thus reducing 
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the beneficial effect of increasing the training data. 

They conclude that to further improve the 

performance of the sarcasm detection model, 

additional manually annotated data may be needed. 

Feng et al. [16] tried various NLP data 

augmentation techniques on Yelp reviews. The first 

one, “Random Insertion, Deletion, & Swap,” consists 

of adding, then deleting a random word in the 

sentence, and finally taking two words and swapping 

them. The second one, “Semantic Text Exchange,” 

consists of using similarity between tokens in a 

sentence and keywords in a dictionary made by the 

most occurring words in the dataset, then creating a 

masking module based on the similarity of the 

replaced word and the other words in the sentence. 

The two last techniques studied in [16] is “Synthetic 

Noise” and “Keyword Replacement.” It is indicated 

in their article that “Synthetic Noise” and “Keyword 

Replacement” can provide better performance. 

Abaskohi et al. [2] also tried data augmentation 

with generator-based and mutation-based methods in 

NLP problems. The first one is using the GPT-2 [17] 

generative model to generate both sarcastic, and non-

sarcastic data, and extracting samples from the 

generated sentences. The second uses synonym 

replacement, word elimination, and shuffling. They 

show that those methods do not increase F-measure 

performance for sarcasm detection. This is because 

GPT-2 is not pre-trained specifically to generate 

sarcastic data, thus using either GPT-2 or the new 

GPT-3, to generate sarcastic data will ultimately still 

depend on the quality and size of the training data that 

is used to train the GPT models. 

Others augmentation techniques are also already 

implemented in sarcasm detection. Abdullah et al. 

[18] use the downsampling and augmentation method 

to produce a balanced dataset. Shekhawat et al. [19] 

performed data augmentation using nlpaug library by 

taking sarcastic tweets given by organizers and using 

the word-replacement technique to synthesize three 

additional tweets from each input tweet. According to 

their research, data augmentation proved to improve 

the performance of sarcasm detection. 

Data augmentation also proved to improve the 

performance of other text classification tasks. 

Moreno Monterde et al. [20] propose two models, the 

first one is a binary multilabel classifier using 

Bayesian networks, and the second one is using 

BERT. The dataset that they were using was very 

unbalanced. Thus, they use balancing techniques in 

order to achieve good results. They use a synonym 

augmenter by swapping one random word by its 

synonym and keeping the label. They also suggest to 

only applied the technique only once to prevent 

overfitting. The results show that using a synonym 

augmenter could improve the performance of 

sarcasm detection. Although this approach seems to 

improve the performance, there is a lack of analysis 

on the performance difference before and after 

augmentation. Also, augmenting by only replacing 

one word with the synonym could potentially 

generate synthetic data that is very similar to the 

original one, thus risking overfitting the model. In 

earlier works, Handoyo et al. [21] augmented the data 

by only changing one word to its synonym. 

demonstrate the overfitting effects, which cause 

performance to decline as more augmented data are 

used. 

Stylianou et al. [22] propose a data augmentation 

method for low-resource and imbalanced datasets by 

aligning language models to in-domain data prior to 

generating synthetic examples. They propose 

alignment to existing generic models in task-specific 

unlabeled data to boost the performance of text 

classification tasks. They found that in-domain 

alignment help creates better synthetic data and 

improve the performance of text classification. They 

also found that there is a positive connection between 

a number of training parameters in language models 

and the volume of fine-tuning data. Although in-

domain alignment proved to boost the performance 

of text classification tasks, implementing it in 

sarcasm detection [14, 15] show that it did not help 

much the performance for detecting sarcasm and 

irony. 

As mentioned before, one of the challenges in 

performing data augmentation in natural language 

processing is to ensure that the generated text data 

provides a decent quality text and maintains the 

context of the original text. Kann et al. [11] proposes 

a metric for reference-less fluency for natural 

language generation output at the sentence level, 

called syntactic log-odds ratio (SLOR). They show 

that the SLOR metric correlates much more with 

human judgment and that they minimize the mean 

squared error when judging metric performance for 

sentences with similar quality compared to baseline 

metrics like ROUGE-L, N-gram-overlap metrics, 

Negative cross-entropy, perplexity, and BLEU. In our 

work, we will use this method to produce a new type 

of masking module by masking only the most 

positive or the most negative attribution score. We 

address those attribution scores in the next paragraph. 

In the past few years, many works have been done 

to try to explain the prediction of deep learning 

models. One of the best approaches is known as the 

feature attribution method [23-25]. These methods 

explain a model’s prediction by crediting each input 

feature based on how much it influenced that 

prediction. Recently, Janizek et al. [13] proposed a  
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Figure. 1 Workflow of the research 

 

new method of score attribution, by using Integrated 

Hessians, which is an extension of Integrated 

Gradients that explains pairwise feature interactions 

in neural networks. Integrated Hessians methods are 

not limited to using specific architectures or classes 

of neural networks. By using a pre-trained 

transformer architecture, it outperforms basic CNN 

that was trained from scratch when examining 

interactions on a given sentence. Our SWORD 

pipeline will utilise the Integrated Hessians method 

for the Word-Attribution selection. More details are 

given in section 5.1. 

3. Methodology 

Our data augmentation approaches: SMERT-

BERT and SWORD are described in subsections IV-

A and IV-B. In order to measure the impact of our 

approaches to sarcasm detection and to compare the 

results to baseline model, we use the following 

experimental protocol as illustrated in Fig. 1. 

Our experimental setup focuses on generating 

new sarcastic data using three different datasets: 

Ghosh [26], Isarcasm [10], and Semeval-18 [14]. We 

then continue by performing data pre-processing with 

six different steps, then filter it by only taking the 

sarcastic data, and perform data augmentation with 

our two different pipelines SMERT-BERT and 

SWORD. The training data and the augmented data 

were then combined, and for each dataset, a 

validation portion was used to evaluate the model. 

Table 1. The proportion of sarcastic and non-sarcastic 

data in various datasets 

Dataset Non-Sarcastic Sarcastic %Sarcasm 

Ghosh 22,725 18,478 44.84% 

iSarcasm 3,584 766 17.62% 

SemEval-18 2,379 2,177 49.12% 

 

 

1) Dataset  

iSarcasm dataset contains tweets that are written 

by participants of an online survey and is an example 

of intended sarcasm text as the authors of the tweets 

themselves have annotated the data. Due to the nature 

of how this dataset is collected, iSarcasm dataset is 

one of the most unbalanced datasets that was used in 

this research. For SemEval-18 dataset, it contains 

sarcastic tweets that were labeled by third-party 

annotators and are used for perceived sarcasm 

detection. Even though the data is labeled manually, 

SemEval-18 dataset still seems fairly balanced. As 

for the Ghosh dataset, it was an automatically 

collected dataset that contain tweets having particular 

hashtags such as #sarcasm, #not as sarcastic, and 

others as non-sarcastic. The Gosh dataset were 

labeled automatically, thus providing a fairly 

balanced dataset. The distribution of sarcastic and 

nonsarcastic data in every dataset can be seen in Table 

1. 

2) Data preprocessing 

Pre-processing is an important part of this 

experiment. It is done to make sure that the text 

transforms into a more digestible form so that the 

models can perform well. The steps of pre-processing 

conducted in this study are by dropping all duplicate 

tweets across the datasets, and deleting all URL links, 

hashtags, foreign language characters, stop words 

removal, non-English ASCII characters, and emoji. 

3) Filter only data labeled as sarcastic 

Our experiments focus on generating sarcastic 

labeled text in the datasets. Thus here we filter the 

data and only use the texts tagged as sarcastic labeled 

text for performing the data augmentation. 

4) Semantic text exchange 

Once the data has been cleaned and filtered, we 

apply our approaches for performing semantic text 

exchange by maintaining the semantic value of the 

sarcastic text using two different pipelines: SMERT-

BERT and SWORD which we will be defining later.  

The amount of generated sarcastic text varies 

between datasets. This is because different datasets 

need different amounts of data to be balanced. Details 

of the amount of generated sarcastic text that was 

used and the class distribution before and after data 

augmentation can be seen in Table 3. 
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Figure. 2 Diagram of SMERTI pipeline 

 

Figure. 3 SMERT-BERT pipeline 

4. Data augmentation algorithms 

In this experiment, we apply data augmentation 

only in training data to prevent information leaking 

to the validation dataset which used to evaluated the 

models. Among our algorithms, SMERT-BERT takes 

the sarcastic pre-processed sentences as input, then 

applies random masking based on the length of the 

sentence. As for SWORD (semantic text exchange by 

Word-Attribution), it takes the attribution score of 

each word from our pre-processed sarcastic data, then 

masks the words with the best and worst attribution 

scores. We then make the mask-filling in the text 

infilling module, which is a pre-trained RoBERTa, 

adapted to mask-filling tasks. Finally, to make sure 

our generated sarcastic data still maintain the text 

quality and maintain the sarcastic nature of the text, 

we use the SLOR metric to filter the generated 

sarcastic data. By taking the sample of data 

augmentation depending on the length of the chosen 

dataset, we compare the results when using the SLOR 

metric to filter the generated sarcastic data. To 

evaluate the quality of the generated data, we use 

indirect measurement approach by observing the 

improvement in performance after augmenting the 

data. The improvement here implies that we 

successfully preserve the quality of sarcastic text, 

since the model remains resilient even after merging 

the original training dataset with the augmented 

dataset. 

 
 

Table 2. Initial experiment using different percentages of masking 

Metric Original 20% Masking 40% Masking 60% Masking 80% Masking 

F-measure 0.7890 0.7898 0.7779 0.7802 0.7855 

Precision 0.8043 0.8078 0.8005 0.8049 0.7924 

Recall 0.7742 0.7725 0.7566 0.7569 0.7787 

Accuracy 0.8136 0.8150 0.8056 0.8081 0.8087 
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Table 3. Proportion of sarcastic and non-sarcastic data before and after augmentation for SMERT-BERT and SWORD. 

pipeline 

Dataset 

Before Augmentation After Augmentation Amount 

of Aug. 

Data Non-Sarcastic Sarcastic Non-Sarcastic Sarcastic 

Ghosh 22,725 18,478 22,725 21,576 3,098 

iSarcasm 3,584 766 3,584 872 106 

SemEval-18 2,379 2,177 2,379 2,324 147 

 

4.1 SMERT-BERT 

SMERT-BERT is based on a modified SMERTI 

pipeline [1]. SMERTI has been introduced in data 

augmentation for sentiment detection. The main goal 

of this pipeline is to generate data by preserving the 

fluency and sentiment of the sentence. It combines 

entity replacement, similarity masking module, and 

text infilling. Entity replacement module (ERM) will 

identify which word within the original text that are 

best replaced with the replacement entity (RE). The 

similarity masking module (SMM) will then identify 

the words that have been selected by ERM that are 

similar to the original text and replace them with a 

[mask]. Then lastly, text infilling module (TIM) will 

then fill the [mask] with words that best suit the 

replacement entity, thus will modify the semantics in 

the rest of the text. A basic example of how SMERTI 

works can be seen in Fig. 2. 

In our research, we extend SMERTI to generate 

sarcastic data by using only random masking and 

adding text infilling using a pre-trained RoBERTa 

language model. As for the mask-filling module, we 

are using a pre-trained transformer model, RoBERTa 

[12], a more robust version of BERT [27], to get new 

sentences by using context. Details of this pipeline 

can be seen in Fig. 3. The figure includes two 

scenarios, one of which has supplementary data 

selection based on their SLOR score. That specific 

part will be detailed in subsection IV-D. 

As already mentioned, our pipeline is applied to 

the three reference datasets. For the masking, we use 

random masking and mask 20% of the original 

sentence. We determine to use 20% due to an initial 

experiment that tests the masking using four different 

configurations, from 20%, 40%, 60%, and 80% of 

random masking. The results show that using 20% of 

random masking gives an overall better F-measure 

when detecting sarcastic sentences when using 

SMERTBERT pipeline, compared to other 

percentages. The same outcome can also be seen in 

precision, recall, and accuracy results. Our initial 

experiment results, which using SMERTBERT 

pipeline can be seen in Table 2. 

After the random masking process, we then use a  
 

Table 4. Hyperparameters settings for every experiments 

scenario 

Hyperparameter value 

max_seq_length 40 

learning_rate 0.00001 

weight_decay 0.01 

warmup_ratio 0.2 

max_grad_norm 1.0 

num_train_epochs 10 

train_batch_size 16 

fp16 True 

 

 

pretrained RoBERTa language model for replacing 

the masked parts with the most similar words, which 

means the word has the embedding closest to the 

masked parts while maintaining the context of the 

sentences. To maintain the context of the sentences, 

RoBERTa uses contextual embedding, where the 

vector representation of each word in the vocabulary 

was obtained after training the whole sentences on the 

model, thus the pre-trained model also learned the 

contextual meaning of the word [12]. The newly 

generated dataset is then used to augment the original 

data. The proportion of the sarcastic and non-

sarcastic data, before and after augmentation can be 

seen in Table 3. 

Based on Table 3, we can see that for the iSarcasm 

dataset, we only add 106 sarcastic data elements. For 

the Ghosh dataset, we add 3,098 sarcastic data items 

for SemEval-18 dataset we add 147. We add only a 

small amount of data, and the reason is, if we add too 

much generated sarcastic data, it will contribute more 

noise in the model and affect the performance, thus 

the amount of augmented data that we use is based on 

our experiments that give the best performance boost 

for every dataset. We used the exact same amount of 

augmented data from Table 3 for every experiment 

scenario. After we generated the new sarcastic data, 

we concatenated the generated data with the original 

data and build the model RoBERTa, and BERT have 

essentially identical architectures, the researchers 

made a few modest changes to RoBERTa design and 

training methodology to improve the model’s 

performance [12]. We use RoBERTa pre-trained 

model [28] to classify whether the sentence is  
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Figure. 4 SWORD Pipeline 

 

sarcastic or non-sarcastic. We use the training dataset 

to fine-tune the models hyperparameters. In this study, 

we use a batch size of 16 and an epoch size of 10 for 

every experiments scenario. Details of the 

hyperparameters settings on can be seen in Table 4. 

The hyperparameters value came from the model 

default settings. Additionally, we experimenting 

using the gridsearch method to determine the ideal 

value for num_train_epochs and train_batch_size. 

4.2 SWORD (semantic text exchange by Word-

Attribution) 

SWORD, uses Word-Attribution for the masking, 

as for the rest of the pipeline, it is the same as 

SMERT-BERT pipeline. The details of this pipeline 

can be seen in Fig. 4. 

The SWORD only masks the words with the most 

positive attribute and most negative attribute scores. 

We only mask two of those words because of the fact 

that the most positive attribute word contributes to 

how the sentence is sarcastic, and the most negative 

score contributes to how the sentence is less sarcastic. 

We then use RoBERTa for the text infilling module 

and generate it with a random sample and retain only 

the sentence with the best SLOR. The generated 

sarcastic data that were explained before in Table 3, 

are then concatenated with the original data and used 

to build the sarcasm detection model using RoBERTa 

pre-trained language model. 

4.3 Word-attribution 

Word-Attribution are a method used for 

quantifying pairwise feature interactions that can be 

applicable to any neural network architecture. The 

pairwise feature interactions here is indicated as 

word-attribution score. To compute the attributes 

score, word-attribution uses Integrated Hessians, a 

paired feature interaction in neural networks 

explained by an extension of Integrated Gradients 

[13]. Unlike earlier methods for explaining 

interactions, Integrated Hessians are not bound to a 

certain architecture or class of neural network. 

Integrated Hessians works by applying Integrated 

Gradients [29], to itself to show how much feature j 

influenced the significance of feature i: 

 

𝛤𝑖, 𝑗(𝑥) = 𝜙𝑗(𝜙𝑖(𝑥))                               (1)                                 

 

For 𝑖 ≠ 𝑗 we can then derive that: 

 

𝛤𝑖, 𝑗(𝑥) = (𝑥𝑖 − 𝑥𝑖
′)(𝑥𝑗 − 𝑥𝑗

′)  ×  

∫ ∫ 𝛼𝛽
𝜕2𝑓(𝑥′+𝛼𝛽(𝑥−𝑥′))

𝜕𝑥𝑖𝜕𝑥𝑗

1

𝛼=0
𝑑

1

𝛽=0
𝛼𝑑𝛽         (2) 

 

In the case of i = j, the formula Γ𝑖, 𝑗(𝑥)  has an 

additional first-order term. We interpret Γ𝑖, 𝑗(𝑥)  as 

the explanation of the importance of feature i in terms 

of the input value of feature j. 

4.4 Syntactic log-odds ratio (SLOR) 

SLOR is a normalized language model score, it is 

used as a metric for sentence-level reference-less 

fluency evaluation of output from natural language 

generation [11]. 

SLOR assigns to a sentence S a score that consists 

of its log-probability under a given LM (Language 

Model), normalized by unigram log-probability and 

length: 

 

SLOR(S) = 
1

|𝑆|
 (ln(𝒫𝓊𝒫𝑀(𝑆) −ln(𝒫𝓊(𝑆)))  (3) 

 

Where 𝒫𝑀(𝑆)  is the probability assigned to the 

sentence under the LM. The unigram probability 

𝒫𝓊(𝑆) of the sentences is calculated as: 

 

                       𝒫𝓊(𝑆) = ∏ 𝒫(𝓉)𝓉∈𝑆                     (4) 

 

With 𝒫(𝓉) being the unconditional probability of 

a token 𝓉, i.e., given no context. 
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SLOR computes the probability of a sentence 

with a long-short term memory (LSTM) LM. More 

details on LSTM LMs can be found in [30]. The 

unigram probabilities for SLOR are estimated using 

the same corpus. 

In our research, we use the SLOR metric to filter 

the generated augmented data, and only take texts 

with the best SLOR value. This means that we take 

only the generated sarcastic sentence with the most 

similar standard deviation of SLOR when compared 

to the original sarcastic sentence. 

5. Result and discussion 

For measuring the model performance when 

classifying between sarcastic and non-sarcastic 

sentences, we use Fmeasure, precision, and recall. F- 

measure uses the harmonic mean of precision and 

recall to penalize extreme values. It is the proper 

metric to use in case false negatives and false 

positives are of the same importance. This also means 

that F-measure is a good metric for an imbalanced 

dataset. To fully evaluate the effectiveness of the 

model, precision and recall results are also provided. 

All results are in this section, including baseline, 

SMERT-BERT, and SWORD with and without 

selection of data using SLOR. After that, we analyse 

the results by comparing the results of the baseline 

method and the proposed method. We also analyse if 

applying SLOR filtering increases the results when 

compared to random samples. This section will also 

present the impact of our data augmentation method 

for different types of datasets, and then also compare 

the efficiency of the SLOR metric for sarcasm 

detection. 

5.1 Model performance 

The performance comparison between the 

baseline and the proposed methods can be seen in 

Table 5. For readability, the performance increase 

(difference between the baseline and the proposed 

methods) can be seen in Table 6. The latter can be 

entirely derived from the former. 

Based on Table 5, we can see that data 

augmentation, whether using SMERT-BERT or 

SWORD pipeline, gives better performance results 

when compared to the baseline model. Nevertheless, 

when we analyse the amount of increased 

performance from Table 6, we can see that the 

performance improvement depends on the dataset. 

Among the three datasets, iSarcasm gives the most 

significant performance boost when using SMERT-

BERT with SLOR filtering, with a +0.04 of 

performance gain on F-measure. iSarcasm had a 

characteristic of a small and imbalanced dataset. 

Although SemEval-18 was also a small dataset, it was 

still fairly balanced, thus the most significant 

performance gain was at +0.03 of F-measure. As for 

the Ghosh dataset, its size was big and was also fairly 

balanced, thus when we applied data augmentation 

whether when we are using SMERT-BERT or 

SWORD pipeline, There are no improvements on the 

Fmeasure. From here we can assume that data our 

augmentation approach is effective only when 

applied to a small and imbalanced dataset. 

The performance of the model also depends on 

the dataset that had been used to create the model. 

From Table 5 we can see that the best F-measure 

performance is obtained when using the Ghosh 

dataset with an F-measure of 0.79. iSarcasm and 

SemEval-18 were overall quite less performing with 

the best F-measure of 0.42 and 0.69 respectively. 

5.2 Augmentation performance 

While the size and the proportion of the class of 

the Ghosh dataset were the biggest factors of why the 

Ghosh dataset had a higher F-measure, the way the 

dataset is collected also contributed to the cause. 

Ghosh dataset is automatically generated, thus 

making it easier to create a dataset that was quite big 

in size and fairly balanced in class proportion. 

Furthermore, the way the Ghosh dataset labeled the 

data by detecting the "sarcasm" hashtag, maintain the 

quality of the label and made it more consistent. 

Nevertheless, because the label was added 

automatically, there is a high chance that the labeled 

sarcastic data was less precise, resulting in a 

lowerquality model. 

As for iSarcasm dataset, the lack of size, and the 

imbalanced nature of the dataset were the biggest 

factor in the low F-measure score. However, this 

happen due to the fact that the iSarcasm dataset was 

manually collected, making it harder to collect many 

data, while maintaining the proportion between the 

sarcastic and non-sarcastic class. SemEval-18 dataset, 

was also collected manually, thus explaining the 

nature of the small size. However, it was quite 

balanced in proportion, resulting in F-measure that 

was slightly better than iSarcasm dataset. It should be 

noted while both the iSarcasm and SemEval-18 are 

manually collected datasets, they both have a 

different way of labeling. The iSarcasm dataset 

contains intended sarcasm from the participants of an 

online survey, while SemEval-18 contains perceived 

sarcasm that was labeled by third-party annotators. 

The different nature of how the data is labeled 

could also influence the F-measure score results. 

When applying data augmentation, we consider the 

amount of generated data to make sure that we do not  
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Table 5. Experiment results (raw data) 

Model SLOR Filtering Precision Recall F-measure 

Baseline unapplicable 

Ghosh 0.79 0.79 0.79 

iSarcasm 0.46 0.33 0.38 

SemEval-18 0.61 0.73 0.66 

SMERT-BERT 

without SLOR 

Ghosh 0.80 0.79 0.79 

iSarcasm 0.47 0.36 0.41 

SemEval-18 0.60 0.76 0.67 

with SLOR 

Ghosh 0.78 0.80 0.79 

iSarcasm 0.46 0.39 0.42 

SemEval-18 0.61 0.78 0.69 

SWORD 

without SLOR 

Ghosh 0.80 0.77 0.79 

iSarcasm 0.44 0.38 0.41 

SemEval-18 0.60 0.74 0.66 

with SLOR 

Ghosh 0.80 0.79 0.79 

iSarcasm 0.46 0.38 0.41 

SemEval-18 0.60 0.76 0.67 

 

 
Table 6. Experiment results (increase wrt. Benchmark) 

Model SLOR Filtering Precision Recall F-measure 

SMERT-BERT 

without SLOR 

Ghosh +0.01   

iSarcasm +0.01 +0.03 +0.03 

SemEval-18 -0.01 +0.03 +0.01 

with SLOR 

Ghosh -0.01 +0.01  

iSarcasm  +0.06 +0.04 

SemEval-18  +0.05 +0.03 

SWORD 

without SLOR 

Ghosh +0.01 -0.02  

iSarcasm -0.02 +0.05 +0.03 

SemEval-18 -0.01 +0.01  

with SLOR 

Ghosh +0.01   

iSarcasm  +0.05 +0.03 

SemEval-18 -0.01 +0.03 +0.01 

 

 

add too much sarcastic data and make our dataset 

unbalanced due to the generated data. Furthermore, 

we think that adding too much-augmented data 

creates bias, and it could reduce the performance of 

the model. 

In this case, we arrive at 3,098 generated data for 

Ghosh dataset, which balance our dataset. 147 for 

SemEval-18, because the dataset is already balanced, 

so we choose to take a few samples, and finally 106 

generated data for iSarcasm dataset. The details can 

be seen in Table 3. Even if iSarcasm dataset is 

completely unbalanced with the non-sarcastic class, 

we cannot generate too much data for the sarcastic 

class, due to the bias effect. In fact, we only had 612 

sarcastic sentences in the training dataset, so by 

adding 106 data, we already added 17,3% of the 

amount of sarcastic sentences. Generating too much 

data augmentation could also influence the 

performance results due to the introduced bias, thus 

in this experiment, the amount of data we add 

depends on the size and class proportion of the 

dataset.  

5.3 The influence of SLOR filter 

Both SMERT-BERT and SWORD pipeline gives 

better performance results when compared to the 

baseline model. We can see from Table 6 on the 

iSarcasm dataset, the best improvement for SMERT- 
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Table 7. Comparison table of similar work 

Authors Techniques Used Discussions 

Amirhossein et al. [16] Model: BERT-based 

Data Augmentation: word removal 

Dataset: iSarcasm 

F1 Score: 

iSarcasm: 41.4% 

Limitation: data augmentation only use 

word removal, thus reducing sentence 

quality and potentially remove sarcastic 

nature of sentence 

Goyal [31] Model: RoBERTa 

Data Augmentation: student-teacher 

setting 

 

Dataset: iSarcasm, Self-Annotated 

Reddit Corpus (SARC)  

F1 Score: 

iSarcasm : 40.31% 

iSarcasm + SARC: 45.07% 

Their research show that by using 

augmentation method, they can 

successfully significantly increase the 

F1 score of the model. However, their 

technique incorporated new dataset that 

was used to be combined with the 

iSarcasm dataset. 

Handoyo [21] Model: 

BERT, RoBERTa, DistilBERT 

 

Data Augmentation:  

Synonym Replacement  

F1 Score: 

iSarcasm: 40.44% 

Ghosh: 81.08% 

Ptacek: 87.41% 

SemEval-18: 67.46% 

The research show that using data 

augmentation in sarcasm detection 

could increase the F1 performance of 

the model. However, due to the very 

basic technique that was used in the 

research, using more augmented data 

resulting in the decrease of 

performance. 

Our proposed method Model: BERT 

Data Augmentation: SMERT-BERT 

and SWORD Pipeline 

Dataset: iSarcasm 

F1 Score: 

iSarcasm:  

42% for SMERT-BERT 

41% for SWORD  

Novelty: data augmentation using 

SMERT-BERT and SWORD pipeline, 

which utilise semantic text exchange 

method to augment the sarcastic data 

while still maintaing the quality of the 

sentence by incorporating SLOR metric 

to filter the augmented result. 

 

 

BERT is when applied with SLOR filtering, with an 

improvement of +0.04 F-measure. As for the 

SWORD pipeline, the best improvement is when 

applied with SLOR filtering, with an improvement of 

+0.03. In this case, both SMERT-BERT and SWORD 

pipeline does indeed improve the performance of F-

measure when classifying whether a sentence is 

sarcastic or non-sarcastic. Furthermore, we increase 

the recall, which means that we reduce the amount of 

wrong predictions for the sarcastic label. 

SLOR filter increases the performance for recall 

and Fmeasure, which is what we are looking for in 

our results. This seems to be the case both on 

SMERT-BERT and SWORD pipelines. However, 
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when we further analyse in Table 6, on the iSarcasm 

dataset, Using the SLOR filter in the SMERTBERT 

pipeline seems to improve the performance of 

Fmeasure by +0.01, and for the SemEval-18 dataset, 

it increases by +0.02 when compared to SMERT-

BERT without SLOR filter. As for the SWORD 

pipeline, we can see that the only improvement of F-

measure when using the SLOR filter is only in 

SemEval-18 dataset with an improvement of only 

+0.01. 

We can see that choosing the best SLOR values 

increases results for both pipelines, but it is more 

effective for our SMERT-BERT pipeline. SLOR filter 

is not effective on the SWORD pipeline due to how 

the masking process works. SWORD pipeline only 

masks the word with the most positive or the most 

negative score only, thus there is only one word that 

is masked in the sentence. Less masking made the 

structure of the generated sentences relatively the 

same as the original, thus reducing the effectiveness 

of the SLOR filter. 

In any case, our experiments show that SLOR 

does not reduce the performance of the models. We 

then conclude that filtering the generated augmented 

data using the SLOR metric is a nice way to increase 

performance for sarcasm detection. 

5.4 Comparison with prior work. 

There are various similar work [2, 14-16, 19, 20, 

22] that experimenting with data augmentation to 

improve the classification task in NLP. To provide an 

apples-to-apples comparison with our work, we are 

focusing on comparing our work with other, related 

research that uses data augmentation to solve the 

unbalanced data in sarcasm detection problem, 

specifically when using unbalanced dataset like 

iSarcasm. A comparison and discussion between our 

proposed model with other works in detecting 

sarcasm sentences can be seen in Table 7. 

Based on the previous work that we already 

discussed in section 2, we can conclude that data 

augmentation in NLP classification problem could 

significantly boost the performance of model. 

Although for the case of sarcasm data, building an 

augmentation approach which can maintain the 

sarcastic nature of the text proves difficult. Previous 

work in the sarcasm dataset from Table 7 shows that 

recent work in augmentation of sarcasm data still 

lacks on the technique used to implement data 

augmentation and also on how to evaluate the 

generated sarcastic data. Thus in this research, we 

proposed SMERT-BERT and SWORD pipeline, 

where we use semantic text approach to create the 

augmented data, and also using SLOR metric to 

evaluate and filter our generated sarcastic text. Also, 

our approach only utilize the original dataset, without 

adding additional external dataset to further augment 

the data. 

6. Conclusion 

This article shows that data augmentation applied 

for sarcasm detection can give better performance, 

especially for small and imbalanced datasets. Our two 

proposed augmentation methods SMERT-BERT and 

SWORD manage to improve the baseline results of 

small datasets, such as iSarcasm and SemEval-18 by 

0.04, 0.03 and 0.03, 0.01 respectively. Nevertheless, 

the biggest factor that impacts the performance of the 

model is the quality of the data itself. Bigger and 

balanced datasets like the Ghosh dataset, which 

collected and labeled automatically using the 

"sarcasm" hashtag offer better results in performance, 

with F-measure of 0.79 in both SMERT-BERT and 

SWORD pipeline, compared to a small dataset like 

iSarcasm or SemEval-18 with only 0.42, 0.69 and 

0.41, 0.67 in SMERT-BERT and SWORD pipeline 

rerspectively. 

We also found that SLOR metric contributes to 

better performance in SMERT-BERT methods 

compared to SWORD method. This happens due to 

the different amount of masked words in each method. 

SWORD method masks only one word in sentences, 

making the structure of the generated sentences have 

no significant distinctiveness compared to the 

original one, resulting in the ineffectiveness of the 

SLOR metric. Further analysis on the impact of 

sarcasm dataset characteristics like perceived or 

intended sarcasm could also be investigated to see if 

there is a significant impact on the model 

performance. 
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