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A data driven approach using local measurements to
locate turbine governors causing forced oscillations

Sigurd Hofsmo Jakobsen*, Xavier BomboisT, Santiago Sanchez Acevedo *, Hallvar Haugdal*, Salvatore D’ Arco*
* Sintef Energy Research Trondheim, Norway
fLaboratoire Ampere Ecole Centrale de Lyon, Université de Lyon, Ecully, France

Abstract—This paper presents a method to localize the source
of forced oscillations due to power plant turbines and turbine
governors based on model validation and system identification
techniques. The method identifies the closed loop dynamics of
power plants described by the swing equation. When forced
oscillations are detected, they are located by finding the transfer
functions that describe the behavior of the corresponding plants
worse. The method presented in this paper locates the source
of forced oscillations based only on local measurements at each
plant. This may represent an inherent advantage since it may
reduce the need of data measurement and communication. The
performance is demonstrated by a n with an hardware-in-the-
loop approach using a real time simulator and real phasor
measurement units. Sensitivities of the method is analysed using
a simulation tool.

Index Terms—System identification, forced oscillations, gover-
nor systems, power system dynamics.

I. INTRODUCTION

Low-frequency electro-mechanical oscillations in power
systems can be categorized into natural oscillations and forced
oscillations. Forced oscillations result from a malfunctioning
component that introduces persisting periodic disturbances in
the system. The progressive installation of phasor measuremet
units (PMUs) in the power system in the recent years led to
an increased awareness and focus on forced oscillations since
data analysis revealed their rather regular occurrence [1], [2].

If the forced oscillations coincide with poorly damped
modes of the power system, amplification may occur resulting
in threatening conditions for the power system operation even
at relatively long distances from the source. Thus, the mal-
functioning equipment causing the forced oscillation should
be promptly localised and disconnected. When the oscillation
amplitude is not amplified to constitute an imminent threat,
forced oscillations can still be a symptom of a defective com-
ponent that should be addressed. Despite that localizing the
source of forced oscillations is a relevant issue for transmission
system operators, this task is still very technically challenging.

This paper presents a method to localize the source of
forced oscillations due to power plant governors based on
model validation and system identification techniques. The
idea behind the model validation based methods is that a
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model explaining the behavior of a component during normal
operation will fail to explain the behavior if the component
is malfunctioning. One of the first model validation based
methods [3] uses models of power system areas and PMU
measurements from interface lines between different areas in
the power system. The measurements are used as inputs to
models of the areas in numerical simulations. The simulated
area yielding the worst match with the measurements are
flagged as the source for the forced oscillation.

Several methods for localising forced oscillations have been
proposed in the literature [4]. A popular class of methods for
localising the source of forced oscillations is represented by
the energy based methods [5]-[10]. The key idea is to model
the power system using energy functions and to assume that
the component causing the forced oscillation is producing
energy at the frequency of the forced oscillation. However,
the most successful energy based approaches require not only
local plant measurements, but also measurements of current
and voltage at all power system buses. The approach presented
in [11] localizes the source of forced oscillations assuming
the knowledge of the susceptances of the branches adajcent
to the generator buses and measurements of the electrical
frequency at all generator buses and at their adjacent buses.
Another recent method [12] uses a moving window fast
Fourier transform for determining when a forced oscillation
is first detected at different locations in the network followed
by a triangulation scheme to find the source. The literature
review [4] also mentions machine learning and statistical
methods.

Several of the methods described in literature require an
extensive amount of measurements geographically distributed
in the power system. In this context, model validation methods
may have less demanding requirements on measurements and
data communication. Moreover, model validation based meth-
ods can offer an additional inherent advantage by ensuring
correct and updated models for the dynamic components in
the power system.

This paper applies system identification methods to identify
a model of a power plant from measurements of electrical
power and frequency obtained using a PMU. Similar methods
that also uses system identification techniques have been
proposed in [13], [14]. However, the method presented in [13]
uses a system identification technique that may result in biased
models as highlighted in [15]. The method presented in [14] is



purely data driven and does not offer a theoretical justification.
The paper [16] uses methods from machine learning for
identifying a model of a power plant but needs measurements
of the derivative of the machines rotational speed in addition to
the rotational speed and rotor angle. Although these quantities
can be estimated from PMU measurements, it adds complexity
and may reduce accuracy. Another model validation based
method uses a model of an effective generator impedance that
relates the voltage and current at generator bus bars [17]. A
drawback of this method is that the obtained model does not
represent a physical system.

In this paper we present a model based validation method
that uses measurements local to each power plant. System
identification is used to identify the transfer function represent-
ing the behavior of the plants during normal operation. When
forced oscillations occur, the response of each power plant
is compared to the response predicted by the corresponding
previously identified transfer function. The power plant where
the deviation between the predicted and observed response is
largest is assumed to be the source of the forced oscillations.
The concept/method is introduced in [15]. This paper extends
this work by adding the following elements of novelty:

o A more detailed investigation of the effect of process
noise on the identification, where the process noise could
be vibrations in the turbine shaft or random fluctuations
in the hydro power plant water ways.

o A more detailed and accurate evaluation of the difference
between using frequency measurements and measure-
ments of rotor angular speed for the method.

o A demonstration with a numerical example and a labo-
ratory validation with an hardware in the lop approach
using a real time simulator and real PMUs.

In Section II we present the mathematical models we
assume in the paper. The method is presented in Section III.
A laboratory validation is given in Section IV and an analysis
of the method is given in Section V. Conclusions are given in
Section VL.

II. MATHEMATICAL MODEL OF THE POWER SYSTEM

Our method relies on the identification of a model that
can be deduced from measurements of the electrical power
pe and the rotor angular speed w in a power plant using
system identification techniques. Moreover, we will identify
the model during normal operation, which means that the plant
has to be sufficiently excited by an external signal that is
statistically independent from any process noise in the plant.
The identification procedure is already described in [18], [19],
but we will also introduce the transfer function here and show
that the dynamics of the power plants in a power system are
inherently excited by external random load variations. The
power plants, loads and how they are interconnected can be
modelled as a set of stochastic differential algebraic equations

(SDAEs) [20]:

= f(x,y,7n)
0= g(xayvn)
n=a(x,y,n) +bly,n)¢ (1)

where f are the differential equations and g are the algebraic
equations. Moreover, x are the state variables that include the
rotational speed and the angle of synchronous machine rotors,
and the dynamic states of loads and control systems while
y are the algebraic variables that include bus voltages and
angles. The terms « and b are the drift and diffusion terms
respectively of the stochastic perturbation 77, and ¢ is a vector
of white noise.

To see which model we can identify using measurements of
electrical power and electrical frequency we use the stochastic
formulation of the swing equation from [20]:

5(t) = w(t) — ws

B(6) = 35 (om (1) = pelt) = DAt) — w,)) + ()
ﬁw (t) = Qy (,uw — Nw (t)) + waw (t) )

where ¢ is the rotor angle, w; is the synchronous speed, p,,
is the mechanical power, M is the inertia constant of the
plant, and D is the damping constant. The term 7, represents
a stochastic process that models rotor vibrations [20]. The
process 7, is parametrised by the mean p, and the mean
reversion rate o, while the variance is scaled with b, and
(- We then linearise (2) and write it in the Laplace domain.

Aw(s) = Gr(s)(Apm(s) — Ape(s) + MAny(s)) ()

with G;(s) = 1/(Ms + D). For the mechanical power
Ap,,(s) we assume the following linear relation:

Apm(s) = Gp(s)(r(s) — Aw(s)) = Gp(s)e(s)  (4)

where G, includes the governor, servo and turbine dynamics
of the plant, r is the reference for the speed and c is the input
signal to the governor. We now substitute (4) into (3) with
r(s)=0

Aw(s) = Go(s)(Ape(s) — MAn,(s)) (5)
with
. G](S)
14+ Gs(s)Gp(s)

From (5) we see that we can identify the transfer function G|
described by (6) from measurements of the electrical power
and rotational speed of a machine. It should be noted that
due to the term GoM An, in (5), we cannot fully represent
Aw with the transfer function Gy and measurements of Ap,.
Moreover, the method can only localise forced oscillations
caused by dynamics in G|, that is forced oscillations due to
the governor, servo, or turbine.

To be able to identify the transfer function G during normal
operation, we need an external excitation. From (5) we see
that the external excitation must be provided by the electrical

Go(s) = (6)



power p.. We assume that this external excitation is provided

by random load changes in the system. Moreover, we assume

the loads to be described by the equations given in [20]:
vr(t)

pr(t) = (pro + np(t»(my

p(t) = ap(pp — mp(t)) + bpCp(?)
(7N

where pr,(t), pro, vi(t) and vy, o are active power, and voltage
at time ¢ and at time ¢t = O respectively. The constant part
of the load models is consistent with standard load models
where v determines the share of constant power, current or
impedance loads at a bus [21]. The parameters «, b,, and
p are parameters for a Ornstein-Uhlenbeck process which is
often a good choice for load modelling [22].

The random load changes influence the electrical power
through the algebraic variables representing the voltage at gen-
erator terminals. This expression can conveniently be written
using phasor notation:

Pe(t) = R{3Yae(t)vg (1)} ®)

where é(t) and U (t) are the phasors of the internal voltage
and generator terminal voltage respectively, 0, is the complex
conjugate of U and Yy is the sub transient admittance of
a power plant. If we assume Y; to be purely reactive (8)
simplifies to

&)U (1)]
Xq

where 6 is the angle of the phasor v and Xy = 1/Yj.
The phasor Uz varies stochastically due to the random load
changes (7) and the process noise at power plants (3), thus
power plants are externally excited. How the random load
changes and process noises influence v through the algebraic
equations g is shown in Appendix A.

In [18] it is pointed out that the estimate of Gy may be
biased if the process noise 7,, at a plant is too large. This is due
to a direct coupling between the process noise and electrical
power. This can more easily be seen if we linearise (9):

Alvg(t)]

t=0

pe(t) =3 cos(d(t) — 6(t)) 9)

Ope Ope

= A e
a6t o™ B

t=0
Ope Ope
+ % | OA§(t)+ 20 t:OAQ(t)

= KAE()] + Ko Al5, ()] + KsAd(t) + KgAd(t)
(10)

Ape(t)

From (10) we see that the power plant will be externally
excited by A|vg| and Af. In addition we see that the electrical
power p. of a plant will be directly influenced by the process
noise 7, through §. However, it is reasonable to assume that
the influence of |vg| and 6 on p, is significantly larger than
the influence of 7,,, and thus we will still get a good estimate
(see [18] for details).

To write (10) on a more compact form we group the parts
of the internal voltage e that is a function of the rotational

Fig. 1: Assumed model of a power plant in the power system

speed, due to the synchronisation torque, excitation system
and power system stabiliser (PSS) together with K;4(s) into
T.(s)Aw(s) while the rest of p. we group into 7, (s). With this
we can depict the closed loop dynamics we want to identify as
in Fig. 1, where we have omitted 7,, for simplicity. It should
be note that forced oscillations caused by components in 7,
will not be localised by our method.

III. MODEL VALIDATION METHOD DESCRIPTION

We will now present the method developed in [15] for
localising the source of forced oscillations. First we write (5)
in the discrete time domain for a power plant ¢ and with some
abuse of notation, we denote by z both the the shift operator
and the Z-transform variable

Aw;ln] = Go,i(2) Ape,i[n] + ni[n] (1)

where 7;[n] is the noise term MGoAn,, ;(s) in the discrete
time domain and ¢ in the subscript denotes generator . We
assume that during normal operation (i.e., when there is no
forced oscillation), n; can be modelled as a filtered white
noise ie., n;[n] = Hp;(2)Cw,[n] for some discrete-time
transfer function Hy ;. The Ornstein-Uhlenbeck process that
can be seen as a low pass filtered white noise [23], hence
the filtered noise assumption of 7); seems reasonable. It is
important to stress that this process disturbance is statistically
independent from the external excitation 7, ;[n] corresponding
to the random load changes (see Fig. 1)

Suppose now that a forced oscillation appears in one plant
(say plant k) and that we model this forced oscillation as an
extra sinusoidal disturbance at the output of the governor of
this particular plant. In this case, the term 7 at plant k will
also contain a sinusoidal term, while the term 7); in all the
other plants will remain equal to filtered white noise. In fact,
the forced oscillations at plant k& will influence the other plants
through the electrical power and will, therefore, not change the
process disturbances at the other plants.

Based on the above reasoning, locating the source of the
forced oscillation could be achieved by detecting a sinusoidal
signal in the residual signal. For all i # k, we have:

€i[n] = Aw;[n] — Go,i(2)Ape,i[n] = ni[n] = Ho,i(2)Cw,i[n]
(12)
while, at the plant k£ where the forced oscillation is present,
we have

ex[n] = Awg[n] — Go k(2) Ape k1]
= ni[n] = Hok(2)Cuw k[n] + Ag sin(2m fot + ¢r) (13)



where Ay f,, @1 are respectively the amplitude, frequency and
phase angle of the sinusoidal signal in the residual due to the
forced oscillation.

This residual signal must be computed at each plant using
measurements Aw,; and Ap. ;. If we knew Gy ;, we would
have €; = 7; for all 7. However, the true Gy ; are all unknown
and will be replaced in the computation of ¢; by the models
G; of Gy, identified during normal operation, using the
system identification techniques developed in [18]. In short,
we assume that, in normal operation (i.e., when there is no
forced oscillation), the true system Gy ; and Hy ; for all 7 can
be represented using the parameter vector g ;:

Aw;[n] = Go,i(z,00,:)Ape,i[n] + Ho,i(2,60,i)Cw,i[1]

In the prediction error identification methodology, an esti-
mate GANJ- of Hy; can be obtained using input-output data
collected at power plant ¢ and a model structure M =
{Gi(z,0;), H;(z,0;)} allowing to describe (14) (e.g., a so-
called BJ model structure where the plant transfer func-
tion G;(z,0;) and the noise transfer function H;(z,0;) are
parametrized independently). Note that prediction error iden-
tification is suited for data collected in open and in closed
loop and achieves the minimum variance under Gaussian noise
assumption [24]. The prediction error estimate éNﬂv is given
by:

(14)

Z ; (yiln] = Gi(2,0;)us[n)))?
- (15)

where u;[n] and y;[n] are Ap.;[n] and Aw;[n] collected
during normal operation and sampled to provide N samples
of each.

Having obtained the parameter vector éNz using the pre-
diction error criterion with data collected during normal op-
eration, we can use the obtained models at a later stage with
data collected at moments where a forced oscillation may have
occurred to compute the residual signal:

én] = Awiln] — Gi(z,0xn.4) Ape.i[n]

The presence of a sinusoidal component in €; can be detected
by looking at the periodogram of ¢;. The fact that G;(z, 6 N.i)
is not precisely equal to Gy ;(z,00) means that all ¢ will
contain some sinusoidal components, but the sinusoid at the
plant where the forced oscillation is present will be the largest.
Therefore, when a forced oscillation appears in the plant k,
a large peak will appear in the periodogram of €. It is also
clear that the power of ¢, will be increased with respect to
normal operations.

The method can be summarised with the following sequence
of steps:

Z\H

91\12 = argml

(16)

1) Collect and preprocess data during normal operation. In
this step it is good to collect as much data as possible.
Half an hour of data should be more than sufficient
based on past experience. The data should be filtered
and decimated, more details can be found in [18] for
details.

2) Use preprocessed data to estimate transfer functions.

3) Collect and preprocess data during forced oscillations.
For this step one should collect enough data to at least
capture a few cycles of the forced oscillation.

4) Calculate residuals using the transfer functions from step
2) and data from forced oscillation situations

5) Localise forced oscillations by finding the residual with
the highest amplitude at the frequency of the forced
oscillation.

The data can be collected using PMUs or control system data.
It should be noted that when using PMUs we assume that
frequency measured close to a generator is a good estimate
for the rotational speed of its rotor. The preprocessing in step
1 and 3 consists of filtering, detrending and decimating the
collected data.

IV. EXPERIMENTAL VALIDATION

The laboratory setup was configured as shown in Fig. 2, the
connections in the figure show the links between an digital
real time simulator (DiRTS) OPAL-RT, physical PMUs, and a
phasor data concentrator (PDC). Additionally, an overview of
the laboratory is shown in Figure 3. The N44 test system [25]
depicted in Fig. 4 was implemented on the DiRTS an ABB
PMU was placed on bus 5600 and a Siemens PMU on bus
6000. A PDC SEL 5073 was used to collect the PMUs voltages
and currents. Loads are modelled as constant power loads
with an added Wiener process that excites the dynamics of
the power system. To add forced oscillations, a turbine and
governor model was implemented in Modelica and exported
as a co-simulation functional mock-up interface (FMI) with the
possibility to add forced oscillations to the reference signal of
the turbine governor. The amplitude used for the forced oscil-
lations were 10 MW, which corresponds to around 1% [p.u.]
for the machines tested. Due to storage and computational
restrictions the sampling rate from the real time simulator was
0.2 s, this sampling rate also applies to the measurements we
can get from the PMUs. The simulation time step was 2 ms.

For the identification we assumed a Box-Jenkins model
structure and we collected data for half an hour. When
localising the source of forced oscillations we collected data
for 5 minutes. Although, as we show in the next section,
good results can be obtained with significantly shorter time
windows. In addition to the results from the PMUs we also
give some results using rotational speed and electrical power
from the DIRTS, in which case we also include results from
bus 6100.

In Fig. 5 the periodograms of the electrical power calculated
from the PMUs are depicted when there is a forced oscillation
with a frequency of 0.2Hz applied to generator 1 at bus
5600. We see from the figure that there is no peak at 0.2H z.
Similarly the periodogram of the electrical frequency from the
PMUs are depicted in Fig. 6, where we also do not see the
forced oscillation. This means that it is in this case is not
possible to localise the source of the forced oscillation by
only looking at the periodogram of the electrical power and
frequency as measured at the terminal of the generator.
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Fig. 2: Connections of laboratory setup.

Fig. 3: Laboratory setup. 1: Physical PMUs, 2: Real time sim-
ulator, 3: GPS clock and 4: Panoramic view of the laboratory.

In Fig. 7 the residuals obtained using our method and
measurements from the rotational speed of the generators are
depicted. We can clearly see that the periodogram of the
residual for generator 1 at bus 5600 has a higher peak at 0.2 Hz
than the other generators. The oscillation can also be clearly
seen when plotting the residuals in the time domain as done in
Fig. 8. In both Fig. 7 and Fig. 8 we have also included results
from the generator at bus 6100 for comparison.

When using PMUs measurements it is not possible to
distinguish between different generators at the same bus. This
is due to the fact that the PMUs measure the voltage at the
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Fig. 4: Topology of the N44 test network

T T T = ]
= —— Bus 5600
o, A AAARARARARAAARARAAM] —— Bus 6000
£ 100 ' WH ‘ |
[y
o
g
E —200| 1
A | | | |
0 0.1 0.2 0.3 0.4 0.5

Frequency [Hz]

Fig. 5: Periodogram of electrical power calculated from PMUs
when there is a forced oscillations at bus 5600 with a fre-
quency of 0.2 Hz
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Fig. 6: Periodogram of frequency from PMUs when there is
a forced oscillations at bus 5600 with a frequency of 0.2 Hz

bus and the currents flowing on the lines connected to the
bus. The power is calculated from these measurements, and
we can thus not calculate the power for each of the plants at
the same bus separately. However, when looking at Figs. 9
and 10 we can clearly see that the oscillation is occurring at
bus 5600, showing that the method also works for localising
the source bus even if there are multiple generators connected
to it. Results from bus 6100 is not included in this case since
only two PMUs are connected to the system. In Fig. 11 we
have plotted the results when applying a forced oscillation with
a frequency of 0.3 Hz at bus 5600 and one with a frequency
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T TV
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Fig. 7: Periodogram of residual using electric power and
speed measurements from the DiRTS when there is a forced
oscillations at bus 5600 with a frequency of 0.2 Hz
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Fig. 8: Time domain plot of residual using electric power and
speed measurements from the DiRTS when there is a forced
oscillations at bus 5600 with a frequency of 0.2 Hz
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Fig. 9: Periodogram of residuals using pmu measurements
when there is a forced oscillation at bus 5600 with a frequency
of 0.2 Hz

of 0.2 Hz at bus 6000. From the figure we clearly see distinct
peaks in the periodogram of the residual for the correct bus
at the correct frequencies.

V. NUMERICAL RESULTS

In addition to the results using real PMUs we also
validated the method using numerical simulation with
DynPSSimPy [26]. We extended DynPSSimPy with a stochas-
tic differential equations (SDE) solver based on the Euler-

10
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Fig. 10: Time domain plot of residual using PMUs measure-
ments from the DiRTS when there is a forced oscillation with
a frequency of 0.2 Hz at bus 5600.
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Fig. 11: Periodogram residual using PMU measurements real
time simulation with forced oscillations with frequencies 0.3
Hz and 0.2 Hz at bus 5600 and 6000 respectively
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Fig. 12: Kundur two area system

Maruyama method was implemented with a time step of 5
ms. The loads were modelled as time varying admittances,
which corresponds to (7) with v = 2. Forced oscillations
were introduced by applying a sinusoidal modulation of the
speed reference of the governor with an amplitude of Ay and
a frequency of f,. For the test system we used the Kundur two
area system [21] depicted in Fig. 12. Since the Nordic power
system contains primarily hydro power, the power plants in the
test system were replaced with the non-linear hydro governor
model with the non-elastic water column described in [27].
We analysed the sensitivity of the method by running 100
times all possible combinations of the parameter combinations
listed below.
o Process noise levels b, € {107°,107*} for details
see (2).
o Forced oscillations amplitudes A € {0.1%,1%} of 50
Hz.
o Ten forced oscillations with frequencies linearly spaced
from 0.1 Hz to 1.9 Hz.
o Forced oscillation at each of the generators
This resulted in 16000 stocahstically independent cases. The
amplitude of the stochastic load variation was selected such
that the frequency variation stayed within 0.01 Hz. An often
used assumption is that power system frequency measured
close to a generator is a good estimate for the generators’s
rotational speed Aw = Af. We checked this assumption by
using both measurements of the generators’ rotational speed
and the electrical frequency at the generator bus bars for
the cases described above. Since DynPSSimPy uses phasor
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simulation we had to estimate the frequency from the voltage
angle at the generator buses. This was done using a phased
locked loop (PLL).

For the identification we used a Box-Jenkins model structure
and a sampling rate of 4 Hz and one hour of data. With higher
sampling rates it was difficult to get good models when using
measurements of electrical frequency instead of rotational
speed. When localising the source of forced oscillations we
collected data for 20 seconds, which would give us two periods
for the slowest forced oscillation we tested.

In Fig 13 we have plotted the percentage of correct locali-
sation as a function of the frequency of the forced oscillation
with different simulation parameters kept constant. We see
that in all cases the performance drops as the frequency of
the forced oscillations approaches the Nyquist frequency of
2Hz. We see that in the best case with b, = 107° and
A = 1% [p.u.] we have a 100% correct localisation until
1.5 Hz, but it does not drop much until 1.9 Hz. In the
second case we increase the amplitude of the process noise
to b, = 10~%, the localisation is still perfect up to 1.5 Hz, but
the performance decreases more sharply than in the best case.
With the process noise of b,, = 107° and a forced oscillation
amplitude of Ay = 0.1% [p.u.] we see that the performance
is slightly below 100% for most of the frequencies except
for the faster frequencies where the performance is worse.
In the worst scenario when the process noise is b, = 107
and the forced oscillaion amplitude A = 0.1% [p.u.] we
see that the performance is significantly reduced. In Fig. 14
we have plotted the same as in Fig. 13, but with frequency
instead of rotational speed. From the figure we see that the
performance when using frequency instead of rotational speed
is quite similar.

VI. CONCLUSIONS

In this paper we have demonstrated that it is possible to
localise the source of a forced oscillation due to governor
dynamics using system identification technique and model
validation techniques. The method is demonstrated both us-
ing commercially available PMUs and in simulations. The
method can localise multiple sources of forced oscillations
simultaneously and also localise the correct bus when multiple
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Fig. 14: Percentage correct localisation as a function of the
forced oscillation frequency using electrical frequency and
electrical power for the identification

generators are connected to the same bus. Although the
method assumes measurements of rotational speed and elec-
trical power, both the experimental and numerical validation
show that the method performs well with measurements of
electrical frequency instead of rotational speed.

A sensitivity analysis shows that the method works well
for all frequencies of the forced oscillation up to close to
the Nyquist frequency for the identified model. When using
frequency measurements we managed to get good models with
a sampling rate up to 4 Hz, which gives a Nyquist frequency
of 2 Hz. This means that the method is applicable for forced
oscillations with a frequency slightly below 2 Hz. It should be
noted that the dynamics of faster controllers such as automatic
voltage regulators (AVRs) and PSSs are not included in the
identified models, other methods should therefore be used for
forced oscillations caused by such components.The sensitivity
analysis also shows that the method performs well for small
amplitudes of the forced oscillation. The method also works
well with relatively large process noise. We assume that the
process noise models stochastic processes in the plant such
as random vibrations in the rotor shaft. We do not know the
magnitude of this process noise, but it is most likely present.
The sensitivity analysis reveals that if both the amplitude of
the forced oscillation is low 0.1 % of 50 Hz at the input
to the turbine governor and the process noise level is high
the performance of the method is poor. To our knowledge
most other papers proposing data based model validation for
localising the source of forced oscillations have not considered
this process noise. Several of these methods should therefore
be further investigated under the presence of process noise.

APPENDIX A
STOCHASTICITY OF vg

We will here show that the terminal voltage v, varies
stochastically for all power plants. For simplicity we will use
phasor notation and drop the time dependence from the rest
of calculations. To show how the stochastic loads described
by (7) perturb the power plants, we will solve the algebraic
equations g using the current injection model

-

i = YT (17)



Where ij is the Norton current of the dynamic components
in the power system. Y is the admittance matrix of the system
including the generator and load admittances, ¥ = [c vz |7
are all the bus voltages in the system where ¥ and ¥y, are the
generator terminal and load voltages respectively. To simplify
we assume that v = 2 in (7). This means that we can write:

- ic
inj — = 18
i = ['¢] (18)
with (18) we can rewrite (17) as:
Zg _ 1z'c;c: 1:’GL ole (19)
0 Yie Yol VL

As is pointed out in [28] we can now eliminate ¥, from (19)
and introduce the reduced admittance matrix:

Y, = Yoo — ?GL?{Ll?LG (20)
with this (19) can be written as:
ic =Y, g @1)

’ZG is the Norton current of the electrical machines, that is:

ic=Yqe (22)

Where 17'9 is a diagonal matrix with the generator admittances.
We can now write the generator terminal voltages as:

o =Y 'Ygé (23)
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