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A fixed-point equation approach for the superdiffusive elephant

random walk
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Abstract

We study the elephant random walk in arbitrary dimension d ⩾ 1. Our main focus is
the limiting random variable appearing in the superdiffusive regime. Building on a link
between the elephant random walk and Pólya-type urn models, we prove a fixed-point
equation (or system in dimension two and larger) for the limiting variable. Based on this,
we deduce several properties of the limit distribution, such as the existence of a density
with support on Rd for d ∈ {1, 2, 3}, and we bring evidence for a similar result for d ⩾ 4.
We also investigate the moment-generating function of the limit and give, in dimension 1,
a non-linear recurrence relation for the moments.
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subspaces
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1 Introduction and main results

Context The one-dimensional elephant random walk (ERW) was introduced by Schütz and
Trimper [39] in 2004, in order to see how memory could induce subdiffusion in random walk
processes. It turned out that the ERW is, in fact, always at least diffusive. Nevertheless, the
easy definition of the process together with the underlying deepness of the results has lead to
a great interest from mathematicians over the last two decades.

The process (Sn)n⩾0 is defined as follows. We denote by (Xn)n⩾0 its successive steps. The
elephant starts at the origin at time zero: S0 = 0. For the first step X1, the elephant moves
one step to the right with probability q or one step to the left with probability 1 − q, for
some q in [0, 1]. The next steps are performed by choosing uniformly at random an integer
k among the previous times. Then the elephant moves exactly in the same direction as at
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time k with probability p ∈ [0, 1], or in the opposite direction with probability 1− p. In other
words, defining for all n ⩾ 1,

Xn+1 =

 +Xk with probability p,

−Xk with probability 1− p,
(1.1)

with k ∼ U{1, . . . , n}, the position of the ERW at time n+ 1 is given by

Sn+1 = Sn +Xn+1. (1.2)

The probability q is called the first step parameter and p the memory parameter of the ERW.
An ERW trajectory is sampled in Figure 1.

A wide range of literature is now available on the ERW and its extensions in dimension
d = 1, see for instance [3, 15, 19, 18, 20, 32]. In dimension d ⩾ 1, the multi-dimensional ERW
(MERW) was later introduced by Bercu and Laulin [6]. Back to dimension 1, the behavior of
the process, in particular its dependency on the value of p with respect to the critical value
3/4, is now well understood. In the diffusive regime p < 3/4 and the critical regime p = 3/4, a
strong law of large numbers and a central limit theorem for the position, properly normalized,
were established, see [3, 15, 16, 39] and the more recent contributions [5, 17, 23, 28, 36, 41].
The main changes between the two regimes are the rate of the associated convergences.

Figure 1: A trajectory of the Elephant random walk in the superdiffusive regime until time n = 1000, with
p = 0.87 and q = 0.9.

The superdiffusive regime p > 3/4 is even more intriguing. Introduce

a := 2p− 1.

It has been established that

lim
n→∞

Sn
na

= Lq a.s., (1.3)

where Lq is a non-degenerate, non-Gaussian random variable, see [3, 4, 15]. This result has
been extended to MERW in [6], with a rate of convergence depending on the dimension d. In
dimension 1, it has been proved in [31] that the fluctuations of the ERW around its limit Lq

are Gaussian, as indeed

√
n2a−1

(Sn
na

− Lq

)
L−→

n→∞
N
(
0,

1

2a− 1

)
. (1.4)

See [7] for a similar result in dimension d ⩾ 2. These results were established thanks to a
martingale approach.
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Our contributions In this article, we are interested in studying the distribution of the
asymptotics of the superdiffusive ERW, first in dimension 1 (the variable Lq appearing in
(1.3)), then in higher dimension. Indeed, before writing this paper, a lot of natural questions
regarding this limiting random variable (such as the existence of a density, an explicit formula
for the moments, the moment problem, the finiteness of the moment-generating function, etc.)
were still open. While it is generally very difficult to obtain results for the ERW in dimension
d ⩾ 2, an interesting feature of the present work is that the techniques work in all dimensions,
even though we don’t have a complete proof in dimension d ⩾ 4: our result is proved in
dimensions 2 and 3, and we give a method for d ⩾ 4 based on a (linear algebra) analysis of a
certain Krylov space. The main idea of this paper is to establish fixed-point equations related
to the limit distribution of the ERW.

Dimension 1 Using a connection between the ERW and Pólya-type urns, we first establish
in Section 2 that in dimension d = 1, if we impose q = 1, which means that the elephant first
goes to the right, then the random variable L1 satisfies the following fixed-point equation,
from which everything will follow:

Theorem 1.1. Assume a = 2p− 1 > 1
2 . Let L1 be the limit variable appearing in (1.3) with

q = 1. The distribution of L1 satisfies the fixed-point equation

L1
L
= V aL

(1)
1 + (2ξp − 1)(1− V )aL

(2)
1 , (1.5)

where

• V is a uniformly distributed random variable on [0, 1];

• ξp is a Bernoulli distributed random variable with parameter p;

• L
(1)
1 and L

(2)
1 have the same distribution as L1;

• all the variables are independent.

The proof of Theorem 1.1 is detailed in Section 2.2. As we shall see in Remark 2.3, one
has

Lq
L
= (2ξq − 1)L1, (1.6)

where as above ξq denotes a Bernoulli random variable with parameter q, independent of L1.
The connection between ERW and Pólya-type urns was first used by Baur and Bertoin [3]

in order to obtain functional convergence for the ERW, thanks to the work of Janson [30] on
generalized Pólya urns.

Equations such as (1.5) have already been used to study the limit of generalized Pólya
urn processes with deterministic replacement, see [34, 33, 11, 10]. In the same spirit, in our
random replacement context, we will deduce various properties of the limit distribution from
the fixed-point equation that they satisfy. We mention that there is a wide literature on the
study of solutions of general fixed-point equations, see e.g. [22, 1, 29, 35] and the references
therein.

The next result, proved in Section 2.2, ensures the existence and uniqueness of the solution
to (1.5), with constraints on the first and second moments (we already know by [30], recalled
here in Theorem 2.1, that E[L1] = 1/Γ(1 + a)).

Theorem 1.2. Let a ∈ (12 , 1). The random variable L1 is the unique solution of the distribu-
tional equation (1.5) having 1

Γ(1+a) as expectation and finite second moment.
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Further, in Section 2.3, we solve a conjecture on the existence of a density of the limit
random variable:

Theorem 1.3. For any q ∈ [0, 1], a ∈ (12 , 1), the random variable Lq is absolutely continuous
with respect to Lebesgue measure. Its density is a positive, bounded, smooth function on R.

Few illustrations of that density function are presented in Figure 4, Section 2.5.
We also prove in Section 2.4 that the random variable L1 has finite moments of all order

and that its probability distribution is determined by its moments (see Theorem 2.8). Another
interesting consequence of the fixed-point equation (1.5) is to give a simple way to compute
all moments of L1 by induction. So far, only the first four moments were known, see [4].

Theorem 1.4. Let a ∈ (12 , 1). The moments of L1 are given by the following recursive
equation. Let (mk)k⩾1 be defined by m1 = 1 and, for k ⩾ 2,

mk =
1

ka− ck

k−1∑
j=1

cjmjmk−j , (1.7)

where ck = 1 for even k and ck = a for odd k. Then, for any k ⩾ 1,

E[Lk
1] =

(k − 1)!

aΓ(ka)
mk,

and the moment-generating function of L1 is given by, for t ∈ R,

E[etL1] =
∑
k⩾0

mk

Γ(ka+ 1)
tk.

This theorem is proved at the end of Section 2.4. Using (1.6), we immediately deduce
the moments of Lq: E[Lk

q ] = (q + (−1)k(1 − q))E[Lk
1]. Finally, we prove that the moment-

generating function of L1 and L2
1 are both finite everywhere on R, see Corollaries 2.11 and

2.12.
At the end of the study in dimension 1, we give in Section 2.6 a series representation

(2.16) of the random variable Lq using classical distributions, which a direct consequence of
the interpretation of ERW in terms of random trees (see [2, 9] for more details on the subject),
and make a link between this expression and the fixed-point equation (1.5).

Dimension d ⩾ 2 Section 3 is devoted to the multidimensional case d ⩾ 2, for which we
derive similar results as in dimension 1, up to some peculiarities and subtleties. We first recall
the definition of the multidimensional ERW in Section 3.1, in particular the result [6] giving
the existence of a limit variable L in the superdiffusive regime.

In Section 3.2, similarly to the dimension 1 case, we associate to the MERW a Pólya-type
urn process with 2d different colors (representing the 2d possible directions of the MERW). In
the superdiffusive limit, the asymptotic Pólya urn process obtained by [30] (recalled here in
Theorem 3.4) can be characterized by two different fixed-point systems, given by (3.13) and
(3.17), analogous to Theorem 1.1 in dimension 1, which will both be used in our study. It is
important to remark that as soon as the ERW is concerned, we only need a partial information
from the urn reformulation, as the MERW has natural dimension d, while the urn model has
dimension 2d. The link between the asymptotic W of the urn process and the limit MERW
L is formalized in Section 3.3.

Existence and uniqueness of the solution of the first fixed-point system (3.13) is studied in
Section 3.4. In Section 3.5, working with the second fixed-point system (3.17), we give various
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properties of the limit variable W in the urn interpretation, when its support is the full space.
In particular we prove existence of a smooth density in Theorem 3.8. We conjecture that our
hypothesis on the support is systematically satisfied, and in Section 3.6 we show that indeed
it holds in dimension 2 and 3. We further give a method to check this hypothesis in dimension
d ⩾ 4, based on the analysis of certain Krylov spaces.

In Section 3.7 we show how to transfer from the urn limit variable W new properties on
the limit variable L of the MERW, and we deduce the following theorem in dimension d = 2
and d = 3.

Theorem 1.5. We assume that d = 2 or d = 3. Let 1
2 < a < 1 with a = 2dp−1

2d−1 . The limit
L of a superdiffusive elephant random walk in dimension d has a smooth bounded density on
Rd, and its support is Rd.

Finally, in Section 3.8 we prove that the limit MERW variable has finite moments of all
order, that its probability distribution is determined by its moments, and that in addition the
moment-generating function of L and ∥L∥2 are globally well defined.

2 One-dimensional superdiffusive limit using Pólya-type urns

2.1 Connection between the ERW and Pólya-type urns

We now present the urn approach of the ERW in dimension 1, but everything can be extended
to dimension d to obtain a more general fixed-point equation. The higher dimensional case is
studied in full details in Section 3.

Let (U(n))n⩾0 be a discrete-time urn with balls of two colors, say red and blue. The

composition of the urn at time n ⩾ 0 is given by a vector U(n) = (Rn, Bn)
T , where Rn (resp.

Bn) stands for the number of red (resp. blue) balls at time n. The initial composition of
the urn is (1, 0) with probability q or (0, 1) with probability 1 − q. The composition of urn
then evolves as follows. At any time n ⩾ 1, a ball is drawn uniformly at random, its color is
observed, then it is returned to the urn together with a ball of the same color with probability
p, or with a ball of the other color with probability 1− p.

Hence, the replacement matrix A is defined by

A =


(
1 0
0 1

)
with probability p,(

0 1
1 0

)
with probability 1− p.

(2.1)

The composition of the urn at time n+ 1 satisfies

U(n+ 1) = U(n) +An+1

(
εn+1

1− εn+1

)
,

where εn+1 is equal to 1 if a red ball is picked and to 0 otherwise, and (An)n⩾1 is a sequence
of i.i.d. random matrices with same distribution as A.

The behavior of the process is deeply linked to the spectral decomposition of the mean
replacement matrix E[A], given by

E[A] =
(

p 1− p
1− p p

)
.
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The eigenvalues of E[A] are λ1 = 1 and λ2 = 2p− 1, and the corresponding unit eigenvectors
are

v1 =
1

2

(
1
1

)
and v2 =

1

2

(
1
−1

)
.

It is well known, see [12, 24, 25, 30], that the asymptotics of the urn depends on the ratio
a = λ2/λ1 = 2p − 1 with respect to 1/2. In particular, applied to our special case we have
the following large urn convergence result [30, 3].

Theorem 2.1 ([30, 3]). Let U(0) = α = (α1, α2) ∈ {0, 1}2 be such that α1 + α2 = 1. If
a = 2p− 1 > 1/2, then it holds

lim
n→∞

U(n)− nv1

na
=Wαv2 a.s.,

where Wα is a non-degenerate random variable such that

E[Wα] =
α1 − α2

Γ(1 + a)
and E[W 2

α] =
1

(2a− 1)Γ(2a)
.

In particular,

lim
n→∞

Rn −Bn

na
=Wα a.s.

The connection to the ERW model is straightforward. Let (Sn)n⩾0 denote the ERW
started from S0 = 0 and such that S1 = R1 −B1; then for every n ⩾ 1,

Sn
L
= Rn −Bn.

In other words, the difference between the number of red and blue balls in the urn behaves
like an ERW with first step equal to R1−B1 (the red balls corresponding to steps to the right,
and the blue ball corresponding to left jumps). Hence, if Wα denotes the limiting random
variable for the urn process started from the composition vector α, we have the equality in
distribution

Lq
L
= ξqW(1,0) + (1− ξq)W(0,1), (2.2)

where ξq is a Bernoulli variable with parameter q, and ξq, W(1,0) and W(0,1) are mutually

independent. In particular, when the elephant starts with a right jump, we have L1
L
=

W(1,0). This explains how the asymptotic behavior of the ERW is determined by the spectral
decomposition of the (mean) replacement matrix of the corresponding urn.

Finally, we briefly recall a nice result on Lq, obtained by using a connection between the
ERW and random recursive trees on which a Bernoulli bond percolation has been performed
(see [32, 9] for more details on the subject). It turns out that results on cluster sizes after
percolation, e.g. from [2, Lem. 3.3], can lead to the following decomposition of the random
variable Lq:

Lq = C1

Z(q)
1 +

+∞∑
j=2

cjZj

 a.s., (2.3)

where Z
(q)
1 has Rademacher distribution with parameter q (denoted byR(q)), (Zj)j⩾2 are i.i.d.

with R(1/2) distribution, C1 has a Mittag-Leffler distribution with parameter a, and (cj)j⩾2

is a sequence of dependent, almost surely positive random variables (their explicit expression
is given in Proposition 2.15, Equation (2.16)). This decomposition ensures that the random
variable Lq has a continuous distribution (no atoms). Although we find this expression very
elegant, we will not use it because we have not been able to prove the existence of a density
on R for the distribution of Lq from it. We will instead focus on the urn-connection and the
underlying fixed-point equations to obtain properties of the superdiffusive limit.
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2.2 Tree-structure and fixed-point equations

We will prove that both random variables W(1,0) and W(0,1), introduced in Theorem 2.1,
admit a density, by showing that their characteristic functions are integrable. Our method
is strongly inspired by the work of Chauvin et al. [11] for urn processes with deterministic
replacement.

The tree structure of the urn process is as follows: a sequence of trees (Tn)n⩾0 grows at
each drawing from the urn. At time 0, there is a red ball in the urn with probability q, or a
blue ball with probability 1− q. Then the tree starts from a red node with probability q or a
blue node with probability 1− q:

with probability q with probability 1− q

At time n, each leaf in the tree represents a ball in the urn. When a leaf is chosen (i.e.,
a ball is drawn), it becomes an internal node and gives birth to 2 balls of the same color
with probability p, or 1 ball of each color with probability 1 − p. Due to the urn process
correspondence, leaves are uniformly chosen among the leaves of the tree

At time 1, the tree is decomposed into two subtrees (or a forest with two trees); the three
possible decompositions of the tree into two subtrees at time 1 are illustrated on Figure 2. Two

Figure 2: The three possible subtrees at time n = 1.

possibilities for the tree decomposition at time 4 are displayed on Figure 3 below, depending
on the first ball added to the urn (depending on the color of the root node). The balls that
have been picked are represented by the empty discs, while the balls that can be picked at
next times are plain discs (as already said, they correspond to the leaves of the tree). On
Figure 3, after time 4, there are 5 balls in the urn.

with probability q with probability 1− q

Figure 3: Two examples of tree at time 4.

For any n ⩾ 1, denote byD1(n) the number of leaves at time n of the first-subtree (starting
on the left node at time 1), and similarly D2(n) the number of leaves at time n of the second-
subtree (starting on the right node at time 1). At time n, we note that D1(n)+D2(n) = n+1,
and the number of drawings in the k-th subtree is Dk(n) − 1. These numbers represent the
time inside each subtree.
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We now describe the evolution of D(n). Remember that the balls of the whole urn are
uniformly drawn at any time and notice that at each drawing in the k-th subtree, Dk(n)
increases by 1. The random vector D(n) = (D1(n), D2(n)) can indeed be seen as a classical
2-color urn process (each color modeling each subtree), with I2 as (deterministic) replacement
matrix and (1, 1) as initial composition vector.

We recall that U(1,0) is the urn process starting from a red ball. Then the tree will start
from a red node. The number of red/blue leaves in the whole tree is equal to the sum of
the number of red/blue leaves in the first subtree and the number of red/blue leaves in the
second subtree. We also easily observe that the first subtree of U(1,0) always starts from a
red node, and the second subtree starts from a red node with probability p and a blue node
with probability 1− p.

Gathering these arguments, the distribution of the urn process U(1,0) can be described the
following way: consider simultaneously

• an original 2-color urn process D = (D1, D2) having the identity matrix as (determin-
istic) replacement matrix and (1, 1) as initial condition;

• for any k ∈ {1, 2}, an urn process U
(k)
(1,0) having A in (2.1) as (random) replacement

matrix and (1, 0) as initial condition;

• an urn process U
(2)
(0,1) having A in (2.1) as (random) replacement matrix and (0, 1) as

initial condition;

• a Bernoulli random variable ξp with parameter p (modeling the first replacement);

all these processes being independent of each other. Then, the process U(1,0) = (U(1,0)(n))n⩾1

satisfies the distributional equality, for all n ⩾ 1:

U(1,0)(n)
L
= U

(1)
(1,0)(D1(n)− 1) + ξpU

(2)
(1,0)(D2(n)− 1) + (1− ξp)U

(2)
(0,1)(D2(n)− 1).

A similar equation can be obtained for U(0,1).
Since D = (D1, D2) has the same behavior as a classical urn process, we immediately have

lim
n→∞

n−1D(n) = Z a.s., (2.4)

where Z = (V, 1 − V ) has Dirichlet(1, 1) distribution, with V ∼ U([0, 1]) a uniform random
variable on [0, 1] (see [38] or [26, Thm 2.1]).

Using the above considerations together with Theorem 2.1, we deduce the following result.

Theorem 2.2. Assume a ∈
(
1
2 , 1
)
. Let W(1,0) and W(0,1) be the elementary limit distributions

of a large two-color Pólya urn process with random replacement matrix A given by (2.1) and
ratio a > 1/2, introduced in Theorem 2.1. Then W(1,0) and W(0,1) satisfy the distributional
equation system

W(1,0)
L
= V aW

(1)
(1,0) + ξp(1− V )aW

(2)
(1,0) + (1− ξp)(1− V )aW

(2)
(0,1),

W(0,1)
L
= V aW

(1)
(0,1) + ξp(1− V )aW

(2)
(0,1) + (1− ξp)(1− V )aW

(2)
(1,0),

(2.5)

where

• V is a uniformly distributed random variable on [0, 1];

• ξp is a Bernoulli distributed random variable with parameter p;

8



• the W
(k)
(1,0) and the W

(k)
(0,1) are respective copies of W(1,0) and W(0,1);

• all the variables are independent.

Remark 2.3. The variables W(1,0) and W(0,1) satisfy W(1,0)
a.s.
= −W(0,1). Indeed, by Theo-

rem 2.1, the urn process started from (1, 0) satisfies

lim
n→∞

Rn −Bn

na
=W(1,0) and lim

n→∞

Bn −Rn

na
= −W(1,0) a.s.

The two colors of the urn are exchangeable, hence the random variable Bn − Rn can be seen
as Rn −Bn when started from (0, 1), and therefore satisfies

lim
n→∞

Bn −Rn

na
=W(0,1) a.s.

As a consequence and using (2.2), we have Lq
L
= (2ξq−1)W(1,0), and in particularW(1,0)

L
= L1.

Due to the above remark, we may only focus our attention on W(1,0). In particular, the
system (2.5) can be reduced to a single equation, as summarized in Theorem 1.1. Theorem 1.1
is then proved.

We now give the proof of Theorem 1.2 on existence and uniqueness of the solution with a
finite second-order moment to the fixed-point Equation (1.5) when the first moment is fixed.

Proof of Theorem 1.2. This proof is greatly inspired by [11, Lem. 6 and Thm 7]. As pointed
out in [11], it could be deduced from the general result in Neininger-Rüschendorf [37], but we
choose to give instead a direct proof via the contraction method.

Let us fix m ∈ R, and define P2(m) be the space of probability distributions on R that
have m as expectation and finite second moment. We consider the Wasserstein distance dW
on P2(m). For a brief overview on this distance, we refer the reader to [11, Sec. 4.1], and we
recall that

dW(µ, ν) = min
(X,Y )

√
E[(X − Y )2],

for (X,Y ) a random vector with marginal distributions (µ, ν). We then introduce

H : P2(m) −→ P2(m)

µ 7−→ L
(
V aW (1) + (2ξp − 1)(1− V )aW (2)

)
,

where W (1),W (2) have distribution µ, V is uniform on (0, 1), ξp is Bernoulli B(p) and all the
random variables are independent from each other.

For µ ∈ P2(m), it is immediate that
∫
xH(µ)(dx) = m. We want to show that H is

Lipschitz-continuous for the Wasserstein distance. Let µ1, µ2 ∈ P2(m), (W
(1)
1 ,W

(1)
2 ) and

(W
(2)
1 ,W

(2)
2 ) two independent couples with marginal distributions (µ1, µ2). Then

dW(Hµ1, Hµ2)
2 ⩽ E

[(
V a(W

(1)
1 −W

(1)
2 ) + (2ξp − 1)(1− V )a(W

(2)
1 −W

(2)
2 )
)2]

⩽ E[V 2a]V
[
W

(1)
1 −W

(1)
2

]
+ E[(1− V )2a]V

[
W

(2)
1 −W

(2)
2

]
⩽

2

1 + 2a
E
[(
W

(1)
1 −W

(1)
2

)2]
.
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Thus taking the minimum over all couples (W
(1)
1 ,W

(1)
2 ) with marginal distributions (µ1, µ2),

we deduce

dW(Hµ1, Hµ2)
2 ⩽

2

1 + 2a
dW(µ1, µ2)

2.

Hence H is
√

2
1+2a -Lipschitz, which implies that H is a contraction (a > 1/2) and that it has

unique fixed point in P2(m). Theorem 1.2 is written in the specific case m = 1
Γ(1+a) .

Remark 2.4. Equation (1.5) turns out to be a particular case of fixed point equations studied
in [29]. More specifically, in the notation of [29], the dimension should be taken to 1, N = 2,
T1 = V a ∈ (0, 1) and T2 = (2ξp − 1)(1− V )a ∈ (−1, 1), with V a uniform random variable on
(0, 1) and ξp a Bernoulli variable with parameter p, independent of V . Since E[Tα

1 + |T2|α] =
2/(1 + αa), Assumptions (A1)–(A4) of [29] are satisfied for α = 1/a ∈ (1, 2).

By [29, Eq. (2.31)], we deduce that there exists c ∈ R such that

L1
L
= cZ + WaY1/a,

where

• Z is the limit value of a martingale, a.s. and in Lβ, for 1 < β < 1/a;

• W is a special endogenous non-negative solution to the tilted equation

W
L
= V W(1) + (1− V )W(2), (2.6)

where (W(1), W(2)) are independent copies of W, and independent of V ;

• Y1/a is a strictly 1/a-stable random variable independent of Z and W.

We notice that if W is a solution to (2.6), then

E[W2] = 2E[V 2]E[W2] + 2E[V (1− V )]E[W]2 =
2

3
E[W2] +

1

3
E[W]2.

It implies E[W2] = E[W]2, and we deduce that W is a constant.
Recall that α-stable distributions don’t have second-order moments, unless α = 2. Under

this assumption, we have W = 0 since 1/2 < a < 1. We thus deduce that up to a constant, Z
has the same distribution than L1.

2.3 Existence of a density

In this section we will prove Theorem 1.3. Let W := W(1,0) be the first elementary limit
distribution, as defined in Theorem 2.1, and φW be its Fourier transform, defined for t ∈ R
by

φW (t) := E
[
eitW

]
.

We recall that W
L
= L1 satisfies the fixed-point Equation (1.5).

Theorem 2.5. Let W be the first elementary limit distribution of a large two-color Pólya urn
process with random replacement matrix A and ratio a ∈ (1/2, 1). Then

• the support of W is the whole real line R;

• for all k ⩾ 1, there exists a constant C > 0 such that ∀t ∈ R∗,

|φW (t)| ⩽ C

|t|k/a
. (2.7)

10



Before proving the theorem, we mention a few obvious consequences.

Corollary 2.6. For any initial composition α = (1, 0) or (0, 1), the random variable Wα

admits a positive, bounded and smooth density. Its support is the whole real line R.

Proof of Corollary 2.6. Recall that W(1,0)
a.s.
= −W(0,1). We notice that 1 < 1

a < 2, then taking
k = 1 in Theorem 2.5, we deduce that the characteristic function φW of W is integrable on
R. By Fourier inversion theorem, W has a bounded density on R. Since the support of W is
R, its density is positive a.e. Besides, for any k ⩾ 1, t 7→ tkφW (t) is integrable on R, which
implies that the density function is of class Ck. The corollary is proved.

Remark 2.7. From the fixed-point equation (1.5), we deduce that the density function f of
L1 satisfies the following integral equation, for all x ∈ R,

f(x) =

∫
R

∫ 1

0

1

za
f
(
x− (1− z)ay

)(
pf(y) + (1− p)f(−y)

)
dzdy.

This equation is unfortunately too complex to easily deduce properties on the distribution of
L1.

We recall that Lq
L
= (2ξq − 1)W , where ξq is a Bernoulli random variable with parameter

q, independent on W . Then we easily deduce that Theorem 1.3 is a direct consequence of
Corollary 2.6. See Figure 4 in Section 2.5 for a few illustrations of the density.

Proof of Theorem 2.5. We proceed as in the proof of [11, Thm 6]; the details are slightly
different but still very similar to their case. Indeed, we only add one ball at each step but we
do it randomly, whereas they insisted that they needed to add at least two balls at each step
since they do it deterministically. We have been inspired by [34, Lem. 3.1 and Lem. 3.2] as
well.

We start by proving that Supp(W ) = R, with Supp(W ) denoting the support of W . By
Theorem 2.1, the variance of W is non-zero, so there exist w1, w2 ∈ Supp(W ) with w1 ̸= w2.
Because of the fixed-point equation (1.5), for any t ∈ [0, 1] we have

w1t
a + w2(1− t)a ∈ Supp(W ), (2.8)

since P(ξp = 1) = p > 0. Moreover, it holds that [w1, w2] ⊂ {w1t
a + w2(1− t)a : t ∈ [0, 1]}.

This entails that [w1, w2] ⊂ Supp(W ).
Using P(ξp = −1) = 1 − p > 0, similar computations lead to [w1,−w2] ⊂ Supp(W ).

Moreover, since E[W ] > 0, there exists w > 0 in Supp(W ). Taking −w1 = w2 = w > 0, we
obtain that [−w,w] ⊂ Supp(W ).

Next, choosing t = 1/2, Equation (2.8) ensures that as soon as w ∈ Supp(W ), 21−at ∈
Supp(W ). Since a < 1, 21−a > 1 and the images of [−w,w] by the iterates of the homothetic
transformation w 7→ 21−aw fill the whole real line, which yields that Supp(W ) = R.

We move to the proof of (2.7), and we split the argument in four steps.

Step 1: We start by showing that for any t ̸= 0, |φW (t)| < 1. Assume there exists
t0 ∈ R such that |φW (t0)| = 1, then φW (t0) = eiθ0 for some θ0 ∈ R. We deduce that
E
[
Re
(
1− ei(t0W−θ0)

)]
= 0, and then eit0W = eiθ0 a.s. This is possible only if t0 = 0, since

Supp(W ) = R.

Step 2: We show that
lim sup
t→±∞

|φW (t)| ∈ {0, 1}. (2.9)

11



Using again the fixed-point equation (1.5), we obtain by conditioning on V that for any t ∈ R,

φW (t) = pE[φW (tV a)φW (t(1− V )a)] + (1− p)E[φW (tV a)φW (−t(1− V )a)]. (2.10)

In particular, since V is uniformly distributed on [0, 1], it is a.s. non-zero. Consequently,
Equation (2.10) together with Fatou’s lemma ensure that

lim sup
t→±∞

|φW (t)| ⩽ p lim sup
t→±∞

E[|φW (tV a)| × |φW (t(1− V )a)|]

+ (1− p) lim sup
t→±∞

E[|φW (tV a)| × |φW (−t(1− V )a)|]

⩽ p lim sup
t→±∞

(|φW (t)|)2 + (1− p) lim sup
t→±∞

|φW (t)|.

We deduce

lim sup
t→±∞

|φW (t)| ⩽ lim sup
t→±∞

(|φW (t)|)2 ⩽
(
lim sup
t→±∞

|φW (t)|
)2

,

by monotony of x 7→ x2 on R+, concluding the proof of (2.9).

Step 3: We now show that in (2.9) the only possible value is 0. Reasoning by contradiction,
we assume that lim sup |φW (t)| = 1 as t → ±∞. Let t0 > 0 and ε > 0 be such that 0 <
|φW (t0)| < 1− ε. Choose t1 = t1(ε) and t2 = t2(ε) such that 0 < t1 < t0 < t2 <∞ and

|φW (t1)| = |φW (t2)| = 1− ε and |φW (t)| ⩽ 1− ε for t ∈ [t1, t2].

This is possible thanks to the intermediate value theorem, since φW is continuous and we
assumed that lim supt→±∞ |φW (t)| = 1 = |φW (0)|. Moreover, if (εn)n⩾1 is a sequence tending
to 0 as n goes to infinity and if y is a limit point of (t1(εn))n⩾1, then by definition of t1 and
the continuity of φW , |φW (y)| = 1. This entails that y = 0 and that limε→0 t1(ε) = 0.

Again, Equation (2.10) implies that for all t > 0,

|φW (t)| ⩽ pE[|φW (tV a)| × |φW (t(1− V )a)|] + (1− p)E[|φW (tV a)| × |φW (−t(1− V )a)|],

with |φW (−t(1− V )a)| =
∣∣∣φW (t(1− V )a)

∣∣∣ = |φW (t(1− V )a)|, and, for all n ⩾ 1 and t > 0,

|φW (t)| ⩽ E[|φW (tV a)| × |φW (t(1− V )a)|] (2.11)

⩽ E[|φW (tM)|] ⩽ ϕn(t),

where M = V a and ϕn(t) = E[|φW (tM1 · · ·Mn)|], with (M1, . . . ,Mn) i.i.d. copies of M .
(Notice that one could also takeM = (1−V )a orM = max(V a, (1−V )a).) On the one hand,
using the definitions of t1, t2, we find

ϕn(t) ⩽ (1− ε)P(t1 < tM1 · · ·Mn ⩽ t2) + 1− P(t1 < tM1 · · ·Mn ⩽ t2)

⩽ 1− εP(t1 < tM1 · · ·Mn ⩽ t2)

and by (2.11)
1− ε = |φW (t2)| ⩽ E[ϕn(t2V a)ϕn(t2(1− V )a)],

which leads to

P(t1 < t2V
aM1 · · ·Mn ⩽ t2) + P(t1 < t2(1− V )aM1 · · ·Mn ⩽ t2) ⩽ 1 + ε. (2.12)

Besides, when ε goes to 0, we find that

P(t1 < t2xM1 · · ·Mn ⩽ t2) −→ P(xM1 · · ·Mn ⩽ 1),
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which, together with dominated convergence, ensures that as ϵ→ 0

P(t1 < t2V
aM1 · · ·Mn ⩽ t2) −→ P(V aM1 · · ·Mn ⩽ 1)

and the same thing holds for (1− V )a. Thus, by (2.12) and taking ε→ 0, we deduce

P(V aM1 · · ·Mn ⩽ 1) + P((1− V )aM1 · · ·Mn ⩽ 1) ⩽ 1. (2.13)

On the other hand, we also have

P(xM1 · · ·Mn ⩽ 1) −→
n→∞

1

thanks to Markov’s inequality, since E[M1/a] < 1. Using again dominated convergence, we
find

P(V aM1 · · ·Mn ⩽ 1) + P((1− V )aM1 · · ·Mn ⩽ 1) −→
n→∞

2

and we have a contradiction with (2.13). The third step is proved.

Step 4: Finally, we focus our attention on the integrability of φW and prove (2.7). Let
ε > 0 and Tε > 0 be such that |φW (t)| ⩽ ε as soon as |t| ⩾ Tε. The quantity Tε > 0 exists
(and is finite) due to the third step of the proof. We have from Equation (2.10) that for any
t ∈ R,

|φW (t)| ⩽ pE[|φW (tV a)| × |φW (t(1− V )a)|] + (1− p)E[|φW (tV a)| × |φW (−t(1− V )a)|]
⩽ εE[|φW (tV a)|] + P((1− V )a|t| ⩽ Tε).

We easily compute P((1− V )a|t| ⩽ Tε) =
(
Tε
|t|

)1/a
. Hence, for any t ̸= 0,

|φW (t)| ⩽ εE[|φW (tV a)|] +
(
Tε
|t|

)1/a

.

Then, iterating the last inequality, we find that for |t| > Tε,

|φW (t)| ⩽ εnE[|φW (tV a
1 · · ·V a

n )|] +
(
Tε
|t|

) 1
a
n−1∑
k=0

εk.

When n goes to infinity, this implies that as soon as ε ∈ (0, 1),

|φW (t)| ⩽
(
Tε
|t|

) 1
a 1

1− ε
. (2.14)

This is enough to conclude that φW (t) = O(|t|−1/a) when |t| → ∞.
We implement (2.14) in Equation (2.10), and we thus obtain, for all |t| > Tε,

|φW (t)| ⩽ εE[|φW (tV a)|] + E
[
|φW (V at)|1(1−V )a|t|⩽Tε

]
⩽ εE[|φW (tV a)|] + 1

1− ε

(
Tε
|t|

)1/a

E

[
V −11

V ⩾1−
(

Tε
|t|

)1/a

]

⩽ εE[|φW (tV a)|]− 1

1− ε

(
Tε
|t|

)1/a

ln

(
1−

(
Tε
|t|

)1/a
)
.
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As − ln(1−u) ⩽ 2u for all u ∈ (0, 1/2), there exists a constant Cε (that may change from line
to line) such that for all |t| > 2aTε,

|φW (t)| ⩽ εE[|φW (tV a)|] + Cε

(
Tε
|t|

)2/a

,

and then

|φW (t)| ⩽ Cε

(
Tε
|t|

)2/a

.

Iterating this idea, we obtain that for any k ⩾ 1, |φW (t)| = O
(
|t|−k/a) as |t| → ∞.

2.4 Moments of the superdiffusive distribution

Recall that W = W(1,0), where W(1,0) has been defined in Theorem 2.1. The main objective
of this part is to prove the following result, as well as Theorem 1.4.

Theorem 2.8. The random variables Lq and W have finite moments of all order and their
probability distribution are determined by their moments. Moreover, their Laplace series have
an infinite radius of convergence.

To prove these results, we will use the following Carleman’s criterion (see e.g. [40]).

Theorem 2.9 (Carleman’s criterion). Let X be a real random variable with finite moments

of all order. If
∑

k⩾1

(
E[|X|2k]

)−1/2k
= ∞, then the distribution of X is uniquely determined

by its moments.

It is already known that Lq has finite moments of all order, see [5, Eq. (4.12)]. By

Remark 2.3, we have E[|Lq|k] = E[|W |k] for all k ⩾ 1. The idea is to use the fixed-point
equation (1.5) satisfied by W to prove that W (and thus Lq) satisfies the assumption of
Carleman’s criterion. We first prove a preliminary estimate.

Lemma 2.10. There exists a constant C > 0 such that for any k ⩾ 1,

E
[
|W |k

]
k!

⩽
Ck

Γ(ka+ 1)

(
2

a

)k−1

. (2.15)

Proof. We prove the proposition by induction. The second moment of W
L
= L1 is given in

[30, 4] and recalled in this paper in Theorem 2.1. Let C = Γ(a + 1)E
[
L2
1

]1/2
. For k = 1,

Equation (2.15) holds thanks to Cauchy-Schwarz inequality.
Let k ⩾ 2 and assume that (2.15) is true for all j ∈ {1, . . . , k − 1}. We now study the

k-th moment of W . Taking (W (1),W (2)) a couple of independent copies of W , by (1.5) and
independence between V and (W (1),W (2)), we have

E
[
|W |k

]
⩽ E

[(
V a
∣∣∣W (1)

∣∣∣+ (1− V )a
∣∣∣W (2)

∣∣∣)k]
⩽ 2E[V ka]E

[
|W |k

]
+

k−1∑
j=1

(
k

j

)
E
[
V ja(1− V )(k−j)a

]
E
[
|W |j

]
E
[
|W |k−j

]
.

As E[V ka] = 1
1+ka , we deduce

E
[
|W |k

]
⩽
ka+ 1

ka− 1

k−1∑
j=1

(
k

j

)
E
[
V ja(1− V )(k−j)a

]
E
[
|W |j

]
,E
[
|W |k−j

]
,
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which by induction immediately leads to

E
[
|W |k

]
k!

⩽
ka+ 1

ka− 1

k−1∑
j=1

Γ(ja+ 1)Γ((k − j)a+ 1)

Γ(ka+ 2)

E
[
|W |j

]
j!

E
[
|W |k−j

]
(k − j)!

⩽
k − 1

ka− 1

a

2

(
2

a

)k−1 Ck

Γ(ka+ 1)

⩽

(
2

a

)k−1 Ck

Γ(ka+ 1)
,

since for k ⩾ 2, a(k − 1) ⩽ 2ka− 2. The lemma is proved.

Proof of Theorem 2.8. By Remark 2.3, if we have the result for W , we immediately obtain it
for Lq. By Lemma 2.10, there exists C > 0 such that for all k ⩾ 1,

E
[
|W |k

]−1/k
⩾

a

2C

(
2

a

)1/k( k!

Γ(ka+ 1)

)−1/k

.

By Stirling’s formula we have (k!)−1/k ∼ e/k as k → ∞, and(
2

a

)1/k( k!

Γ(ka+ 1)

)−1/k

∼ aae1−a

k1−a
.

Since 1− a < 1,
∑

k⩾1 1/k
1−a = ∞, we conclude by Carleman’s criterion.

Besides, the estimate of Lemma 2.10 also ensures that the radius of convergence of the
Laplace series of |W | is infinite.

Corollary 2.11. For any first step parameter q ∈ [0, 1] and memory parameter p ∈ (3/4, 1),
the moment-generating functions of Lq and |Lq| are well defined and finite on R, meaning
that for all t ∈ R,

E[etLq ] <∞ and E[et|Lq |] <∞.

Proof. By Tonelli’s theorem and Theorem 1.4, for all t ∈ R,

E
[
et|Lq |

]
=

∞∑
k=0

E[|tLq|k]
k!

=

∞∑
k=0

|t|kE
[
|W |k

]
k!

<∞.

Then E
[
etLq

]
=

∞∑
k=0

tkLk
q

k!
is absolutely convergent.

Bercu noticed in [4, Rem. 3.2] that Lq is a sub-Gaussian random variable. We prove here
that L2

q has finite exponential moments, this indicates that the distribution of Lq has really
thin tails.

Corollary 2.12. For any first step parameter q ∈ [0, 1] and memory parameter p ∈ (3/4, 1),
the moment-generating function of L2

q is well defined and finite on R.

Proof. For t ∈ R,

0 ⩽ etL
2
q =

∞∑
k=0

tkL2k
q

k!
⩽

∞∑
k=0

|t|kW 2k

k!
.
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Hence for all t ∈ R,

E
[
etL

2
q

]
⩽

∞∑
k=0

|t|kE
[
W 2k

]
k!

.

Hereafter, we have from Lemma 2.10 that

∞∑
k=0

|t|kE
[
W 2k

]
k!

⩽
a

2

∞∑
k=0

|t|k
(
2C

a

)2k (2k)!

k!Γ(2ka+ 1)
.

Since a > 1/2, we obtain that

k!Γ(2ka+ 1)

(2k)!

(2k + 2)!

(k + 1)!Γ(2ka+ 2a+ 1)
∼ (2k)2

k(2ka)2a
∼ 22(1−a)

a2ak2a−1
→ 0

when k goes to ∞, and thus the radius of convergence is infinite.

Since we know that L1 has finite moments of all order and its moment-generating function
is well defined, we can now prove Theorem 1.4. However, before giving the proof, we make
some comments on the result.

Remark 2.13. From the recursive equation in Theorem 1.4, we easily compute by induction

m1 = 1, m2 =
a

2a− 1
, m3 =

a+ 1

2(2a− 1)
and m4 =

a(2a2 + 2a− 1)

(4a− 1)(2a− 1)2
,

and then the successive moments of L1
L
=W , are given by

E[L1] =
1

Γ(a+ 1)
, E[L2

1] =
1

(2a− 1)Γ(2a)
,

E[L3
1] =

a+ 1

a(2a− 1)Γ(3a)
, E[L4

1] =
6(2a2 + 2a− 1)

(4a− 1)(2a− 1)2Γ(4a)
.

We recover the expressions obtained by Bercu in [4].

Since a 7→ m2(a) = a
2a−1 is positive and decreasing on (1/2, 1), we have the following

trivial corollary of Theorem 1.4.

Corollary 2.14. The following holds:

1. For all k ⩾ 1, E[Lk
1] is positive.

2. For all k ⩾ 2, a 7→ mk(a) is decreasing on (1/2, 1) with

lim
a→1/2

mk(a) = ∞ and lim
a→1

mk(a) = 1.

Consequently, for all k ⩾ 1, lim
a→1

E
[
|L1 − 1|k

]
= 0.

3. Since Lq
L
= (2ξq − 1)L1 with ξq ∼ B(q) independent of L1 (see Remark 2.3), we have for

all k ⩾ 1 and t ∈ R,

E[Lk
q ] =

(
q + (1− q)(−1)k

)
E[Lk

1],

E
[
etLq

]
=
∑
k⩾0

mk

Γ(ka+ 1)

(
q + (1− q)(−1)k

)
tk.
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Proof of Theorem 1.4. Since L1 is solution of the fixed-point equation (1.5), using the same
notations as in Theorem 1.1, by independence between the variables, we have for µk := E[W k],

µk = E

 k∑
j=0

(
k

j

)
(1− V )jaV (k−j)a(2ξp − 1)j

(
L
(2)
1

)j(
L
(1)
1

)k−j


=

k∑
j=0

(
k

j

)
E
[
(1− V )jaV (k−j)a

]
E
[
(2ξp − 1)j

]
µjµk−j

=
k∑

j=0

(
k

j

)
Γ(ja+ 1)Γ((k − j)a+ 1)

Γ(ka+ 2)
cjµjµk−j ,

with cj = 1 for even j and cj = a for odd j. Thus

ka− ck
ka+ 1

µk =

k−1∑
j=1

(
k

j

)
Γ(ja+ 1)Γ((k − j)a+ 1)

Γ(ka+ 2)
cjµjµk−j .

We introduce mk such that µk = k!
Γ(ka+1)mk. We thus deduce that mk satisfies the recursive

equation: m1 = 1, and for k ⩾ 2,

(ka− ck)k!mk =
k−1∑
j=1

k!cjmjmk−j ,

which implies (1.7). Theorem 1.4 is proved.

2.5 Approximation of the density

The aim of this part is to propose a few approximations of the density of Lq, as illustrated in
Figure 4.

Each display contains a histogram of the distribution of Lq as well as an approximation of
the plot of the density of Lq. For each of the nine pictures, to obtain the histogram we have
simulated 500 paths of ERW of length 104.

In order to obtain the approximated curves of the density, we make use of a classical
method to approximate numerically a measure knowing its moments, as presented in [27].
More specifically, given a finite number of moments (in our case, 300, quickly obtained from
the recurrence (1.7)), we may introduce the so-called Hankel matrix, and then there is a
canonical way to compute the associated Jacobi matrix. The eigenvalues and eigenvectors of
this Jacobi matrix give an approximation of the density by a finite sum of Dirac measures. As
a last step, we may consider a smooth (in our case, cubic) interpolation of this purely atomic
measure, which yields the graphs of Figure 4. We kindly thank the authors of the paper [14],
in particular Slim Kammoun, for providing us with an effective code.

2.6 A cluster decomposition of the limit variable and its relations with the
computation of moments

In this part, we first state a remarkable decomposition of the limit variable Lq, which is
obtained using the interpretation of ERW in terms of random recursive trees and results on
cluster sizes after percolation. Although this result does not clearly appear in the literature,
it follows directly from arguments in [2, 9].
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Figure 4: Histogram and method of moments approximation of the density (blue lines) of Lq. First (resp.
second, third) line: p = 0.77 (resp. p = 0.87, p = 0.92). First (resp. second, third) column: q = 0.5 (resp.
q = 0.7, q = 0.9).

Proposition 2.15 ([2, 9]). For q ∈ [0, 1] and a = 2p− 1 > 1
2 , the ERW asymptotic satisfies

Lq = C1

Z(q)
1 +

∞∑
j=2

(
βτj
)a
Zj

 a.s. (2.16)

where

• C1 is a Mittag-Leffler random variable with parameter a;

• Z
(q)
1 has Rademacher distribution with parameter q;

• (Zj)j⩾2 are i.i.d. Rademacher variables with parameter 1/2;

• βk denote beta random variables with parameters (1, k − 1);

• τj − 1 are dependent negative binomial random variable with parameters (j − 1, 1− a),
such that τj = τj−1 + Gj and Gj has geometric distribution of parameter 1 − a and is
independent of τj−1;

• the random variables C1, Z
(q)
1 , (Zj)j⩾2, (βτj )j⩾2 are mutually independent.

18



Proof. The proof follows from compiling several results on the ERW and the cluster size
of random recursive trees (RRT) with Bernoulli bond percolation, see [9] for the explicit
construction and [8] for the definition of the ERW as a step-reinforced random walk. We give
here the main arguments, but leave the details to the reader. Let Tn be a RRT of size n, and
denote by Ti the subtree of Tn rooted at i after Bernoulli bond percolation (each edge is kept
with probability a). In particular, we have a forest after percolation. It is known from [2,
Lem. 3.3], see also [9, Lem. 4 and Lem. 5], that

lim
n→∞

n−a#
{
j ⩽ n : j ∈ T1

}
= C1 a.s.,

where C1 has a Mittag-Leffler distribution with parameter a. More generally, for i ⩾ 1,

lim
n→∞

n−a#
{
j ⩽ n : j ∈ Ti

}
= Ci > 0 a.s.,

where Ci has the same law as (βi)
a · C1, βi denotes a beta variable with parameter (1, i− 1)

and is further independent of C1.
Hereafter, we use the connection with the ERW to write [32, 9]

Sn =
∞∑
j=1

|cn(τj)|Zj , (2.17)

where

• Z1 ∼ R(q), (Zj)j⩾2 is a sequence of i.i.d. random variables with R(1/2)-distribution;

• cn(j) = #
{
j ⩽ n : j ∈ Ti

}
is the cluster rooted at j of the RRT associated with the

ERW after percolation;

• (τj−1)j⩾1 are dependent negative binomial random variables with respective parameters
(j−1, 1−a), such that τj = τj−1+Gj , where Gj has geometric distribution of parameter
1− a and is independent of τj−1.

The (τj)j⩾1 are here to ensure that we do not count more than once the steps of the ERW
(i.e., that we are looking that the roots of the trees after percolation or at the j-th tree of the
forest). Gathering all of the above, we find that when a > 1/2 both Sn/n

a and |cn(τj)|/na
converge (for all j) and the result is proved.

An application of the previous result is that the cluster decomposition (2.16) allows us to
obtain a new proof of the recursion for the moments obtained in Theorem 1.4. More precisely:

Corollary 2.16. We consider a random variable of the form C1Y , with C1 a Mittag-Leffler
random variable with parameter a and Y an arbitrary random variable independent of C1,
such that C1Y has finite exponential moments on a neighborhood of 0. Then C1Y satisfies the
fixed-point equation (1.5) if and only if the moments mk = E[Y k] of Y satisfy the recursive
equation (1.7) for some m1 ∈ R.

Proof. The distribution of the Mittag-Leffler random variable C1 is characterized by its
moment-generating function, given by

E[etC1 ] =
∑
k⩾0

tk

Γ(ka+ 1)
.
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Then by independence between C1 and Y , we have

E[etC1Y ] = E[E[etY C1 |Y ]] =
∑
k⩾0

tk

Γ(ka+ 1)
E[Y k].

If the sequence (mk)k⩾2 with mk = E[Y k] satisfies the recursive equation (1.7), for some
m1 ∈ R, by tracing back the proof of Theorem 1.4, we deduce that

E[etC1Y ] = E
[
e
t
(
V aC

(1)
1 Y (1)+(2ξp−1)(1−V )aC

(2)
1 Y (2)

)]
,

where V is a uniform random variable on [0, 1], ξp a Bernoulli variable with parameter p, and

C
(1)
1 Y (1) are C

(2)
1 Y (2) are copies of C1Y , all the variables being independent. Consequently,

C1Y is a solution of the fixed-point equation

C1Y
L
= V aC

(1)
1 Y (1) + (2ζp − 1)(1− V )aC

(2)
1 Y (2)

with E[C1Y ] = m1
Γ(a+1) . The reciprocal is exactly the proof of Theorem 1.4.

3 The multidimensional Elephant random walk

3.1 Definition and first properties of the process

Let d ⩾ 1. All vectors w = (wj)1⩽j⩽d in this section are seen as column vectors. For vectors
w,w′ ∈ Rd, wT stands for the transpose vector of w, ⟨w,w′⟩ denotes the scalar product and
∥w∥ is the Euclidean norm.

The multidimensional ERW (MERW) (Sn)n⩾0 on Zd is defined as follows. Let (ei)1⩽i⩽d be
the canonical basis of Rd. At time zero, S0 = 0 and at time n = 1, the elephant moves in one
of the 2d directions (±ei)1⩽i⩽d according to a probability vector q = (q1, . . . , q2d), meaning
that

P(S1 = ek) = q2k−1 and P(S1 = −ek) = q2k, ∀k ∈ {1, . . . , d}. (3.1)

Afterwards, at time n+1 ⩾ 2, the elephant chooses uniformly at random an integer k among
the previous times 1, . . . , n. Then, it repeats exactly its k-th step with probability p, or it
moves uniformly in one of the 2d − 1 remaining directions, i.e., with the same probability
1−p
2d−1 , where the parameter p stands for the memory parameter of the MERW. The position
of the elephant at time n+ 1 is given by

Sn+1 = Sn +Xn+1,

with Xn+1 being defined as the step of this random walk at time n+ 1, and satisfying

Xn+1 = An+1XU(n).

Here U(n) is a uniform variable on {1, . . . , n}, and (An)n⩾1 represents a sequence of i.i.d.
random matrices, independent of U(n), given by

P(An = +Id) = p,

and, for k ∈ {1, . . . , d− 1},

P(An = −Id) = P(An = +(Jd)
k) = P(An = −(Jd)

k) =
1− p

2d− 1
,
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where Id is the identity matrix of dimension d and the matrix Jd := [e2, . . . , ed, e1]. We
observe that (Jd)

d = Id.
Define in this section

a :=
2dp− 1

2d− 1
. (3.2)

In the superdiffusive regime (characterized, as we shall see below, by a ∈
(
1
2 , 1
)
), Bercu and

Laulin proved the convergence of the normalized MERW.

Theorem 3.1 (Theorem 3.7 in [6]). Let (Sn)n⩾0 be the d-dimensional ERW with memory
parameter p ∈ [0, 1] and initial probability vector q ∈ [0, 1]2d as in (3.1). When a > 1/2, there
exists a non-degenerate random vector L in Rd such that

lim
n→∞

Sn

na
= L a.s. (3.3)

We now give some properties of the random vector L. From [6, Rem. 3.5] giving the first
moments of the MERW, we deduce the following lemma. Notice that we recover the result of
[6, Thm 3.8] in the case q is the uniform distribution on the 2d directions.

Lemma 3.2. Under the same hypotheses as in Theorem 3.1, the limit L in (3.3) satisfies

E[L] =
1

Γ(a+ 1)


q1 − q2
q3 − q4

...
q2d−1 − q2d

 ,

E
[
LLT

]
=

1

Γ(2a+ 1)
D +

1− a

da(2a− 1)Γ(2a)
Id,

where D is the diagonal matrix D = diag(q1 + q2, q3 + q4, . . . , q2d−1 + q2d).

Proof. When the first step probability vector q is (1, 0, . . . , 0), Remark 3.5 in [6] states that

E[L] =
1

Γ(a+ 1)
e1,

E
[
LLT

]
=

1

Γ(2a+ 1)

(
e1e

T
1 − 1

d
Id

)
+

1

d(2a− 1)Γ(2a)
Id

=
1

Γ(2a+ 1)
e1e

T
1 +

1− a

da(2a− 1)Γ(2a)
Id.

We have similar results when q satisfies qk = 1 and qi = 0 for i ̸= k, for any k ∈ {1, . . . , 2d}.
Let us now consider a general distribution q = (q1, . . . , q2d) for the first step. The limit L
starting from the probability vector q can be written as the mixture of random vectors

L =

2d∑
k=1

L(k)1qk−1⩽U<qk , (3.4)

where L(k) the limit of the MERW starting from a first step in the direction (−1)k−1e⌊ k−1
2

⌋+1,

U an independent uniform variable on [0, 1], q0 = 0 and qk =
∑k

i=1 qi. Since

E
[
L(k)

]
=

(−1)k−1

Γ(a+ 1)
e⌊ k−1

2
⌋+1

E
[
L(k)L

T
(k)

]
=

1

Γ(2a+ 1)
e⌊ k−1

2
⌋+1e

T
⌊ k−1

2
⌋+1

+
1− a

da(2a− 1)Γ(2a)
Id,

the conclusion follows.
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Let Z
(q)
1 be a random variable with distribution q on the 2d directions (±ei)1⩽i⩽d and

(Zj)j⩾2 be a sequence of i.i.d. random variables with uniform distribution on the directions,

independent of Z
(q)
1 . As in dimension 1 (see Proposition 2.15), the superdiffusive limit L of

MERW can be written

L = C1

Z
(q)
1 +

∞∑
j=2

(βτj )
aZj

, (3.5)

where the variables C1 and βτj are defined in Proposition 2.15 and are independent of Z
(q)
1

and (Zj)j⩾2.
The following lemma shows that the coordinates of the vector L are not independent, even

though its covariance matrix is diagonal by Lemma 3.2. As an important consequence for
us, in order to prove that the vector L has a density it is not sufficient to show that each
coordinate has a density.

Lemma 3.3. We assume that q is the uniform distribution on the 2d directions and a > 1
2 .

Then the coordinates of L = (Li)1⩽i⩽d have the same distribution and

d∑
i=1

Li = C1

∞∑
j=1

(βτj )
aζj

L
= L1/2,

where

• C1 and (βτj )j⩾1 are defined as in Proposition 2.15;

• (ζj)j⩾1 are i.i.d. Rademacher R(1/2) random variables, independent of the above vari-
ables;

• L1/2 is the asymptotic variable in dimension 1 of ERW with first step probability 1/2.

Proof. When q is the uniform distribution, for each j ⩾ 1, the random vectors Zj in (3.5)
can be written Zj = ζjMj , where ζj is a Rademacher R(1/2) random variable and Mj is a
multinomial M(1, ( 1

2d , . . . ,
1
2d)) random vector of Rd, with ζj and Mj independent.

We easily deduce that each coordinates of L have the same distribution. Moreover, the
sum of the coordinates of each Mj being equal to 1, the lemma is proved.

We deduce from this lemma that the coordinates of L are not independent. Indeed, when
d = 2, for each j we have Zj = ζj(Bj , 1 − Bj)

T , where ζj is a Rademacher R(1/2) random
variable, Bj a Bernoulli B(1/2) random variable, and both are independent. Consequently,
for d = 2 and q = (1/4, 1/4, 1/4, 1/4),

L = C1

∞∑
j=1

(βτj )
aζj

(
Bj

1−Bj

)
L
=

(
R

L1/2 −R

)
,

where L1/2 is the limiting random variable in dimension 1 and R =
∑∞

j=1(βτj )
aζjBj is a priori

not independent of L1/2.

3.2 Urn process associated to the MERW

We now work with the space R2d endowed with the canonical basis (ei)1⩽i⩽2d. Similarly as in
the dimension 1 case, we associate to the MERW a Pólya-type urn process U = (U(n))n⩾0
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with 2d different colors (representing the 2d possible directions of the MERW), with the
following replacement matrix:

A =

{
I2d with probability p,

(J2d)
k with probability 1−p

2d−1 for each k ∈ {1, . . . , 2d− 1},
(3.6)

where I2d is the identity matrix in dimension 2d and the matrix J2d := [e2, e3, . . . , e2d, e1], see
[7]. We remark that (J2d)

2d = I2d and

E[A] = pI +
1− p

2d− 1


0 1 1 . . . 1
1 0 1 . . . 1

1 1
. . .

. . .
...

...
...

. . .
. . . 1

1 1 . . . 1 0

 .

The matrix E[A] is diagonalizable and admits the eigenvalues

λ1 = 1, λ2 = λ3 = . . . = λ2d =
2dp− 1

2d− 1
,

with respective unit eigenvectors v1 = 1
2d

∑2d
i=1 ei, v2 = 1

2(e1 − e2), v3 = 1
2(e1 − e3), up to

v2d = 1
2(e1 − e2d). The following result may be found in Theorems 3.9, 3.24 and 3.26 of [30].

Theorem 3.4 ([30]). Let a = 2dp−1
2d−1 . We assume a > 1/2. Assume further that U(0) = ek

for some k ∈ {1, . . . , 2d}, i.e., the urn process starts from a unique ball of color k. Then we
have

lim
n→∞

U(n)− nv1

na
=

2d∑
i=2

Wi(ek)vi a.s., (3.7)

where Wi(ek) are real-valued random variables depending on k.
Moreover, the expectation of Y(k) :=

∑2d
i=2Wi(ek)vi is given by

E[Y(k)] =
1

Γ(a+ 1)
(ek − v1). (3.8)

We denote by U(k) the urn process starting from one ball of the k-th color. We adapt the
idea used for an urn with two colors and divide the tree structure at time 1 into two subtrees:
the first starting from a node of color k, and the second starting from a node with color k with
probability p, or from another color (randomly chosen) with probability 1− p. For i ∈ {1, 2},
n ⩾ 1, Di(n) denotes the number of leaves at time n of the i-th subtree. We recall that these
numbers represent the time inside each subtree. Following the ideas of Section 2.2, we deduce
the lemma below.

Lemma 3.5. For any n ⩾ 1,

U(k)(n)
L
= U

(1)
(k)(D1(n)− 1) +

2d∑
j=1

ζj,(k)U
(2)
(j)(D2(n)− 1), (3.9)

where ζ(k) =
(
ζj,(k)

)
1⩽j⩽2d

denotes a random vector such that ζ(k) = ek with probability p and

ζ(k) = ek′ with probability 1−p
2d , for each k′ ̸= k.
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Using the above almost sure convergence (2.4) and Theorem 3.4, this leads to the system
of equations

Y(k)
L
= V aY

(1)
(k) + (1− V )a

2d∑
j=1

ζj,(k)Y
(2)
(j) , k ∈ {1, . . . , 2d}, (3.10)

where Y(k) is the limit vector of the urn process started with one ball of the k-th color. In

Equation (3.10), V is a uniform random variable on the segment [0, 1], Y
(1)
(k) and Y

(2)
(k) are

copies of Y(k), and all random variables are independent.

3.3 Link between the asymptotics of the urn process and the MERW

We consider the urn process U defined as above, starting from U(0) chosen according to a
probability vector q. We can easily check that the d-dimensional process (Sn)n⩾0 defined for
all n ⩾ 1 by 

S1,n = U1(n)− U2(n) = 2vT
2 Un,

S2,n = U3(n)− U4(n) = 2(v4 − v3)
TUn,

...
...

Sd,n = U2d−1(n)− U2d(n) = 2(v2d − v2d−1)
TUn,

is a MERW with memory parameter p and initial distribution q.
We denote by L(k) the asymptotics of the MERWwhen the first step is in the k-th direction.

When the initial distribution is given by a general probability vector q, the asymptotics L of
the MERW can be written as a discrete mixture of

(
L(1), . . . ,L(2d)

)
, see (3.4).

The almost sure convergences (3.3) and (3.7) imply

L(k) = lim
n→∞

1

na
Sn = lim

n→∞

1

na


U1(n)− U2(n)
U3(n)− U4(n)

...
U2d−1(n)− U2d(n)

 =


Y1,(k) − Y2,(k)
Y3,(k) − Y4,(k)

...
Y2d−1,(k) − Y2d,(k)



=


W2(ek) +

1
2

∑2d
k=3Wk(ek)

W4(ek)−W3(ek)
2
...

W2d(ek)−W2d−1(ek)
2

 =



1 1
2

1
2

1
2 · · · · · · 1

2

0 −1
2

1
2 0 0 . . . 0

0 0 0 −1
2

1
2

. . .
...

...
. . .

. . .
. . . 0

0 · · · · · · · · · 0 −1
2

1
2


W(ek) a.s.

(3.11)

We notice that this last matrix of size d × (2d − 1) is of rank d. Thus, if we prove that
W := (W2, . . . ,W2d) has a smooth positive density function on R2d−1, as what we have done
in dimension 1, we will immediately deduce that the distribution of L admits a smooth positive
density function on Rd. Consequently, we will focus our study on the random vectors W.

3.4 Uniqueness and fixed-point equations in high dimension

We first study the system (3.10) of fixed-point equations satisfied by the limit process, and
in Proposition 3.6 we prove existence and uniqueness of the associated solution in the space
of random vectors with a finite second-order moment and a given expectation. Then in
Proposition 3.7 we derive a second fixed-point equation, which will be the key-point for
studying the distribution of the limit process.
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Existence and uniqueness of the solution to the system (3.10)

Equation (3.10) ensures that, for all j, k ∈ {1, . . . , 2d}

Yj,(k) = V aY
(1)
j,(k) + (1− V )a

2d−1∑
i=1

Ai,jY
(2)
j,(i), (3.12)

where A = (Ai,j) has the same law as the random replacement matrix (3.6) of the urn process
and Yj,(k) is the j-th coordinate of the limiting vector Y(k) starting with one ball of the k-th
color. Hence, for Yj :=

(
Yj,(k)

)
1⩽k⩽2d

,

Yj = V aYj,(1) + (1− V )aAYj,(2), (3.13)

with Yj,(1) and Yj,(2) independent copies of Yj , and the above holds jointly for all j ∈
{1, . . . , 2d} with the same V and A.

Proposition 3.6. Let a ∈ (1/2, 1). Given m = (m2, . . . ,m2d) ∈ R2d−1, we define P2(m) as
the space of probability measures on R2d with finite second-order moment and such that for
all µ ∈ P2(m), ∫

R2d

xµ(dx) =
2d∑
i=2

mivi.

Then there exists a unique solution in P2(m) to the fixed-point equation (3.13), for all j ∈
{1, . . . , 2d}.

Thanks to the convergence Theorem 3.4, we know that there is a (not necessarily unique)
solution to (3.10) when a > 1/2, and its expectation is given by (3.8).

Proof. As in the proof of Theorem 1.2, we consider the Wasserstein distance dW on P2(m).
Then we define

H : P2(m) −→ P2(m)

µ 7−→ L
(
V aY(1) + (1− V )aAY(2)

)
,

where Y(1),Y(2) have law µ, V is a uniform random variable on [0, 1], the random matrix
A is the same matrix (3.6) as in the urn process, and all the variables are independent from
each other. As E[V a] = 1

1+a , and for all i ∈ {2, . . . , 2d}, E[A]vi = avi, we easily deduce that
for all µ ∈ P2(m), H(µ) ∈ P2(m).

We now show thatH is Lipschitz-continuous for the Wasserstein metric. Let µ, ν ∈ P2(m),
and

(
Y(1), Ỹ(1)

)
and

(
Y(2), Ỹ(2)

)
two independent couples with marginal distributions (µ, ν).

We then compute

dW(Hµ,Hν)2

⩽ E
[∥∥∥V a(Y(1) − Ỹ(1)) + (1− V )aA(Y(2) − Ỹ(2))

∥∥∥2]
⩽ E[V 2a]E

[∥∥∥Y(1) − Ỹ(1)
∥∥∥2]+ E[(1− V )2a]E

[∥∥∥A(Y(2) − Ỹ(2)
)∥∥∥2]

⩽
2

1 + 2a
E
[∥∥∥Y(1) − Ỹ(1)

∥∥∥2],
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because ∥AY∥ = ∥Y∥ for all Y ∈ R2d. Consequently, taking the infimum over all couples(
Y(1), Ỹ(1)

)
with marginal distributions (µ, ν), we deduce

dW(Hµ,Hν) ⩽

√
2

1 + 2a
dW(µ, ν)

and H is a contraction. The conclusion follows.

Equation (3.13) is not a fully convenient (fixed-point) equation to study the distributions
of W and L, as we cannot easily relate Yj to the L(k)’s. Besides, for any k ⩾ 1, by definition
of Y(k) in Theorem 3.4 and by definition of the eigenvectors (vi)1⩽i⩽2d, we easily observe that

2Y(k) =

(
2d∑
i=2

Wi(ek)

)
e1 −

2d∑
i=2

Wi(ek) ei. (3.14)

The support of Y(k) is thus included in the hyperplane
{
x ∈ R2d :

∑2d
i=1 xi = 0

}
, and Y(k)

cannot have a density with respect to the Lebesgue measure on R2d. However, the fixed-point
equation (3.13) will be useful to study the moments of Y and L in Section 3.8.

In the next paragraph, we introduce another fixed-point equation, which will be the key-
point to show that W and L have a positive density with respect to the Lebesgue measure.

A second fixed-point equation in high dimension

We now focus on the study on U(1) =
(
U(1)(n)

)
n⩾0

, i.e., the urn process starting from a

unique ball of color 1: U(1)(0) = e1. The other cases are similar by symmetry of the model.
Indeed, we notice that the urn process starting from a unique ball of any color k ∈ {1, . . . , 2d}
is equal to (

(J2d)
k−1U(1)(n)

)
n⩾0

.

More generally, for i, k ∈ {1, . . . , 2d}, we have U(i)(n) = J i−k
2d U(k)(n). For clarity of the

proofs, we will omit the subscript in the sequel, and we will denote U := U(1), Y := Y(1),
and for i ∈ {2, . . . , 2d}, Wi :=Wi(e1).

We notice that Equation (3.10) leads to

Y
L
= V aY(1) + (1− V )a

2d∑
j=1

ζjJ
j−1Y(2), (3.15)

whereY is the limit vector of the urn process started with one ball of color 1 (see Theorem 3.4),
and ζ := ζ(1) is defined in Lemma 3.5.

We now give a useful fixed-point equation in dimension 2d− 1. Define K as the following
variant of a companion matrix of dimension (2d− 1)× (2d− 1):

K =


−1 −1 · · · · · · −1
1 0 · · · · · · 0

0
. . .

. . .
...

...
. . .

. . .
. . .

...
0 · · · 0 1 0

 . (3.16)

Observe that K is a cyclic matrix: K2d = I2d−1.
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Proposition 3.7. The limit vector W = (W2, . . . ,W2d) ∈ R2d−1, defined in Theorem 3.4 for
U(0) = e1, satisfies the fixed-point equation

W
L
= V aW(1) + (1− V )aBW(2), (3.17)

where

• V denotes a uniform random variable on [0, 1];

• W(1) and W(2) are copies of W;

• B is a random matrix equal to B = Kk with probability pk for each k ∈ {0, . . . , 2d− 1},
where p0 = p and p1 = . . . = p2d−1 =

1−p
2d−1 ;

• all the variables V , W(1), W(2) and B are assumed independent.

Proof. By (3.14), we note that W = (W2, . . . ,W2d) = −2(Y2, . . . , Y2d). Then, we deduce from
(3.15) that W satisfies the following fixed-point equation

W
L
= V aW(1) + (1− V )aW̃(2),

where W̃(2) is the random vector

W̃(2) =


(ζ1 − ζ2)W

(2)
2 + (ζ3 − ζ2)W

(2)
2d + · · · + (ζ2d − ζ2)W3

(ζ1 − ζ3)W
(2)
3 + (ζ2 − ζ3)W

(2)
2 + · · · + (ζ2d − ζ3)W

(2)
4

...
...

...

(ζ1 − ζ2d)W
(2)
2d + (ζ2 − ζ2d)W

(2)
2d−1 + · · · + (ζ2d−1 − ζ2d)W

(2)
2



=


ζ1 − ζ2 ζ2d − ζ2 . . . ζ4 − ζ2 ζ3 − ζ2
ζ2 − ζ3 ζ1 − ζ3 . . . ζ5 − ζ3 ζ4 − ζ3

...
...

ζ2d−1 − ζ2d ζ2d−2 − ζ2d . . . ζ2 − ζ2d ζ1 − ζ2d

W(2).

The conclusion follows by computing the distribution of latest matrix from the distribution
of ζ = ζ(1), defined in Lemma 3.5.

3.5 Existence of a density for W

In this section, we assume that
Supp(W) = R2d−1. (3.18)

The support will be carefully studied in Section 3.6. We follow the same scheme of proof as in
dimension 1. Consequently, our aim is to study the integrability of the characteristic function
of W, defined on R2d−1 by

φW(t) := E
[
ei⟨t,W⟩

]
.

Theorem 3.8. Assuming (3.18), let W be a non-zero solution of (3.17) with a general
probability vector (pk)0⩽k⩽2d−1 satisfying pk > 0, for all k ∈ {0, . . . , 2d− 1}. Then

• for any k ⩾ 1, there exists C > 0 such that for any t ∈ R2d−1,

|φW(t)| ⩽ C

∥t∥k/a
; (3.19)
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• the distribution of W has a bounded smooth density function with respect to the Lebesgue
measure on R2d−1.

To prove Theorem 3.8, we adapt the arguments of the proof of Theorem 2.5 to a higher
dimension. The proof is divided in three different lemmas.

Lemma 3.9. Let W be a solution of the fixed-point equation (3.17) satisfying the assumptions
of Theorem 3.8. Its characteristic function satisfies |φW(t)| < 1 for all non-zero t ∈ R2d−1.

Proof. Using our assumption (3.18) on the support of W, we remark that for t0 ̸= 0,
Supp(⟨t0,W⟩) = R. Consequently, the proof is exactly the same as in dimension 1 (see
Step 1 in the proof of Theorem 2.5).

Lemma 3.10. Let W be a solution of the fixed-point equation (3.17) satisfying the assump-
tions of Theorem 3.8. Then lim∥t∥→∞ φW(t) = 0.

Proof. Let t ∈ R2d−1. By (3.17) and by conditioning on V , we remark that

φW(t) = p0E[φW(V at)φW((1− V )at)] +
2d−1∑
k=1

pkE[φW(V at)φKkW((1− V )at)]. (3.20)

Consequently,

|φW(t)| ⩽ p0E[|φW(tV a)||φW(t(1− V )a)|] + (1− p0)E[|φW(tV a)|].

We conclude as in dimension 1 (Step 2 in the proof of Theorem 2.5), that

lim sup
∥t∥→∞

|φW(t)| ∈ {0, 1}. (3.21)

We now prove the result by contradiction, assuming that the above limit (3.21) is 1. The
difficulty is thatK is not an isometric matrix (∥Kw∥ ≠ ∥w∥), however it satisfiesK2d = I2d−1.

Adapting Step 3 in the proof of Theorem 2.5 in dimension 1, and the idea used in the
proof of [10, Thm 7.1], we introduce the function ψW defined for r ⩾ 0 by

ψW(r) := max
∥t∥=r

max
k∈{0,...,2d−1}

|φKkW(t)| = max
∥t∥=r

max
k∈{0,...,2d−1}

∣∣∣∣φW

((
Kk
)T
t

)∣∣∣∣.
By continuity of the function |φW|, compactness of the subset {t ∈ R2d−1 : ∥t∥ = r}, invert-
ibility of K and Lemma 3.9, we deduce that ψW(0) = 1 and ψW(r) < 1 for all r > 0.

By assumption of the proof by contradiction, lim supr→∞ ψW(r) = 1. The function ψW is
continuous with ψW(0) = 1, and for all r > 0, ψW(r) < 1. Let r0 > 0 be fixed and ε > 0 such
that ψW(r0) < 1− ε. By the intermediate value theorem, there exists (r1, r2) = (r1(ε), r2(ε))
such that 0 < r1 < r0 < r2 and

ψW(r1) = ψW(r2) = 1− ε and ψW(r) ⩽ 1− ε, ∀r ∈ (r1, r2).

Moreover, taking a sequence (εn)n⩾0 converging to 0, we deduce by Lemma 3.9 that 0 is the
unique accumulation point of r1(εn). Then limε→0 r1(ε) = 0.

Since V ∈ (0, 1) a.s., we deduce from (3.17) and K2d = I2d−1 that for ∥t∥ = r, k ∈
{0, . . . , 2d− 1},

|φKkW(t)| ⩽ E[ψW(rV a)ψW(r(1− V )a)].

Then
ψW(r) ⩽ E[ψW(rV a)ψW(r(1− V )a)]. (3.22)
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Introducing ϕn(r) = ψW(rV a
1 · · ·V a

n ) with (V1, . . . , Vn) i.i.d. copies of V , we obtain by induc-
tion

ψW(r) ⩽ E[ψW(rV a)] ⩽ ϕn(r).

The remainder of the proof is exactly as in Step 3 of the proof of Theorem 2.5. We then
conclude by contradiction that the limit (3.21) should be 0.

Lemma 3.11. Let W be a solution of the fixed-point equation (3.17) satisfying the assump-
tions of Theorem 3.8. Then for all k ⩾ 1, there exists a constant C > 0 such that for all
non-zero t ∈ R2d−1, (3.19) holds.

Proof. Let ε ∈ (0, 1) and Tε > 0 such that maxk∈{0,...,2d−1}

∣∣∣φW

((
Kk
)T
t
)∣∣∣ ⩽ ε as soon as

∥t∥ ⩾ Tε. The existence (finiteness) of Tε is guaranteed by Lemma 3.10. We have from
Equation (3.20) that for any non-zero t,

|φW(t)| ⩽ εE[|φW(tV a)|] + P((1− V )a∥t∥ ⩽ Tε)

⩽ εE[|φW(tV a)|] +
(
Tε
∥t∥

)1/a

.

The conclusion follows using the same arguments as in the proof of Theorem 2.5 (Step 4).

Proof of Theorem 3.8. The first point is proved in Lemma 3.11, and choosing k such that
k/a > 2d − 1, we deduce that φW is integrable on R2d−1. By Fourier inversion theorem,
we deduce that the random vector W has a bounded density with respect to the Lebesgue
measure on R2d−1. Then, since k ⩾ 1 may be chosen arbitrarily large, we obtain that the
density is smooth on R2d−1.

3.6 Support of the urn limit

The aim of this section is to prove that the support of the process W, defined in Theorem 3.4,
is R2d−1. The study of the support is not difficult for d = 2, but as we will see it is more
challenging for a general dimension d. Consequently, we first show the result in dimension 2.
Then we explain how we can study this support for any dimension d ⩾ 1, but give a complete
proof only in the case d = 3.

Support of the urn limit when d = 2 We are interested in studying non-null solutions
of the fixed-point equation (3.17), with d = 2 and

K =

−1 −1 −1
1 0 0
0 1 0

 (see (3.16))

for a general probability vector (pk)0⩽k⩽3, and then in our specific case (see Proposition 3.7)

(p0, p1, p2, p3) = (p, 1−p
3 , 1−p

3 , 1−p
3 ), with p = 3a+1

4 . (3.23)

Proposition 3.12. Let a ∈ (1/2, 1) and W be a non-null solution of the fixed-point equation
(3.17) with a general probability vector (pk)0⩽k⩽3 with positive coordinates.

1. The support of W is either Span{(1,−1, 1)}, or Span{(1, 0,−1), (0, 1, 0)}, or R3.

2. In our specific case (3.23), when W is the limit (3.7) of the urn process starting from
U(0) = e1, then Supp(W) = R3 and W has a smooth bounded density on R3.
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Proof. Let w ∈ Supp(W) with w ̸= 0. Then by Equation (3.17), since P(B = I3) > 0,
taw + (1 − t)aw ∈ Supp(W) for any t ∈ [0, 1]. We deduce that Supp(W) is not a singleton
(a ̸= 1). Since P(B = Kk) > 0 for k ∈ {1, 2, 3}, we also have Kw,K2w,K3w ∈ Supp(W).
We remark that if w = (x, y, z), then the determinant

det
(
w,Kw,K2w

)
= (x+ z)

(
(x+ y)2 + (y + z)2

)
. (3.24)

We now examine three cases. If first w ∈ Span{(1,−1, 1)}, then Kw = −w. Using similar
arguments as in dimension 1, we deduce that

Span{w} = Span{(1,−1, 1)} ⊂ Supp(W).

We also note that K(Span{(1,−1, 1)}) = Span{(1,−1, 1)}, which implies that Supp(W) =
Span{(1,−1, 1)} is possible.

If now w ∈ Span{(1, 0,−1), (0, 1, 0)}, then K2w = −w. We deduce

Span{w,Kw} = Span{(1, 0,−1), (0, 1, 0)} ⊂ Supp(W).

We note that K(Span{(1, 0,−1), (0, 1, 0)}) = Span{(1, 0,−1), (0, 1, 0)}, and then Supp(W) =
Span{(1, 0,−1), (0, 1, 0)} is also possible.

If finally w /∈ Span{(1,−1, 1)} and w /∈ Span{(1, 0,−1), (0, 1, 0)}, then w,Kw,K2w are
linearly independent by (3.24). By (3.17), for every v,v′ ∈

{
w,Kw,K2w

}
and all t ∈ [0, 1],

tav + (1 − t)av′ ∈ Supp(W). Then, as in dimension 1, we deduce [v,v′] ⊂ Supp(W) and
21−av ∈ Supp(W) (taking t = 1/2). We obtain that

Span+{w,Kw,K2w} :=

{
2∑

k=0

λkK
kw : λk ∈ R+

}
⊂ Supp(W).

Moreover, we observe that w + Kw and Kw + K2w belong to Span{(1, 0,−1), (0, 1, 0)},
then K2w + K3w = −(w + Kw) and K3w + w = −(Kw + K2w). We deduce that
−w,−Kw,−K2w ∈ Supp(W), and consequently

Span{w,Kw,K2w} = R3 = Supp(W).

The first result of the proposition is proved.
Let us now consider the specific case of the asymptotic urn process starting from U(0) =

e1. By Theorem 3.4, we have E[W] = −1
4Γ(a+1)(1, 1, 1)

T , which means that all coordinates of
W have the same expectation. We easily deduce that, under this condition, the only possible
support for W is Supp(W) = R3. We conclude by Theorem 3.8.

Support of W for a general dimension d ⩾ 1 As in the case d = 2, the support of a
general non-null solution W of the fixed-point equation (3.17) is not unique (we exclude the
case W = 0 a.s.).

Let w ∈ Supp(W) with w ̸= 0. If w is such that its determinant

det(w,Kw, . . . ,K2d−2w) (3.25)

is non-zero, then using the same proof as in dimension 2 (see Proposition 3.12), we deduce that
Supp(W) = R2d−1. We thus want to identify all vectors w ∈ R2d−1 which have the property
that the determinant (3.25) is (non-)zero. To that purpose, it is convenient to introduce the
Krylov space Span{w,Kw, . . . ,K2d−2w} generated by w (see e.g. [13]). Let us mention that
for all ℓ ∈ {0, . . . , 2d− 1},

Span{(Kjw)0⩽j⩽2d−1,j ̸=ℓ} = Span{w,Kw, . . . ,K2d−2w},

since K2d = I2d−1.

30



Proposition 3.13. For w = (w1, . . . , w2d−1) ∈ R2d−1, the determinant (3.25) is zero if and
only if at least one of the following linear equations is satisfied

2d−1∑
k=1

wk(e
i kjπ

d − 1) = 0,

with j ∈ {1, . . . , 2d− 1}. The codimension of Span{w,Kw, . . . ,K2d−2w} is exactly the num-
ber of the above equations satisfied.

Proof. Let (fi)1⩽i⩽2d−1 be the canonical basis of R2d−1. We first prove that for w = f1, the
determinant (3.25) is non-zero. To that aim, we study the matrix K in (3.16). We have
w = f1 and for ℓ ∈ {1, . . . , 2d− 2}, Kℓf1 = −fℓ + fℓ+1. As a consequence

Span{f1,Kf1, . . . ,K
2d−2f1} = R2d−1,

which proves our claim about (3.25) being non-zero for w = f1.
As a second step, we give a formula for the determinant (3.25). The matrix K satisfies

K2d = I2d−1. It is easy to see that 1 is not an eigenvalue of K. The eigenvalues in C of K
are ηk = ηk with η = eiπ/d. Solving Kz = ηkz, we obtain the respective eigenvectors, which
are given by

zk =
(
η−k, η−2k, . . . , η−(2d−1)k

)T ∈ C2d−1,

for k ∈ {1, . . . , 2d− 1}. When taking k = d, we observe that −1 is an eigenvalue with
associated eigenvector zd = (−1, 1,−1, . . . , 1,−1). It is the unique real eigenvalue of K. We
introduce the matrix P = (z1, . . . , z2d−1), and for w ∈ R2d−1, we define

u := P−1w = (u1, . . . , u2d−1). (3.26)

As K = Pdiag(η, η2, . . . , η2d−1)P−1, we deduce that

det(w,Kw, . . . ,K2d−2w) = det(P ) det

((
η(i−1)(k−1)

)
1⩽i,k⩽2d−1

) 2d−1∏
j=1

uj .

Our previous computation with w = f1 shows that the second determinant in the right-hand
side of the above identity is non-zero (this could also be seen using a direct computation).
Accordingly, the determinant (3.25) is zero if and only if there exists j such that uj = 0.
Moreover, we have

dim
(
Span{w,Kw, . . . ,K2d−2w}

)
= card{j : uj ̸= 0}.

We now express the matrix P−1, as it gives an explicit relation between u and w, see
(3.26). More precisely, we show that

P−1 =
1

2d

 zT1 − 1
...

zT2d−1 − 1

 . (3.27)

By definition of P , we have

w = Pu =

2d−1∑
j=1

ujzj . (3.28)
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Moreover, for all k, ℓ ∈ {1, . . . , 2d− 1},

⟨zk, zℓ⟩ =
2d−1∑
j=1

zj,kzj,ℓ =
2d−1∑
j=1

ηj(k−ℓ) = ηk−ℓ 1− η(2d−1)(k−ℓ)

1− ηk−ℓ
=

{
−1 if k ̸= ℓ,

2d− 1 is k = ℓ,

because η2d(k−ℓ) = 1. We deduce from (3.28) that

⟨zk,w⟩ =
2d−1∑
j=1

uj⟨zk, zj⟩ = −
2d−1∑
j=1

uj + 2duk (3.29)

and 〈
2d−1∑
k=1

zk,w

〉
=

2d−1∑
k=1

uk,

with
∑2d−1

k=1 zk = (−, 1, . . . ,−1)T . Then Equation (3.29) implies 2duk = ⟨zk,w⟩−
∑2d−1

j=1 wj =

(zk − 1)Tw and we obtain (3.27).
To conclude, we recall that for j < d, ηj = η2d−j , thus zj = z2d−j . Moreover, since

zd =
∑2d−1

k=1 (−1)kek, we have zd − 1 = −2
∑d

j=1 f2j−1. By definition (3.26) of u, we derive

• for j ∈ {1, . . . , d− 1}, uj = 0 ⇐⇒ u2d−j = 0 ⇐⇒
2d−1∑
k=1

wk(e
i kjπ

d − 1) = 0;

• ud = 0 ⇐⇒
∑d

j=1w2j−1 = 0.

The proposition is proved.

As a first consequence of Proposition 3.13, we recover the result proved in Proposition 3.12
on the support of the variable W in dimension 2.

Corollary 3.14. In dimension 2, discarding the case when W is zero, the only possibilities
for Supp(W) are Span{f1 − f2 + f3}, Span{f2, f1 − f3} and R3.

Proof. For d = 2, one has η = i and with (3.27) we obtain

P−1 =
1

4

−1 + i −2 −1− i
−2 0 −2

−1− i −2 −1 + i


Then using Proposition 3.13 (or directly (3.26)), we have

• u1 = 0 ⇐⇒ u3 = 0 ⇐⇒ w1 = −w2 = w3;

• u2 = 0 ⇐⇒ w1 = −w3.

More interestingly, Proposition 3.13 also allows us to describe the possible supports of W
in dimension three.

Corollary 3.15. In dimension d = 3, discarding the case when W is zero, Supp(W) is one
of the following vector spaces:

(i) Supp(W) = Span{f1 − f2 + f3 − f4 + f5};

(ii) Supp(W) = Span{f2 − f3 + f5,−f1 + f3 − f4};
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(iii) Supp(W) = Span{f2 + f3 − f5,−f1 + f3 + f4};

(iv) Supp(W) = Span{f3 − 2f4 + 2f5,−f1 + f4 − 2f5, 2f1 − f2 + f5};

(v) Supp(W) = Span{f3,−f1 + f4,−f2 + f5};

(vi) Supp(W) = Span{f2,−f1 + f3,−f2 + f4,−f3 + f5};

(vii) Supp(W) = R5.

Proof. If d = 3 then η = eiπ/3 and with (3.27)

P−1 =
1

6


eiπ/3 − 1 ei2π/3 − 1 −2 e−i2π/3 − 1 e−iπ/3 − 1

ei2π/3 − 1 e−2iπ/3 − 1 0 ei2π/3 − 1 e−i2π/3 − 1
−2 0 −2 0 −2

e−i2π/3 − 1 ei2π/3 − 1 0 e−i2π/3 − 1 ei2π/3 − 1

e−iπ/3 − 1 e−i2π/3 − 1 −2 e2π/3 − 1 eiπ/3 − 1

 .

We notice that

• u1 = 0 ⇐⇒ u5 = 0 ⇐⇒

w1 + 3w2 + 4w3 + 3w4 + w5 = 0 and w1 + w2 − w4 − w5 = 0

⇐⇒ w1 + w2 − w4 − w5 = 0 and w2 + 2w3 + 2w4 + w5 = 0;

• u2 = 0 ⇐⇒ u4 = 0 ⇐⇒

w1 + w2 + w4 + w5 = 0 and w1 − w2 + w4 − w5 = 0

⇐⇒ w1 + w4 = 0 = w2 + w5;

• u3 = 0 ⇐⇒ w1 + w3 + w5 = 0.

Accordingly, we obtain that the Krylov space generated by w may be of

• dimension 1, when only u1 = u2 = 0. Then w ∈ Span{f1 − f2 + f3 − f4 + f5}. We also
notice that K(f1 − f2 + f3 − f4 + f5) = −(f1 − f2 + f3 − f4 + f5). We obtain (i).

• dimension 2, when only u1 = u3 = 0 or u2 = u3 = 0. We observe that

{w ∈ R2d−1 : u1 = 0 = u3} = Span{f2 − f3 + f5,−f1 + f3 − f4} (case (ii))

and

{w ∈ R2d−1 : u2 = 0 = u3} = Span{f2 + f3 − f5,−f1 + f3 + f4} (case (iii)).

Moreover, we have

K(f2 − f3 + f5) = −f1 + f3 − f4, K2(f2 − f3 + f5) = −(f2 − f3 + f5)− (−f1 + f3 − f4),

and

K(f2 + f3 − f5) = −f1 + f3 + f4, K2(f2 + f3 − f5) = −f1 + f3 + f4 − (f2 + f3 − f5).
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• dimension 3, when only u1 = 0 or u2 = 0. We have

{w ∈ R2d−1 : u1 = 0} = Span{f3 − 2f4 + 2f5,−f1 + f4 − 2f5, 2f1 − f2 + f5} (case (iv)),

{w ∈ R2d−1 : u2 = 0} = Span{f3,−f1 + f4,−f2 + f5} (case (v)).

On one hand, we have

K(f3 − 2f4 + 2f5) = −f1 + f4 − 2f5,

K2(f3 − 2f4 + 2f5) = 2f1 − f2 + f5

K3(f3 − 2f4 + 2f5) = 2f1 + 2f2 − f3

= −(f3 − 2f4 + 2f5)− 2(−f1 + f4 − 2f5)− 2(2f1 − f2 + f5),

and in the other hand,

Kf3 = −f1 + f4, K2f3 = −f2 + f5, K3f3 = −f3.

• dimension 4, when only u3 = 0. We have

{w ∈ R2d−1 : u3 = 0} = Span{f2,−f1 + f3,−f2 + f4,−f3 + f5}

and Kf2 = −f1 + f3, K
2f2 = −f2 + f4, K

3f2 = −f3 + f5 and K4f2 = −f4 = −f2 −K2f2.
This corresponds to case (vi).

• dimension 5, when uj ̸= 0 for all j, and Supp(K) = R5 (case (vii)).

We now focus on d = 3.

Proposition 3.16. In dimension 3, by (3.2), we have a = 6p−1
5 . Assume that 1

2 < a < 1. The
process W of the urn limit for d = 3 starting from a ball of color 1, defined in Theorem 3.4,
has a smooth bounded density on R5, and its support is R5.

Proof. By Theorem 3.8, we only have to prove that Supp(W) = R5.
Let Y(1) ∈ R6 be the asymptotics of the urn process starting from a unique ball of color 1,

introduced in Theorem 3.4. We recall that Y(1) =
∑6

i=2Wivi with vi =
1
2(e1 − ei) for i ⩾ 2.

Then, by Equation (3.8),

E[Y(1)] =
1

2
E



W2 + . . .+W6

−W2
...

−W6


 =

−1

6Γ(a+ 1)


−5
1
...
1

 .

Let us consider all possible supports of W described in Corollary 3.15. Due to the fact that
E[W2] = . . . = E[W6], all cases happen to be impossible, except Case (vii). Indeed,

(i) Supp(W) = Span{f1 − f2 + f3 − f4 + f5} implies W2 = −W3, while we should have
E[W2] = E[W3];

(ii) Supp(W) = Span{f2 − f3 + f5,−f1 + f3 − f4} implies W4 = −W2 −W3, while we should
have E[W4] = E[W2] = E[W3];

(iii) Supp(W) = Span{f2 + f3 − f5,−f1 + f3 + f4} implies W2 = −W5, but we should have
E[W2] = E[W5];
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(iv) Supp(W) = Span{f3−2f4+2f5,−f1+f4−2f5, 2f1−f2+f5} impliesW5 = −W2−2W3−2W4

and we should have E[W5] = E[W4] = E[W2] = E[W3];

(v) Supp(W) = Span{f3,−f1+f4,−f2+f5} impliesW2 = −W5 and we should have E[W2] =
E[W5];

(vi) Supp(W) = Span{f2,−f1+f3,−f2+f4,−f3+f5} impliesW4 = −W2−W6 and we should
have E[W2] = E[W4] = E[W6].

Consequently, Supp(W) = R5, which means that Theorem 3.8 is satisfied and the result is
proved.

We see in the above proof of Proposition 3.16 that we do not need to describe exactly all the
possibilities for Supp(W) to obtain the result, but we only need a well-adapted relationship
between the coordinates of W when the support is not R2d−1. Even if it is effective, the
method presented in this article does not seem optimal, because we are looking for too much
information on the general solutions of the fixed-point equation (3.17) to deduce the support
of W in the specific case of the asymptotic urn process.

3.7 The distribution of superdiffusive limit of the MERW

We now focus on the asymptotic limit L ∈ Rd of the superdiffusive MERW to prove Theo-
rem 1.5. We only explain the ideas when the first step of MERW is a.s. in direction e1. The
general case will follow immediately, because L is a discrete mixture of the variables L(k),
k ∈ {1, . . . , 2d}, see (3.4).

We recall the relation (3.11) between L and the urn asymptotic W, defined in Theo-
rem 3.4. As mentioned earlier (see page 24), if Supp(W) = R2d−1, we immediately deduce
that L admits a smooth positive density with respect to the Lebesgue measure in Rd. As
we do not have a general result on the support of the solution of the fixed-point equation
(3.17), for any dimension d ⩾ 2, we cannot have a general result for L. However, by Propo-
sitions 3.12 and 3.16 in dimension 2 and 3, Theorem 1.5 is easily deduced from Theorem 3.8,
and Corollaries 3.14 and 3.15.

3.8 Moments of the asymptotic distributions in high dimension

We now study the moments of the limit urn process Y and the limit L of the MERW. To
that aim, we use the fixed-point equation (3.13) and not (3.17), because in (3.17) the norm
of the matrix B is not smaller than 1, which do not allow us to have good estimates of the
moments of W.

When the first step probability vector q of the MERW is the uniform distribution on the
2d-directions, it is proved in [6, Thm 3.8] that E[L] = 0 and

E
[
LLT

]
=

1

d(2a− 1)Γ(2a)
Id.

Theorem 3.17. For d ⩾ 1, let Y be the asymptotic urn process defined in Theorem 3.4, and
L be the asymptotics of the MERW with memory parameter p and first step distribution q,
defined in Theorem 3.1. Then Y and L have finite moments of all order, and their probability
distribution are determined by their moments. Moreover, the moment-generating function of
Y, L, ∥Y∥ and ∥L∥2 are respectively defined on R2d, Rd and R: for all t ∈ R2d, r ∈ Rd and
s ∈ R,

E
[
e⟨t,Y⟩

]
<∞, E

[
es∥Y∥2

]
<∞, E

[
e⟨r,L⟩

]
<∞ and E

[
es∥L∥

2
]
<∞.
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To prove this theorem, we use the following extended Carleman’s criterion (see [21,
Thm 2.3]) on the distribution of Y.

Theorem 3.18 (Extended Carleman’s criterion). Let X = (X1, . . . , XD) be a random vector

with finite moments of all order. If, for any i ∈ {1, . . . , D},
∑

ℓ⩾1

(
E[|Xi|2ℓ]

)−1/2ℓ
= ∞, the

distribution of X is uniquely determined by its moments.

Proof of Theorem 3.17. We study the processY; the result for L will easily follow from (3.11).
We first consider the random vectorYj =

(
Yj,(k)

)
1⩽k⩽2d

introduced in Section 3.4, where Yj,(k)
is the j-th coordinate of the limiting vector Y(k) starting with one ball of the k-th color. As
noticed in that section, this vector is solution to the fixed-point equation (3.13), recalled below

Yj = V aYj,(1) + (1− V )aAYj,(2),

where A = (Aij ) has the same law as the random replacement matrix (3.6) of the urn process.
It is known [30, Thm 3.9 (i)] that the asymptotic urn process has finite second-order

moment. We also easily note that for all y ∈ R2d, ∥Ay∥ = ∥y∥. Then, for

Cj = Γ(a+ 1)E
[∥∥Yj

∥∥2]1/2,
using exactly the same proof as for Lemma 2.10, we prove by induction that for all j ∈
{1, . . . , 2d} and all ℓ ⩾ 1,

E
[∥∥Yj

∥∥ℓ]
ℓ!

⩽
Cℓ
j

Γ(ℓa+ 1)

(
2

a

)ℓ−1

. (3.30)

Since for all k,
∥∥Y(k)∥∥ ⩽

∑2d
j=1

∥∥Yj
∥∥, taking C = max1⩽j⩽2dCj , the moments of Y satisfy,

for all ℓ ⩾ 1,

E
[
∥Y∥ℓ

]
ℓ!

⩽
2dCℓ

Γ(ℓa+ 1)

(
2

a

)ℓ−1

.

As in Theorem 2.8, we deduce that Y and ∥Y∥ satisfy Carleman’s criterions (Theorems 2.9
and 3.18). We also easily obtain the existence of exponential moments for Y and ∥Y∥2, using
the same proofs as for Corollaries 2.11 and 2.12.
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