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#### Abstract

Consider a Brownian loop soup $\mathcal{L}_{D}^{\theta}$ with subcritical intensity $\theta \in(0,1 / 2]$ in some 2D bounded simply connected domain $D$. We define and study the properties of a conformally invariant field $h_{\theta}$ naturally associated to $\mathcal{L}_{D}^{\theta}$. Informally, this field is a signed version of the local time of $\mathcal{L}_{D}^{\theta}$ to the power $1-\theta$. When $\theta=1 / 2, h_{\theta}$ is a Gaussian free field (GFF) in $D$.

Our construction of $h_{\theta}$ relies on the multiplicative chaos $\mathcal{M}_{\gamma}$ associated with $\mathcal{L}_{D}^{\theta}$, as introduced in [ABJL23]. Assigning independent symmetric signs to each cluster, we restrict $\mathcal{M}_{\gamma}$ to positive clusters. We prove that, when $\theta=1 / 2$, the resulting measure $\mathcal{M}_{\gamma}^{+}$corresponds to the exponential of $\gamma$ times a GFF. At this intensity, the GFF can be recovered by differentiating at $\gamma=0$ the measure $\mathcal{M}_{\gamma}^{+}$. When $\theta<1 / 2$, we show that $\mathcal{M}_{\gamma}^{+}$has a nondegenerate fractional derivative at $\gamma=0$ defining a random generalised function $h_{\theta}$.

We establish a result which is analogous to the recent work [ALS23] in the GFF case $(\theta=1 / 2)$, but for $h_{\theta}$ with $\theta \in(0,1 / 2]$. Relying on the companion article [JLQ23], we prove that each cluster of $\mathcal{L}_{D}^{\theta}$ possesses a nondegenerate Minkowski content in some non-explicit gauge function $r \mapsto r^{2}|\log r|^{1-\theta+o(1)}$. We then prove that $h_{\theta}$ agrees a.s. with the sum of the Minkowski content of each cluster multiplied by its sign.

We further extend the couplings between $\mathrm{CLE}_{4}, \mathrm{SLE}_{4}$ and the GFF [SS13, MS] to $h_{\theta}$ for $\theta \in(0,1 / 2]$. We show that the (non-nested) $\mathrm{CLE}_{\kappa}$ loops form level lines for $h_{\theta}$ and that there exists a constant height gap $c(\theta)>0$ between the values of the field on either side of the CLE loops. However, unless $\theta=1 / 2, h_{\theta}$ is not equal to the CLE nesting field. We finally study the Wick powers of $h_{\theta}$ and the expansion of $\mathcal{M}_{\gamma}$ and $\mathcal{M}_{\gamma}^{+}$in power series of $\gamma$.
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Figure 1.1: Relation (1) [SW12] states that the outer boundaries of the outermost clusters in a loop soup are CLE. Relation (2) [LJ10, LJJ11] states that the renormalised $h^{2} / 2$ is equal to the occupation time field of the loop soup. Relation (3) [MS] states that $\mathrm{CLE}_{4}$ form the level loops of the GFF. In this paper, we construct a field $h^{\theta}$ out of a loop soup with intensity $\theta \in(0,1 / 2)$, and conjecture that the occupation time field of the loop soup is equal to a constant times the renormalised $\left|h_{\theta}\right|^{1 /(1-\theta)}$. We prove that $\operatorname{SLE}_{\kappa} / \operatorname{CLE}_{\kappa}$ appear as level lines of $h^{\theta}$.

## 1 Introduction

The two-dimensional Brownian loop soup, introduced by Lawler and Werner [LW04], is a fundamental object with numerous connections to other important conformally invariant/covariant models. Brownian loops in the form of bubbles first appeared in [LSW03a], where Lawler, Schramm and Werner constructed chordal conformal restriction measures by attaching Brownian loops to an SLE path. A Brownian loop soup is a random collection of infinitely many Brownian-type loops in a given domain $D$ of the plane, sampled according to a Poisson point process with intensity $\theta \mu_{D}^{\text {loop }} . \theta$ is a positive real parameter and $\mu_{D}^{\text {loop }}$ is a measure on loops defined by (2.1). The parameter $c=2 \theta$ corresponds to the central charge in conformal field theory. In their seminal work [SW12], Sheffield and Werner showed the following phase transition:

- Supercritical: when $\theta>1 / 2$, there is a.s. only one cluster of loops;
- Critical and subcritical: when $\theta \leq 1 / 2$, there are a.s. infinitely many clusters. In this case, the outermost boundaries of the outermost clusters are distributed according to a (non-nested) conformal loop ensemble CLE $_{\kappa}$ where $\kappa=\kappa(\theta) \in(8 / 3,4]$ is related to $\theta$ by

$$
\begin{equation*}
c=2 \theta=(6-\kappa)(3 \kappa-8) /(2 \kappa) \tag{1.1}
\end{equation*}
$$

SLE (by Schramm [Sch00]) and its loop variant CLE (by Sheffield [She09]) were introduced to describe the scaling limits of discrete models from statistical mechanics, and have now become fundamental objects in random conformal geometry.

The intensity $\theta=1 / 2$ is special for another (related) reason. Indeed, when $\theta=1 / 2$, Le Jan [LJ10, LJ11] identified the occupation field of the loop soup with half of the square of the Gaussian free field (GFF), on discrete graphs and in dimensions $1,2,3$ in the continuum. (In the 2 D and 3 D continuum, both the GFF and the occupation field are not defined pointwise and additive renormalisations are needed to define rigourously the square of the GFF and the occupation field of the loop soup.) This result is part of the random walk/Brownian motion representations of the GFF, also known as isomorphism theorems [Sym65, Sym66, Sym69, BFS82, Dyn84a, Dyn84b, Wol78, EKM ${ }^{+}$00, MR06, Szn12].

The critical intensity $\theta=1 / 2$ corresponds to $\kappa=4$, which is also the critical parameter for SLE in terms of self intersection [RS05]. A remarkable relation between $\mathrm{SLE}_{4}$ and the GFF was established by Schramm and Sheffield in [SS13], where SLE $_{4}$ appeared as level lines of the GFF. There, $\mathrm{SLE}_{4}$ was recovered as a local set of the GFF, so that the GFF satisfies a certain spatial Markov property when we condition on such sets. The value of the GFF is constant on either side of the level line, with a constant height gap $2 \lambda>0$ between the two sides. Such a coupling was also extended to $\mathrm{CLE}_{4}$ by Miller and Sheffield [MS] (see also [MSW17, ASW19]), so that conditionally on the $\mathrm{CLE}_{4}$, the GFF restricted to the domain encircled by each $\mathrm{CLE}_{4}$ loop is an independent GFF with boundary conditions $\pm 2 \lambda$.

The three relations between the critical loop soup, $\mathrm{CLE}_{4}$, and GFF in Figure 1.1 are proved using three different approaches, but are shown to commute in [QW19], using the metric graph approximation by [Lup16, Lup18a] as a key input. The metric graph is locally one dimensional, so that the local times of a loop soup are defined pointwise. It was shown in [Lup16] that the GFF on the metric graph can be obtained by taking the square root of the occupation field of the critical loop soup, and then assigning i.i.d. symmetric signs in $\{ \pm 1\}$ to each cluster. In the 2 D continuum, the local times are not defined pointwise, so it is not immediately clear what the square root of the local time means. Yet, the article [ALS23] gives the precise analogue of this procedure in the 2D
continuum, and shows that the GFF is equal to the sum of the signed Minkowski contents of the clusters.

Relying on the connection with the GFF, one is able to deduce many properties about the loop soup at $\theta=1 / 2$. For example, the excursions induced by the Brownian loops that touch the boundary of a cluster were shown to have a surprisingly simple distribution, forming a Poisson point process [QW19, QW18]. In [ALS20a], the Minkowski gauge function of the clusters was shown to be $r \mapsto|\log r|^{1 / 2} r^{2}$. For $\theta \in(0,1 / 2)$, without the powerful relation to the GFF, much less is known, and the picture is expected to be overall more complicated. This paper, together with the companion article [JLQ23], aims to fill this gap. The main question addressed in the current paper is:

## What is the natural field associated to the Brownian loop soup when $\theta \in(0,1 / 2)$ ?

More precisely, we would like to have a field $h_{\theta}$ that is related to the occupation field of a loop soup in a similar way that the GFF is related to the critical loop soup. It was shown in [LJ11, LJMR15] that the occupation field of the loop soup is a permanental field, an object introduced by Vere-Jones [VJ97] long before the Brownian loop soup (also see [MR13]). The field $h_{\theta}$ that we are after would be a more fundamental object behind these permanental fields.

A natural idea is to proceed as in the critical case [Lup16], i.e., to take the square root of the occupation field of a loop soup, and then assign i.i.d. signs to each cluster. Although one can always do this on the metric graph, the resulting field is not guaranteed to have any nice property nor to converge to a nondegenerate limit in the continuum. As it turns out, surprisingly, the relevant field will not correspond to a signed version of the square root of the local time of the loop soup, as for $\theta=1 / 2$, but instead to a signed version of the local time to the power $1-\theta$.

Our construction of the field $h_{\theta}$ is done directly in the continuum, relying on two key inputs. The first one is the computation of the crossing exponent and related estimates obtained in the companion paper [JLQ23]. The second key input is the construction in [ABJL23] of a multiplicative chaos associated to the Brownian loop soup with any intensity $\theta>0$. Gaussian multiplicative chaos (GMC), initially introduced by Kahane [Kah85] in the eighties and extensively studied in the past decade [RV10, DS11, RV11, Sha16, Ber17], is a theory that defines and studies properties of random measures informally defined as the exponential of a real parameter $\gamma \in \mathbb{R}$ times a Gaussian logarithmically-correlated field. The two-dimensional GFF is an archetypal example of such a field and its GMC measure is sometimes called Liouville measure. GMC appears to be a universal feature of log-correlated fields going beyond the Gaussian setting: [Jun20] studies fields defined as random Fourier series with i.i.d. coefficients and [Jeg20, Jeg21] makes sense of the exponential of the square root of the local time of planar Brownian motion. The article [ABJL23] provides a third example of a non-Gaussian multiplicative chaos and defines what can be thought of as the exponential of $\gamma$ times the square root of twice the local time of the Brownian loop soup, for any intensity $\theta$. In view of Le Jan's isomorphism, it is natural to expect, and has been proven in [ABJL23], that when $\theta=1 / 2$ the resulting measure agrees with an unsigned version of Liouville measure: $e^{\gamma|\mathrm{GFF}|} \mathrm{d} x=e^{\gamma \mathrm{GFF}} \mathrm{d} x+e^{-\gamma \mathrm{GFF}} \mathrm{d} x$, i.e. a sum of two correlated Liouville measures.

Construction of $h_{\theta} \quad\left(\left(2^{*}\right)\right.$ in Figure 1.1) Concretely, we assign i.i.d. symmetric signs to each cluster in the loop soup, and then consider the multiplicative chaos $\mathcal{M}_{\gamma}$ of the loop soup restricted to positive clusters. We prove that, when $\theta=1 / 2$, the resulting measure $\mathcal{M}_{\gamma}^{+}$agrees with $e^{\gamma \mathrm{GFF}} \mathrm{d} x$. The GFF can therefore be recovered from the loop soup, together with the independent spins, by differentiating $\mathcal{M}_{\gamma}^{+}$at $\gamma=0$. This idea is used for instance in [ALS20a]. When $\theta<1 / 2$, we show that the same procedure yields a nondegenerate conformally invariant field $h_{\theta}$, with the surprising and important difference that one has to take a fractional derivative of $\mathcal{M}_{\gamma}^{+}$at $\gamma=0$. This fractional power is equal to $2(1-\theta)$ which is twice the crossing exponent computed in [JLQ23].

We provide a second and equivalent approach to $h_{\theta}$. We show that each cluster has a nondegenerate Minkowski content in some non-explicit gauge function $r \mapsto r^{2}|\log r|^{1-\theta+o(1)}$ and we show that $h_{\theta}$ is equal to the sum of the signed Minkowski contents of all the clusters for all $\theta \in(0,1 / 2)$, similarly to the case $\theta=1 / 2$ [ALS23].

We emphasise that, when $\theta \neq 1 / 2, h_{\theta}$ is not log-correlated (its correlations blow-up as a power of $\log$, see Theorem 1.3) nor is supposed to be Gaussian. A conjectural expansion of $\mathcal{M}_{\gamma}^{+}$for $\theta \in(0,1 / 2)$ near $\gamma=0$ in terms of $h_{\theta}$ and the local times is given in (9.24). This conjecture is closely related to Conjecture 1.14 below.

Level lines and height gap $\left(\left(3^{*}\right)\right.$ in Figure 1.1) In addition, we establish a coupling between $h_{\theta}$ and $\mathrm{CLE}_{\kappa}$, where $\kappa$ and $\theta$ are related by (1.1). For each $\theta \in(0,1 / 2]$, there is a height gap
$c(\theta)>0$ between the values of $h_{\theta}$ on both sides of the level lines. We show that our field (with 0 boundary conditions) can also be constructed by first sampling a CLE $_{\kappa}$, and then sampling an independent $h_{\theta}$ with wired boundary conditions in each domain encircled by a CLE $\kappa_{\kappa}$ loop. Although the field $h_{\theta}$ with wired boundary condition has constant value $\pm c(\theta)$ on the boundary, we emphasise that, when $\theta<1 / 2$ and unlike the GFF, this field is not equal to $\pm c(\theta)$ plus $h_{\theta}$ with zero boundary conditions. In particular, our field is not equal to the CLE nesting field constructed by [MWW15]. By definition, the CLE nesting field should also admit CLE as its level lines, but it has no apparent relation to the loop soup occupation field to our knowledge (except when $\theta=1 / 2$, where the field is the GFF).

The fact that $\mathrm{CLE}_{\kappa}$ or $\mathrm{SLE}_{\kappa}$ are level lines of $h_{\theta}$ is not at all clear form our definition. To prove the level line coupling, we need to prove additional properties about the Brownian excursions induced by the loops that touch the boundary of a cluster, and crucially rely on the conformal restriction property of such excursions deduced in [Qia19].

This level line coupling can also be made to work in the chordal case, where an SLE $_{\kappa}$ curve can be coupled with a field $h_{\theta}$ with mixed wired/zero boundary conditions. This generalises the $\mathrm{SLE}_{4} / \mathrm{GFF}$ coupling. Note that a coupling between $\mathrm{SLE}_{\kappa}$ (for all $\kappa>0$ ) and GFF was established in [Dub09] and in the celebrated imaginary geometry series [MS16a, MS16b, MS16c, MS17], which was another natural generalisation of the $\mathrm{SLE}_{4} / \mathrm{GFF}$ coupling. In the imaginary geometry coupling, when $\kappa \neq 4$, the value of the GFF on both sides of the SLE $_{\kappa}$ curve are not constant, but is equal to a constant plus a winding term, which depends on the choice of the starting point and does not have pointwise value on the curve. In comparison, the value of $h_{\theta}$ is constant along the curves, as in the $\mathrm{SLE}_{4} / \mathrm{GFF}$ coupling.

In a nutshell, we construct for any $\theta \in(0,1 / 2]$ a coupling between a field $h_{\theta}$, a Brownian loop soup and a CLE $_{\kappa}$ such that:

- (Figure 1.1, (1)) The CLE loops are the outermost boundaries of the outermost clusters of the loop soup.
- (Figure 1.1, $\left.\left(2^{*}\right)\right) h_{\theta}$ is a signed version of the local time of the loop soup to the power $1-\theta$. The precise relation is more complicated as described above.
- (Figure 1.1, $\left(3^{*}\right)$ ) The CLE loops form level lines of $h_{\theta}$ with a constant height gap on either sides of the loops.
When $\theta=1 / 2$, this coupling possesses an additional feature: the centred occupation field of the loop soup is half the Wick square of the GFF and the CLE loops are some two-valued sets of the GFF. In particular both the occupation field and the CLE are measurable w.r.t. the GFF. To keep the paper of a reasonable size, we do not attempt to prove such a measurability feature when $\theta \in(0,1 / 2)$.


### 1.1 A conformally invariant field out of the Brownian loop soup

Let $D \subset \mathbb{C}$ be a bounded simply connected domain and $\theta \in(0,1 / 2]$. Consider a Brownian loop soup $\mathcal{L}_{D}^{\theta}$ in $D$ with intensity $\theta$. Let us denote by $\mathfrak{C}$ the collection of all clusters $\mathcal{C}$ of $\mathcal{L}_{D}^{\theta}$. Conditionally on $\mathfrak{C}$, let $\left(\sigma_{\mathcal{C}}\right)_{\mathcal{C} \in \mathbb{C}}$ be i.i.d. signs taking values in $\{ \pm 1\}$ with equal probability $1 / 2$. If a point $x \in D$ belongs to some cluster $\mathcal{C}$, we will write $\sigma_{x}$ for the $\operatorname{sign} \sigma_{\mathcal{C}}$ of that cluster.

Let $\gamma \in(0,2)$ and let $\mathcal{M}_{\gamma}$ be the multiplicative chaos of the Brownian loop soup $\mathcal{L}_{D}^{\theta}$ constructed in [ABJL23], normalised so that $\mathbb{E}\left[\mathcal{M}_{\gamma}(\mathrm{d} x)\right]=2 \mathrm{~d} x$; see Section 2.2 for details. Let $\mathcal{M}_{\gamma}^{+}(\mathrm{d} x)=$ $\mathbf{1}_{\left\{\sigma_{x}=+1\right\}} \mathcal{M}_{\gamma}(\mathrm{d} x)$ be the multiplicative chaos of $\mathcal{L}_{D}^{\theta}$ restricted to positive clusters. Note that this definition is meaningful since every $\mathcal{M}_{\gamma}$-typical point is visited by a loop (actually by infinitely many loops, see [ABJL23, Theorem 1.8]). Let $h_{\gamma}$ be the field obtained from $\mathcal{M}_{\gamma}^{+}$by

$$
\begin{equation*}
\left(h_{\gamma}, f\right):=\frac{1}{Z_{\gamma}} \int_{D} f(x)\left(\mathcal{M}_{\gamma}^{+}(\mathrm{d} x)-\mathrm{d} x\right) \tag{1.2}
\end{equation*}
$$

for any bounded measurable function $f: \mathbb{C} \rightarrow \mathbb{R}$. Here $Z_{\gamma}$ is a normalising constant defined in (1.3) below in terms of some crossing probability. With some abuse of notation, we will often write $\left(h_{\gamma}, f\right)=\int h_{\gamma}(x) f(x) \mathrm{d} x$. Note that $h_{\gamma}$ is defined as a random generalised function on the whole complex plane, vanishing outside of $D$.

To define the normalising constants we will use in this article, we first introduce the following notations:
Notation 1.1. For any family $\mathcal{L}$ of loops and any sets $A, B \subset D$, we will denote by $\{A \underset{\leftrightarrow}{\mathcal{L}} B\}$ the event that there is a cluster of loops in $\mathcal{L}$ that intersects both $A$ and $B$. If $x$ and $y$ are points, we will simply write $\{x \stackrel{\mathcal{L}}{\leftrightarrow} A\}$ and $\{x \underset{\underset{\sim}{\mathcal{L}}}{\leftrightarrow} y\}$ instead of $\{\{x\} \stackrel{\mathcal{L}}{\leftrightarrow} A\}$ and $\{\{x\} \stackrel{\mathcal{L}}{\leftrightarrow}\{y\}\}$.

We will then use two normalising constants $Z_{r}$ and $Z_{\gamma}$ defined by

$$
\begin{equation*}
Z_{r}:=\mathbb{P}\left(e^{-1} \partial \mathbb{D} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} r \mathbb{D}\right), \quad r>0, \quad \text { and } \quad Z_{\gamma}:=\mathbb{P}\left(e^{-1} \partial \mathbb{D} \stackrel{\mathcal{L}_{\mathrm{B}}^{\theta} \cup \Xi_{e}^{0, \mathbb{D}}}{\longleftrightarrow} 0\right), \quad \gamma \in(0,2), \tag{1.3}
\end{equation*}
$$

where $\Xi_{a}^{0, \mathbb{D}}$ is an $a$-thick loop $\left(a=\gamma^{2} / 2\right)$ at the origin defined in Section 2.1 that is independent from $\mathcal{L}_{\mathbb{D}}^{\theta}$.

Theorem 1.2 (Construction of $\left.h_{\theta}\right)$. Let $\theta \in(0,1 / 2]$. For any bounded measurable function $f: \mathbb{C} \rightarrow \mathbb{R}$, $\left(h_{\gamma}, f\right)$ converges in $L^{2}$ as $\gamma \rightarrow 0$. Moreover, for any $\varepsilon>0, h_{\gamma}$ converges in $L^{2}$ as $\gamma \rightarrow 0$ in the Sobolev space $H^{-\varepsilon}(\mathbb{C})(4.7)$ to some random field $h_{\theta} \in H^{-\varepsilon}(\mathbb{C})$.

Furthermore, the normalising constant $Z_{\gamma}$ satisfies $Z_{\gamma}=\gamma^{2(1-\theta)+o(1)}$.
Theorem 1.3 (Properties of $h_{\theta}$ ). Let $\theta \in(0,1 / 2]$.

1. Covariance: There exists a measurable function $C_{\theta}: D \times D \rightarrow[0, \infty]$ such that for all test functions $f$,

$$
\begin{equation*}
\mathbb{E}\left[\left(h_{\theta}, f\right)^{2}\right]=\int_{D \times D} f(x) C_{\theta}(x, y) f(y) \mathrm{d} x \mathrm{~d} y . \tag{1.4}
\end{equation*}
$$

The blow-up of $C_{\theta}$ on the diagonal is given by

$$
C_{\theta}(x, y)=|\log | x-\left.y\right|^{2(1-\theta)+o(1)}
$$

as $x-y \rightarrow 0$, while staying at a positive distance from $\partial D$.
2. Conformal invariance: Let $\psi: D \rightarrow \widetilde{D}$ be a conformal map between two bounded simply connected domains and let $h_{\theta, D}$ and $h_{\theta, \widetilde{D}}$ denote the fields from Theorem 1.2 in the domains $D$ and $\widetilde{D}$. Then ${ }^{1} h_{\theta, D} \circ \psi^{-1}$ and $h_{\theta, \widetilde{D}}$ have the same law.
3. Symmetry: Let $h_{\theta}^{-}$denote the field obtained in a similar way as $h_{\theta}$ with negative clusters instead of positive ones. Then $h_{\theta}^{-}=-h_{\theta}$ a.s. In particular, $h_{\theta} \stackrel{(\mathrm{d})}{=}-h_{\theta}$.
4. Nondegeneracy: Let $f: D \rightarrow \mathbb{R}$ be a smooth test function, non identically zero. Then the law of $\left(h_{\theta}, f\right)$ is nonatomic. In particular, $\left(h_{\theta}, f\right) \neq 0$ a.s.

As already mentioned, when $\theta=1 / 2, \mathcal{M}_{\gamma}$ agrees with the hyperbolic cosine $: e^{\gamma h}: \mathrm{d} x$ $+: e^{-\gamma h}: \mathrm{d} x$ of the GFF $h$ with Dirichlet boundary condition. Here $h$ is normalised so that $\mathbb{E}[h(x) h(y)] \sim-\log |x-y|$ as $x-y \rightarrow 0$ and $: e^{ \pm \gamma h}: \mathrm{d} x$ are GMC measures normalised so that $\mathbb{E}\left[: e^{ \pm \gamma h}: \mathrm{d} x\right]=\mathrm{d} x$. See [ABJL23, Theorem 1.5]. Because the isomorphism relating the local time to the GFF is much stronger in the discrete, the proof of this result was obtained by first proving a discrete approximation of $\mathcal{M}_{\gamma}$. In Theorem 8.3, we show a stronger version of this convergence by showing that the discrete approximation holds cluster by cluster, for any $\theta \in(0,1 / 2]$. It implies that, when $\theta=1 / 2$, the measure $\mathcal{M}_{\gamma}^{+}(\mathrm{d} x)=\mathbf{1}_{\left\{\sigma_{x}=+1\right\}} \mathcal{M}_{\gamma}(\mathrm{d} x)$ agrees with : $e^{\gamma h}: \mathrm{d} x$. As a corollary,

Theorem 1.4. When $\theta=1 / 2, h_{\theta}$ has the law of a multiple of the GFF in $D$. More precisely, there is a deterministic constant $c_{1 / 2} \in(0, \infty)$ and a coupling between a critical loop soup $\mathcal{L}_{D}^{1 / 2}$ together with i.i.d. spins $\left(\sigma_{\mathcal{C}}\right)_{\mathcal{C} \in \mathfrak{C}}$ and a Gaussian free field $h$ in $D$ such that almost surely,

- $\mathcal{M}_{\gamma}^{+}=: e^{\gamma h}: \mathrm{d} x$ and $\mathcal{M}_{\gamma}=2: \cosh (\gamma h): \mathrm{d} x$ for all $\gamma \in(0,2)$;
- $h_{1 / 2}=c_{1 / 2} h$ and $: L:=\frac{1}{2}: h^{2}:$.

The appearance of the constant $c_{1 / 2}$ comes from the fact that we do not renormalise $\mathcal{M}_{\gamma}^{+}(\mathrm{d} x)-\mathrm{d} x$ by $\gamma$, but by a normalising constant $Z_{\gamma}$ that behaves asymptotically like a multiple of $\gamma$ (see [JLQ23, Lemma 2.6] for a similar result where the $a$-thick loop is replaced by a small disc).
Remark 1.5. As a consequence of Theorem 1.4, the covariance $C_{\theta}$ is a constant multiple of the Green function when $\theta=1 / 2$. When $\theta<1 / 2$, we do not know any close formula for $C_{\theta}$. We intend to investigate this question in the future. However, note that the conformal invariance of $C_{\theta}$ implies that there is some measurable function $F:[0, \infty) \rightarrow[0, \infty)$ such that for all $x, y \in D$, $C_{\theta}(x, y)=F\left(G_{D}(x, y)\right)$. This simply comes from the fact that $G_{D}(x, y)$ characterises the conformal type of a disc with two punctures.
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### 1.2 Level lines and the height gap of $h_{\theta}$

The outermost boundaries of the outermost clusters form natural interfaces coupled with $h_{\theta}$. In Theorem 1.7 below, we show that, for general intensities $\theta \in(0,1 / 2]$, the (non-nested) CLE $_{\kappa}$ loops are level lines of $h_{\theta}$, where $\kappa$ and $\theta$ are related by (1.1), and that there is a constant height gap $c(\theta)>0$.

The field $h_{\theta}$ given by Theorem 1.2 is a field with 0 boundary conditions. In order to state Theorem 1.7, we need to define a field $h_{\theta}^{\text {wired }}$ out of a loop soup with wired boundary conditions, which will turn out to have constant value $\pm c(\theta)$ on the boundary. Let $x_{0} \in D$ and let $\mathcal{C}$ be the outermost cluster surrounding $x_{0}$. Let $O$ be the simply connected domain delimited by the outermost boundary of $\mathcal{C}$ and let $\sigma_{\partial O}$ be the sign associated to $\mathcal{C}$. We recall the following fact from [QW19, Theorem 1]. The law of the loop soup inside $O$, conditionally given $O$, is that of the union of two conditionally independent collections of loops. The loops that do not touch the boundary of $O$ are simply distributed according to an unconditioned loop soup $\mathcal{L}_{O}^{\theta}$ in $O$. The loops that touch the boundary form a random collection $\mathcal{E}_{\partial O}^{\theta}$ of excursions. The law of $\mathcal{E}_{\partial O}^{\theta}$ is explicit only when $\theta=1 / 2$. However, for general intensities $\theta \leq 1 / 2, \mathcal{E}_{\partial O}^{\theta}$ is conformally invariant in the following strong sense: if $\mathcal{E}_{\partial O}^{\theta}$ is conformally mapped to the unit disc, then the resulting collection of excursions $\mathcal{E}_{\partial \mathbb{D}}^{\theta}$ is independent of $O$ and invariant in law under Möbius transformations.

Let $h_{\theta}^{\text {wired }}$ be the random field in $\mathbb{D}$ obtained by restricting $h_{\theta}$ to test functions compactly supported in $O$ and then by conformally mapping $O$ onto $\mathbb{D}$. More precisely, let $\psi: O \rightarrow \mathbb{D}$ be a conformal map. For any smooth test function $f: \mathbb{D} \rightarrow \mathbb{R}$ with compact support in $\mathbb{D}$, we define $\left(h_{\theta}^{\text {wired }}, f\right)=\left(h_{\theta}, f \circ \psi\right)$. By [QW19, Theorem 1], the law of $h_{\theta}^{\text {wired }}$ does not depend on the choice of the conformal map $\psi$ and $h_{\theta}^{\text {wired }}$ is independent of $O$.

In Theorem 1.7 below, we will consider smooth test functions $f_{\varepsilon}: \mathbb{D} \rightarrow[0, \infty), \varepsilon \in(0,1)$, whose supports concentrate on the circle $\partial \mathbb{D}$ as $\varepsilon \rightarrow 0$. We will make the following assumptions:
Assumption 1.6. For all $\varepsilon \in(0,1), f_{\varepsilon}$ is compactly supported in $\{x \in \mathbb{D}: \mathrm{d}(x, \partial \mathbb{D})<\varepsilon\}$ and $\int_{\mathbb{D}} f_{\varepsilon}=1$. Moreover,

$$
\begin{gather*}
\sup _{\varepsilon} \int_{\mathbb{D} \times \mathbb{D}}\left(C_{\theta, \mathbb{D}}(x, y)+\max (1,-\log |x-y|)\right) f_{\varepsilon}(x) f_{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y<\infty  \tag{1.5}\\
\text { and } \quad \lim _{\delta \rightarrow 0} \limsup _{\varepsilon \rightarrow 0} \int_{\mathbb{D} \times \mathbb{D}} \mathbf{1}_{\{|x-y|<\delta\}}\left(C_{\theta, \mathbb{D}}(x, y)+\max (1,-\log |x-y|)\right) f_{\varepsilon}(x) f_{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y=0 \tag{1.6}
\end{gather*}
$$

where $C_{\theta, \mathbb{D}}$ denotes the covariance of the field $h_{\theta}$ in the domain $\mathbb{D}$ with zero boundary condition; see (1.4).

If $u:[0, \infty) \rightarrow[0, \infty)$ is a smooth function with $u(0)=0, u(r)=0$ for $r \geq 1$ and $\int_{(0, \infty)} u=1$, then $f_{\varepsilon}: x \in \mathbb{D} \mapsto \frac{1}{2 \pi \varepsilon|x|} u\left(\frac{1-|x|}{\varepsilon}\right), \varepsilon \in(0,1)$, satisfies the desired properties.
Theorem 1.7. For $\theta \in(0,1 / 2]$, there exists a constant $c(\theta)>0$ depending only on $\theta$ such that:

- (Constant expectation) For all test function $f$ compactly supported in $\mathbb{D}$,

$$
\begin{equation*}
\mathbb{E}\left[\left(h_{\theta}^{\text {wired }}, f\right) \mid \sigma_{\partial \mathbb{D}}\right]=\sigma_{\partial \mathbb{D}} c(\theta) \int_{\mathbb{D}} f, \quad \text { a.s. } \tag{1.7}
\end{equation*}
$$

- (Constant boundary conditions) Let $\left(f_{\varepsilon}\right)_{\varepsilon}$ be a sequence of test functions satisfying Assumption 1.6. Then

$$
\begin{equation*}
\left(h_{\theta}^{\text {wired }}, f_{\varepsilon}\right)-\sigma_{\partial \mathbb{D}} c(\theta) \xrightarrow[\varepsilon \rightarrow 0]{L^{2}} 0 \tag{1.8}
\end{equation*}
$$

- (Spatial Markov property) We can construct $h_{\theta}$ in the domain $D$ as follows. We first sample a $C L E_{\kappa}=\{\ell, \ell \in C L E\}$ and i.i.d. signs $\left\{\sigma_{\ell}, \ell \in C L E\right\}$. Let $h_{\theta, \ell}^{\text {wired }}, \ell \in C L E$, be independent fields in $\mathbb{D}$ with wired boundary conditions and sign $\sigma_{\ell}$ on $\partial \mathbb{D}$. For $\ell \in C L E$, let $\psi_{\ell}$ be a conformal map from $\mathbb{D}$ onto the domain encircled by $\ell$. Then $\sum_{\ell} h_{\theta, \ell}^{\text {wired }} \circ \psi_{\ell}^{-1}$ has the law of the field $h_{\theta}$ in $D$ with zero boundary condition.
The height gap $c(\theta)$ is expressed as the limit of the ratio of the probabilities of some crossing event; see (7.2).

We will prove in Section 9.4 that a stronger version of the "constant expectation" property holds in dimension one, i.e., the 1D analogue of this field is a martingale. In Section 9.4, we define $h_{\theta}$ in 1D to be a square Bessel process taken to the power $\nu=1-\theta$ and multiplied by an i.i.d. sign for each of its excursion away from 0. In Lemma 9.9, we show that this one-dimensional process is a martingale if and only if $\nu=1-\theta$, which again singles out the special role of the exponent $1-\theta$.

We believe that, if $\theta<1 / 2$, the "spatial Markov" decomposition for $h_{\theta}$ only holds along some special interfaces, including the boundaries of the clusters. This makes our field more complicated to analyse than the GFF. For example, we believe that we cannot couple a nested CLE $_{\kappa}$ as the level lines of $h_{\theta}$, unless $\theta=1 / 2$. As already mentioned, for $\theta<1 / 2$, our fields $h_{\theta}$ are different from the nesting fields built in [MWW15]. Indeed, for the nesting fields, the correlation blows up logarithmically on the diagonal [MWW15, Theorem 1.3], and in our case it blows up as log to the power $2(1-\theta)+o(1)$.

By [SW12], one can define an exploration process of a CLE which stops in the middle of a loop. One can conformally map $\varphi: H \rightarrow \mathbb{H}$ the unexplored region $H$ onto the upper half plane $\mathbb{H}$ in such a way that the explored portion of this CLE loop is sent to $\mathbb{R}^{-}$and the rest of the boundary is sent to $\mathbb{R}^{+}$. The portion of the CLE loop that remains unexplored is a chordal SLE $_{\kappa}$ curve $\eta$ from 0 to infinity. Suppose that this CLE is the outer boundaries of the clusters in a loop soup $\mathcal{L}_{\mathbb{H}}^{\theta}$. For any smooth test function $f: \mathbb{H} \rightarrow \mathbb{R}$ with compact support in $\mathbb{H}$, we define $\left(h_{\theta}^{\text {mixed }}, f\right)=\left(h_{\theta}, f \circ \varphi^{-1}\right)$. By [Qia19], the law of $h_{\theta}^{\text {mixed }}$ does not depend on the choice of the conformal map $\varphi$ and $h_{\theta}^{\text {mixed }}$ is independent of $H$. Moreover, the loop soup satisfies spatial Markov property as one continues to explore along $\eta$. This implies a coupling between $h_{\theta}^{\text {mixed }}$ and $\eta$, stated in the following.

Theorem 1.8. Let $h_{\theta}^{\text {mixed }}$ be a field in $\mathbb{H}$ with wired boundary conditions on $\mathbb{R}^{-}$and zero on $\mathbb{R}^{+}$. There is a curve $\eta$ coupled with $h_{\theta}^{\text {mixed }}$, such that $\eta$ is a chordal $S L E_{\kappa}$ from 0 to $\infty$. For each $t>0$, let $g_{t}$ be a conformal map from $\mathbb{H} \backslash \eta([0, t])$ onto $\mathbb{H}$ that sends $\eta(t)$ to 0 and $\infty$ to $\infty$. Then conditionally on $\eta([0, t])$, $h_{\theta}^{\text {mixed }} \circ g_{t}^{-1}$ is distributed as $h_{\theta}^{\text {mixed }}$ and is independent from $\eta([0, t])$.

This is a generalisation of the $\mathrm{SLE}_{4} / \mathrm{GFF}$ coupling. We can also immediately deduce from Theorem 1.7 that $h_{\theta}^{\text {mixed }}$ has boundary value $c(\theta)$ (resp. 0 ) on the left (resp. right) side of $\eta$.

Combining (1.7) from Theorem 1.7 and Theorem 1.8 , we see that for all $x \in \mathbb{H}, \mathbb{E}\left[h_{\theta}^{\text {mixed }}(x)\right]$ is equal to $c(\theta)$ times the probability that a chordal $\operatorname{SLE}_{\kappa}$ from 0 to $\infty$ goes to the right of $x$. It turns out that this probability is explicit, given by Schramm's formula [Sch01].

## $1.3 h_{\theta}$ as a sum of Minkowski contents

We now give another description of $h_{\theta}$, somewhat more geometric. We will show that the field $h_{\theta}$ is a limit of random signed Radon measures supported on the topological closures of clusters of $\mathcal{L}_{D}^{\theta}$, and give an expression for these measures. This establishes the analogue of the result in the critical case [ALS20a, ALS23], where $h_{1 / 2}$ is the GFF.

We start by defining a nondegenerate measure supported on the closure of a given cluster of $\mathcal{L}_{D}^{\theta}$. Given a closed (fractal) set $A \subset \mathbb{C}$, it is a classical problem (that can be highly non-trivial) to define a nondegenerate measure supported on $A$. One possibility is to try to renormalise the Lebesgue measure of the $r$-neighbourhood of $A$ and take the limit as $r \rightarrow 0^{+}$. More precisely, one seeks an appropriate gauge function $\phi:(0, \infty) \rightarrow(0, \infty)$ such that the measure $r^{-2} \phi(r) \mathbf{1}_{\{\operatorname{dist}(x, A)<r\}} \mathrm{d} x$ converges weakly as $r \rightarrow 0^{+}$to a nondegenerate limit. If such a function can be found, the resulting measure is then called the Minkowski content of $A$ in the gauge $\phi$.

It is a well known fact that the Minkowski content of a single planar Brownian trajectory is well defined and nondegenerate in the gauge $r \mapsto r^{2}|\log r|$. In this case, it coincides with the occupation measure of the path. Because the non-renormalised local time of a given cluster of $\mathcal{L}_{D}^{\theta}$ (i.e. the sum of the local times of all the trajectories of a given cluster) is infinite, the Brownian gauge function $r \mapsto r^{2}|\log r|$ is not appropriate for the clusters of $\mathcal{L}_{D}^{\theta}$. And indeed, [ALS20a] showed that, when $\theta=1 / 2$, the Minkowski content of a given cluster of $\mathcal{L}_{D}^{\theta}$ is well-defined and nondegenerate in the gauge $r \mapsto r^{2}|\log r|^{1 / 2}$. In Theorem 1.9 below, we resolve the analogous problem when $\theta \in(0,1 / 2)$ by showing that the Minkowski content of a given cluster of $\mathcal{L}_{D}^{\theta}$ is well-defined and nondegenerate in some non-explicit gauge function $r \mapsto r^{2} / Z_{r}$ that behaves like $r^{2}|\log r|^{1-\theta+o(1)}$ as $r \rightarrow 0$.

We order the clusters of $\mathcal{L}_{D}^{\theta}$ as follows. Let $\left(x_{k}\right)_{k \geq 1}$ be a dense sequence in $D$. We will denote by $\mathcal{C}_{k}$ the outermost cluster of $\mathcal{L}_{D}^{\theta}$ surrounding $x_{k}$, among the clusters different from $\mathcal{C}_{1}, \ldots, \mathcal{C}_{k-1}$. By construction, the clusters $\left(\mathcal{C}_{k}\right)_{k \geq 1}$ are two by two distinct. It is also easy to see that a.s. this is an enumeration of the clusters of $\overline{\mathcal{L}_{D}^{\theta}}$. For $k \geq 1$, let $\mu_{k, r}$ and $\mu_{k, \gamma}$ be the random Radon measures defined by

$$
\mu_{k, r}(B)=\frac{1}{Z_{r}} \int_{B} \mathbf{1}_{\left\{\operatorname{dist}\left(x, \mathcal{C}_{k}\right)<r\right\}} \mathrm{d} x, \quad \mu_{k, \gamma}(B)=\frac{1}{Z_{\gamma}} \int_{B} \mathbf{1}_{\left\{\operatorname{dist}\left(x, \mathcal{C}_{k}\right)<1\right\}}\left(1-\operatorname{dist}\left(x, \mathcal{C}_{k}\right)^{\gamma^{2} / 2}\right) \mathrm{d} x
$$

for all Borel set $B \subset D$. Recall that the normalising constants $Z_{r}$ and $Z_{\gamma}$ are defined in (1.3).
Theorem 1.9 (Minkowksi contents of clusters). Let $\theta \in(0,1 / 2]$. For all $k \geq 1, \mu_{k, r}$ and $\mu_{k, \gamma}$ converge in probability w.r.t. the topology of weak convergence as $r \rightarrow 0$ and $\gamma \rightarrow 0$ to the same
random Radon measure $\mu_{k}$. Moreover, $\mu_{k}$ is a.s. a non-negative finite measure supported on $\overline{\mathcal{C}}_{k}$ and $\mu_{k}\left(\overline{\mathcal{C}}_{k}\right)>0$ a.s.

Recall that we denote by $\sigma_{\mathcal{C}_{k}}$ the spin associated to the $k$-th cluster $\mathcal{C}_{k}$. The field $h_{\theta}$ is then obtained by:

Theorem 1.10 (Construction of $h_{\theta}$ from the Minkowski contents). Let $\theta \in(0,1 / 2]$. For all $\varepsilon>0$ and all bounded measurable function $f: \mathbb{C} \rightarrow \mathbb{R}$, the following convergences hold a.s. and in $L^{2}$ :

$$
\sum_{j=1}^{k} \sigma_{\mathcal{C}_{j}} \mu_{j} \underset{k \rightarrow \infty}{ } h_{\theta} \quad \text { and } \quad \sum_{j=1}^{k} \sigma_{\mathcal{C}_{j}}\left(\mu_{j}, f\right) \xrightarrow[k \rightarrow \infty]{\longrightarrow}\left(h_{\theta}, f\right)
$$

in the spaces $H^{-\varepsilon}(\mathbb{C})$ and $\mathbb{R}$ respectively.
In other words, the "restriction of $\left|h_{\theta}\right|$ " to $\mathcal{C}_{k}$ is a well-defined Radon measure that agrees with $\mu_{k}$. Note however that this does not at all mean that the field $h_{\theta}$ is a signed measure. Most likely, the associated total variation measure $\sum_{j=1}^{k} \mu_{j}$ diverges, as $k \rightarrow+\infty$, in every open subset of $D$; so the compensations induced by the signs are necessary for the convergence. This phenomenon is known to occur when $\theta=1 / 2$.

### 1.4 Connecting two points with a cluster

We now want to elaborate on the intimate relation between the field $h_{\theta}$ and the connectivity properties of the loop soup. We are first going to define the law $\mathbb{P}_{x \leftrightarrow y}$ of the loop soup conditioned on the event that two given points $x$ and $y$ belong to the closure of the same cluster. Because this event has a vanishing probability, we will define this law via a limiting procedure; see Theorem 1.11. Theorem 1.12 then provides a Doob-transform approach to the definition of $\mathbb{P}_{x \leftrightarrow y}: \mathbb{P}_{x \leftrightarrow y}$ can be informally obtained by reweighting the law of $\mathcal{L}_{D}^{\theta}$ by $h_{\theta}(x) h_{\theta}(y) / C_{\theta}(x, y)$.

Let $x, y \in D$ be two distinct points. For all $r>0$, let $\mathbb{P}_{x \leftrightarrow y, r}$ be the law of a loop soup $\mathcal{L}_{D}^{\theta}$ conditioned on the event $\left\{D(x, r) \stackrel{\mathcal{L}_{D}^{\theta}}{\longleftrightarrow} D(y, r)\right\}$ that a cluster of $\mathcal{L}_{D}^{\theta}$ connects the two discs $D(x, r)$ and $D(y, r)$.

Theorem 1.11. Let $x, y \in D$ be two distinct points. Then $\mathbb{P}_{x \leftrightarrow y, r}$ converges weakly as $r \rightarrow 0$ to some probability measure $\mathbb{P}_{x \leftrightarrow y}$, with respect to the topology induced by $d_{\mathfrak{L}}$ (2.4).

We can now state the aforementioned relation between the field $h_{\theta}$ and the connectivity properties of the loop soup:

Theorem 1.12. Let $F: D \times D \times \mathfrak{L} \rightarrow \mathbb{R}$ be a bounded measurable function such that for all $\mathcal{L} \in \mathfrak{L}$, $F(\cdot, \cdot, \mathcal{L})$ is smooth. Then

$$
\mathbb{E}\left[\int_{D} F\left(x, y, \mathcal{L}_{D}^{\theta}\right) h_{\theta}(x) h_{\theta}(y) \mathrm{d} x \mathrm{~d} y\right]=\int_{D \times D} C_{\theta}(x, y) \mathbb{E}_{x \leftrightarrow y}[F(x, y, \mathcal{L})] \mathrm{d} x \mathrm{~d} y
$$

There are many instances in statistical mechanics where such a relationship between the twopoint function of a field and connection probabilities holds. The Edwards-Sokal coupling between the Potts model and the random cluster model is a famous example [FK72, ES88]. These relations can be very powerful tools to study one model via the knowledge of the other. As already alluded to, the clusters of the loop soup are well understood at criticality $(\theta=1 / 2)$ thanks to the GFF. On the other hand, the current paper, together with [JLQ23], studies directly the clusters $(\theta \leq 1 / 2)$ and then infers properties on $h_{\theta}$.
Remark 1.13. When $\theta=1 / 2$, the law $\mathbb{P}_{x \leftrightarrow y}$ can be described precisely as follows. Consider the metric graph GFF $\tilde{\varphi}$ on some graph and let $x$ and $y$ be two distinct points. The BFS-Dynkin isomorphism [BFS82, Dyn84a, Dyn84b] tells us that for any test function $F$,

$$
\begin{equation*}
\mathbb{E}\left[\tilde{\varphi}(x) \tilde{\varphi}(y) F\left(\tilde{\varphi}^{2} / 2\right)\right]=G(x, y) \mathbb{E}\left[F\left(\tilde{\varphi}^{2} / 2+\ell_{\wp}\right)\right] \tag{1.9}
\end{equation*}
$$

where $\wp$ is an independent Brownian excursion from $x$ to $y$ and $\ell_{\wp}$ is its local time. Note that by independence of the signs on different clusters, the left hand side can be rewritten as $\mathbb{E}\left[\tilde{\varphi}(x) \tilde{\varphi}(y) F\left(\tilde{\varphi}^{2} / 2\right) \mathbf{1}_{\{x \leftrightarrow y\}}\right]$. In the scaling limit, the identity (1.9) suggests that the law of the cluster joining $x$ to $y$ under $\mathbb{P}_{x \leftrightarrow y}$ can be obtained as follows. Sample a critical Brownian loop soup $\mathcal{L}_{D}^{1 / 2}$ and an independent Brownian excursion $\wp$ from $x$ to $y$, then consider the cluster joining $x$ to $y$ in the collection of paths $\mathcal{L}_{D}^{1 / 2} \cup\{\wp\}$.

Viewing the path $\wp$ as an $\mathrm{SLE}_{2}$ curve decorated by Brownian loops coming from a loop soup with intensity $\theta=1$ [LSW03a], we can see the above description as a notion of duality between the loop soup with intensity $1 / 2$ and the loop soup with intensity $1 / 2+1=3 / 2$. See also Lemma 9.10. As we will see in Section 9, some notion of duality between the intensities $\theta$ and $2-\theta$ might hold more generally for all $\theta \in(0,1 / 2]$. We will see that this is reminiscent to the duality between Bessel processes of dimensions $d$ and $4-d$.

### 1.5 Conjectural construction of $h_{\theta}$ from a discrete loop soup

Let $D_{N} \subset \frac{1}{N} \mathbb{Z}^{2} \cap D$ be a subset of the square lattice with mesh size $\frac{1}{N}$ which approximates the continuous domain $D$. See (2.6) for a precise definition. Fix $\theta \in(0,1 / 2]$ and let $\mathcal{L}_{D_{N}}^{\theta}$ be a random walk loop soup in the metric graph $\widetilde{D}_{N}$ and $\mathfrak{C}_{N}=\{\mathcal{C}\}_{\mathcal{C} \in \mathfrak{C}_{N}}$ be the collection of clusters $\mathcal{C}$ of $\mathcal{L}_{D_{N}}^{\theta}$. Conditionally on $\mathfrak{C}_{N}$, let $\sigma_{\mathcal{C}}, \mathcal{C} \in \mathfrak{C}_{N}$, be i.i.d. spins taking values in $\{ \pm 1\}$ with equal probability. For all $x \in \widetilde{D}_{N}$, let $\ell_{x}$ be the total local time accumulated by all loops at $x$, see (2.7). For orientation, we recall that for all $x, \ell_{x}$ is distributed according to $\operatorname{Gamma}\left(\theta, G_{D_{N}}(x, x)\right)$ where $G_{D_{N}}(x, x)$ is the discrete Green function which behaves, with our normalisation, like $G_{D_{N}}(x, x) \sim \frac{1}{2 \pi} \log N$ as $N \rightarrow \infty$. We can now define what we conjecture being the analogue of $h_{\theta}$ in the discrete:

$$
\begin{equation*}
h_{\theta, N}(x):=\frac{\Gamma(\theta)}{2^{1-\theta} \Gamma(2-\theta)} \sigma_{\mathcal{C}_{x}}\left\{2 \pi \ell_{x}\right\}^{1-\theta}, \tag{1.10}
\end{equation*}
$$

where $\mathcal{C}_{x}$ denotes the cluster containing $x$. Importantly, there is no renormalisation in the definition of $h_{\theta, N}$.

Conjecture 1.14. Let $\theta \in(0,1 / 2]$. There exists $c_{\mathrm{conj}}=c_{\mathrm{conj}}(\theta)>0$ such that for all bounded smooth test function $f$,

$$
\begin{equation*}
\frac{1}{N^{2}} \sum_{x \in D_{N}} f(x) h_{\theta, N}(x) \xrightarrow[N \rightarrow \infty]{(\mathrm{d})} c_{\mathrm{conj}}\left(h_{\theta}, f\right) . \tag{1.11}
\end{equation*}
$$

In Section 9, we considerably elaborate on this conjecture and address the question of defining the renormalised powers of $h_{\theta}$. The powers of $h_{\theta}$ that reduce to integer powers : $L_{x}^{n}:$ of the local time : $L_{x}$ : have already been defined in [LJ11, LJMR17]. In order to define the remaining powers (the "odd" powers of $h_{\theta}$ ), we give a specific approximation scheme from the discrete and we conjecture that it possesses a nondegenerate scaling limit (Conjecture 9.11). This is based on a connection with the one-dimensional Brownian loop soup (first revealed in [JLQ23]) and reveals a surprising notion of duality between the intensities $\theta$ and $\theta^{*}=2-\theta$. If this conjecture held true, we would obtain the following expansion for $\mathcal{M}_{\gamma}^{+}$around $\gamma=0$ :

$$
\mathcal{M}_{\gamma}^{+}(\mathrm{d} x)=\left(\sum_{k \geq 0} \frac{\gamma^{2 k}}{2^{k}} \frac{\Gamma(\theta)}{k!\Gamma(k+\theta)}(2 \pi)^{k}: L_{x}^{k}:+c_{\mathrm{conj}} \gamma^{2(1-\theta)} \frac{\gamma^{2 k}}{2^{k}} \frac{\Gamma\left(\theta^{*}\right)}{k!\Gamma\left(k+\theta^{*}\right)}(2 \pi)^{k}: h_{\theta}(x) L_{x}^{k}:\right) \mathrm{d} x .
$$

See Section 9.5 for the definition of the different terms appearing in the above display. We plan to prove these conjectures in a future work.

### 1.6 Relation to other conformally invariant and covariant fields

Let us review some other conformally invariant and covariant fields that appeared in the mathematical literature.

For $\theta=1 / 2$, our field $h_{\theta}$ is the continuum GFF (up to a multiplicative constant). We believe that for $\theta<1 / 2$, the fields $h_{\theta}$ are neither Gaussian nor Markovian (physicists would say non-local fields).

The GFF is in particular a CLE $_{4}$ nesting field (Miller-Sheffield coupling). In [MWW15], the authors constructed other conformally invariant fields using the nested CLE $_{\kappa}$ for $\kappa \in(8 / 3,4]$. However, as already mentioned, for $\theta<1 / 2$, our fields $h_{\theta}$ are different from the nesting fields built in [MWW15]. In the case $\theta=1 / 2$, the clusters of the corresponding Brownian loop soup can be described through the nested labelled $\mathrm{CLE}_{4}$; see [ALS23, Remark 17]. However, for $\theta<1 / 2$, we believe that the clusters of the Brownian loop soup cannot be described through the nested CLE $_{\kappa}$, since there is too much independence in the latter.

For $\theta=1 / 4$, the outer boundaries of the Brownian loop soup clusters are the CLE ${ }_{3}$ loops, which are also the scaling limits of interfaces in the critical 2D Ising model [KS16]. But this coincidence is just for the outer boundaries. The full scaling limit of Ising spin clusters is different from the Brownian loop soup clusters. The dimension of the former is 187/96 (dimension of the CLE 3 gasket
[MSW14]), and the dimension of the latter is 2 . We further believe that our field is none of the Ising local fields studied in the Conformal Field Theory (CFT), and in particular not the continuum Ising spin field constructed in [CGN15, CGN16], since the two-point correlations of these fields from the Ising CFT blow up on the diagonal as a power (and not a power of the log), and these fields are conformally covariant but not invariant (under conformal mappings, the modulus of the derivative to some power appears). Still, it is an open question whether $h_{\theta}$ for $\theta=1 / 4$ is related to the Ising model in some other way, perhaps through a non-local transformation.

We would like to mention that other conformally covariant (but not invariant) fields have been constructed using the Brownian loop soup. First, there are the so-called winding fields, obtained by renormalising $e^{i \beta W(z)}$, where $W(z)$ is the sum of the indices of the Brownian loops around the point $z \in D$, and $\beta$ is a parameter in $[0, \pi]$ [CGK16, vdBCL18, LJ19]. The correlations of the winding fields blow up as a power on the diagonal. Informally speaking, the winding fields have constant values on the dual clusters of the Brownian loop soup, that is to say on the connected components of the domain minus the Brownian loops, all these connected components being $\mathrm{CLE}_{\kappa}$ gaskets in the scaling limit. So this is different from our setting, since the fields $h_{\theta}$ are in a sense constant on the clusters of the Brownian loop soup, not on their planar duals. It has been observed that for $\theta=1 / 2$ and $\beta=\pi$ (so that $e^{i \beta W(z)} \in\{-1,1\}$ ), the corresponding winding field is exactly the Kramers-Wannier dual (a planar duality inherited from the duality in FK random clusters) of the 2D GFF [vdBCL18, Theorem 2.1]. Another family of fields constructed from the Brownian loop soups are the so called layering fields, which are a variant of winding fields, where one considers only the outer boundaries of Brownian loops, which are $\mathrm{SLE}_{8 / 3}$ loops. The latter construction does not capture the structure of the clusters of Brownian loops, since one keeps only little information on those loops. However, these layering fields are known to satisfy a lot of exact solvability and have been related to the CFT [CGK16, CGPRR21, CFGK20, CFGK22a, CFGK22b].

### 1.7 Organisation of the paper

The paper is organised as follows:

- Section 2: we recall some definitions and results that we will need from the literature. We will also state and prove preliminary lemmas that we will be useful in the rest of the paper.
- Section 3: we prove the convergence of the ratio of two hitting probabilities by clusters; see Theorem 3.1. To do so, we will develop in Theorem 3.3 a general coupling result between two trajectories of the same Markov chain with distinct starting points.
- Section 4: we prove Theorems 1.2, 1.11 and 1.12 about the construction of $h_{\theta}$, the conditioned probability measure $\mathbb{P}_{x \leftrightarrow y}$ and the link between the two.
- Section 5: we prove Theorems 1.9 and 1.10 concerning the definition of the Minkowski contents of the clusters and their relations to the field $h_{\theta}$.
- Section 6: we obtain estimates on the loops that touch the outer boundary of a given cluster; see in particular Propositions 6.4, 6.5 and 6.16.
- Section 7: we prove the properties of $h_{\theta}$ stated in Theorem 1.3. We also prove that CLE/SLE are level lines of $h_{\theta}$ as stated in Theorems 1.7 and 1.8.
- Section 8: Relying on a discrete approximation, we prove the identification of $h_{\theta}$ with the GFF when $\theta=1 / 2$ (Theorem 1.4). See in particular Theorem 8.3.
- Section 9: we prove an expansion of the unsigned measure $\mathcal{M}_{\gamma}$ in powers of $\gamma$; see Theorem 9.2. We then investigate the Wick powers of $h_{\theta}$ and state a precise conjecture about a renormalisation procedure that would define them (Conjecture 9.11). We further show that these Wick powers would allow one to expand the signed measure $\mathcal{M}_{\gamma}^{+}$; see Theorem 9.12 and (9.24). Finally, we study the analogue of the field $h_{\theta}$ in dimension 1 ; see Section 9.4.

Most sections of the current paper contain an introduction that describes more thoroughly its content.
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## 2 Preliminaries

### 2.1 Measures on paths and definition of the Brownian loop soup

- Brownian motion: in this paper, we will always consider Brownian motions with infinitesimal generator $\Delta$ rather than the standard Brownian motion, which has generator $\frac{1}{2} \Delta$ (this is to have more tractable constants in isomorphism relations).
- $p_{D}(t, z, w), t>0, z, w \in D$ : transition probability of Brownian motion killed upon leaving the domain $D$. If

$$
p_{\mathbb{C}}(t, z, w)=\frac{1}{4 \pi t} \exp \left(-\frac{|w-z|^{2}}{4 \pi t}\right), \quad t>0, \quad z, w \in D
$$

denotes the transition probabilities of Brownian motion in the full plane, and if $\pi_{D}(t, z, w)$ denotes the probability that a Brownian bridge of duration $t$ remains in the domain $D$ throughout, then $p_{D}(t, z, w)=p_{\mathbb{C}}(t, z, w) \pi_{D}(t, z, w)$.

- Green function $G_{D}(z, w)=\int_{0}^{\infty} p_{D}(t, z, w) \mathrm{d} t, z, w \in D$. In our normalisation, $G_{D}(z, w) \sim$ $-\frac{1}{2 \pi} \log (|w-z|)$ as $|w-z| \rightarrow 0$.
- Gaussian free field $\varphi$ : random generalised function such that $((\varphi, f))_{f \in \mathcal{S}(\mathbb{C})}$ is a centred Gaussian process with covariance given by $\mathbb{E}[(\varphi, f)(\varphi, g)]=\int_{D \times D} f(z) G_{D}(z, w) f(w) \mathrm{d} z \mathrm{~d} w$. See [WP21, BP21] for introductions to the GFF. We will denote by $h=\sqrt{2 \pi} \varphi$ the GFF in $D$ normalised so that $\mathbb{E}\left[h_{z} h_{w}\right] \sim-\log |z-w|$ as $z-w \rightarrow 0$.
- $\mathbb{P}_{D, t}^{z, w}, t>0, z, w \in D$ : probability measure on Brownian bridges from $z$ to $w$ of duration $t$, conditioned on staying in $D$.
- $\mu_{D}^{\text {loop }}$ : loop measure in $D$ :

$$
\begin{equation*}
\mu_{D}^{\text {loop }}(d \wp)=\int_{D} \int_{0}^{+\infty} \mathbb{P}_{D, t}^{z, z}\left(d_{\wp}\right) p_{D}(t, z, z) \frac{\mathrm{d} t}{t} \mathrm{~d} z \tag{2.1}
\end{equation*}
$$

- $\mathcal{L}_{D}^{\theta}, \theta>0$ : Brownian loop soup in $D$ with intensity $\theta$. Random collection of loops distributed according to a Poisson point process with intensity $\theta \mu_{D}^{\text {loop }}$.
- $\mu_{D}^{z, w}, z, w \in D$ : measure on continuous paths from $z$ to $w$ in $D$ :

$$
\begin{equation*}
\mu_{D}^{z, w}(d \wp)=\int_{0}^{+\infty} \mathbb{P}_{D, t}^{z, w}\left(d_{\wp}\right) p_{D}(t, z, w) \mathrm{d} t . \tag{2.2}
\end{equation*}
$$

- $\Xi_{a}^{x, D}, x \in D, a>0$ : random loop which is the concatenation at $x$ of all the excursions in a Poisson point process with intensity $a \mu_{D}^{x, x}$. If there is no ambiguity, we will simply write $\Xi_{a}^{x}$.
Depending on our needs, we will view clusters of loops as random collections of loops or as random compact subsets of $\bar{D}$. We now define the metrics we will use in these two situations. In the latter case, we will denote by $\left(\mathcal{K}, \mathrm{d}_{\mathcal{K}}\right)$ the collection of all compact subsets of $\bar{D}$, endowed with the Hausdorff metric:

$$
\begin{equation*}
\mathrm{d}_{\mathcal{K}}(A, B)=\max \left(\sup _{x \in A} d(x, B), \sup _{x \in B} d(x, A)\right), \quad A, B \in \mathcal{K} . \tag{2.3}
\end{equation*}
$$

We now specify the distance we will use between collections of loops.
Distance between collections of loops It is easier to consider the loops in the loop soup as rooted loops (we can sample a root uniformly at random w.r.t. the time parametrization of each loop). Let $\mathcal{P}$ be the set of all parametrized continuous planar curves $\gamma$ defined on a finite time-interval $\left[0, t_{\gamma}\right]$. We endow $\mathcal{P}$ with the metric

$$
d_{\mathcal{P}}\left(\gamma, \gamma^{\prime}\right)=\left|t_{\gamma}-t_{\gamma^{\prime}}\right|+\sup \left|\gamma\left(\cdot / t_{\gamma}\right)-\gamma^{\prime}\left(\cdot / t_{\gamma^{\prime}}\right)\right| .
$$

Let $\mathfrak{L}$ be the collection of locally finite families $\mathcal{L}$ of loops in $\mathcal{P}$. We define the following metric on $\mathfrak{L}$ :

$$
\begin{align*}
d_{\mathfrak{L}}\left(\mathcal{L}, \mathcal{L}^{\prime}\right) \leq \varepsilon \Longleftrightarrow & \exists f: \mathcal{L}_{\varepsilon} \rightarrow \mathcal{L}^{\prime} \text { injective such that } \forall \gamma \in \mathcal{L}_{\varepsilon}, d_{\mathcal{P}}(\gamma, f(\gamma)) \leq \varepsilon  \tag{2.4}\\
& \text { and similarly when we exchange } \mathcal{L} \text { and } \mathcal{L}^{\prime},
\end{align*}
$$

where $\mathcal{L}_{\varepsilon}$ is the collection of loops in $\mathcal{L}$ with a diameter larger than $\varepsilon$.

Random walk loop soup For a portion $D_{N}$ of the square lattice $\frac{1}{N} \mathbb{Z}^{2}$, we will also need to consider the random walk loop soup $\mathcal{L}_{D_{N}}^{\theta}$ in $D_{N}$ with intensity $\theta$, introduced by [LTF07]. Its definition is analogous to the definition of $\mathcal{L}_{D}^{\theta}$ with discrete versions of the heat kernel and Brownian bridges. See [ABJL23, Section 2.2] for details.

### 2.2 Multiplicative chaos of the Brownian loop soup

In this section, we will recall the definition and some properties of the multiplicative chaos measure $\mathcal{M}_{\gamma}$ of the Brownian loop soup $\mathcal{L}_{D}^{\theta}$ in a given bounded simply connected domain $D \subset \mathbb{C}$. We will recall the construction from the discrete setting since it is the easiest one to explain and since it will be the approximation we will use in Section 8. Let us mention however that there is a construction directly in the continuum which is based on Brownian multiplicative chaos measures [BBK94, AHS20, Jeg20, Jeg22, Jeg21]. We follow [ABJL23]. Let us stress already that our normalisation of $\mathcal{M}_{\gamma}$ is given by $\mathbb{E}\left[\mathcal{M}_{\gamma}(\mathrm{d} z)\right]=2 \mathrm{~d} z$ which is different from the one in [ABJL23]: if we denote by $\hat{\mathcal{M}}_{\gamma}$ the measure constructed in [ABJL23, Theorem 1.1], we will have

$$
\begin{equation*}
\mathcal{M}_{\gamma}(\mathrm{d} z)=a^{1-\theta} 2^{1+\theta} \Gamma(\theta) \operatorname{CR}(z, D)^{-\gamma^{2} / 2} \hat{\mathcal{M}}_{\gamma}(\mathrm{d} z) \tag{2.5}
\end{equation*}
$$

Let $N \geq 1$ be a large integer and let $D_{N} \subset \frac{1}{N} \mathbb{Z}^{2}$ be a discrete approximation of $D$. Specifically, assuming without loss of generality that $D$ contains the origin, let

$$
D_{N}:=\left\{z \in D \cap \frac{1}{N} \mathbb{Z}^{2}: \quad \begin{array}{c}
\text { there exists a path in } \frac{1}{N} \mathbb{Z}^{2} \text { from } z \text { to the origin }  \tag{2.6}\\
\text { whose distance to the boundary of } D \text { is at least } \frac{1}{N}
\end{array}\right\} .
$$

Let $\mathcal{L}_{D_{N}}^{\theta}$ be a random walk loop soup with intensity $\theta$. For any vertex $x \in D_{N}$ and any loop $\wp=(\wp(t))_{0 \leq t \leq T(\wp)} \in \mathcal{L}_{D_{N}}^{\theta}$, we denote by $\ell_{x}(\wp)$ the local time of $\wp$ at $x$ and $\ell_{x}$ the local time of the loop soup at $x$ :

$$
\begin{equation*}
\ell_{x}(\wp):=N^{2} \int_{0}^{T(\wp)} \mathbf{1}_{\{\wp(t)=z\}} \mathrm{d} t \quad \text { and } \quad \ell_{x}:=\sum_{\wp \in \mathcal{L}_{D_{N}}^{\theta}} \ell_{x}(\wp) . \tag{2.7}
\end{equation*}
$$

In our normalisation, $\mathbb{E}\left[\ell_{x}\right] \sim \frac{\theta}{2 \pi} \log N$ as $N \rightarrow \infty$, for any $x$ in the bulk of $D_{N}$. We then define the set of $a$-thick points by

$$
\begin{equation*}
\mathcal{T}_{N}(a):=\left\{x \in D_{N}: \ell_{x} \geq \frac{1}{2 \pi} a(\log N)^{2}\right\} \tag{2.8}
\end{equation*}
$$

The parameter $a$ can be thought of as a thickness parameter. It is related to the GMC parameter $\gamma$ by

$$
\begin{equation*}
a=\frac{\gamma^{2}}{2}, \quad \gamma=\sqrt{2 a} \tag{2.9}
\end{equation*}
$$

We finally define the discrete approximation $\mathcal{M}_{a}^{N}$ of $\mathcal{M}_{a}$ as the uniform measure on the set of thick points: for all Borel set $A \subset \mathbb{C}$,

$$
\begin{equation*}
\mathcal{M}_{a}^{N}(A):=\frac{1}{c_{*}(a)} \frac{(\log N)^{1-\theta}}{N^{2-a}} \sum_{x \in \mathcal{T}_{N}(a)} \mathrm{CR}(x, D)^{-a} \mathbf{1}_{\{x \in A\}} . \tag{2.10}
\end{equation*}
$$

where the constant $c_{*}(a)$ is given by $c_{*}(a)=\frac{(2 \sqrt{2})^{a} e^{a \gamma_{\mathrm{EM}}}}{2 a^{1-\theta} \Gamma(\theta)}$ with $\gamma_{\mathrm{EM}}$ being the Euler-Mascheroni constant.
Theorem 2.1 ([ABJL23, Theorem 1.12]). Let $\theta>0$ and $a \in(0,2)$. The following convergence holds in distribution

$$
\left(\mathcal{L}_{D_{N}}^{\theta}, \mathcal{M}_{a}^{N}\right) \rightarrow\left(\mathcal{L}_{D}^{\theta}, \mathcal{M}_{a}\right) \quad \text { as } \quad N \rightarrow \infty
$$

relatively to the topology induced by $d_{\mathfrak{L}}$ for $\mathcal{L}_{D_{N}}^{\theta}$ and the weak topology on $\mathbb{C}$ for $\mathcal{M}_{a}^{N}$.
With some abuse of notation, we will write $\mathcal{M}_{a}$ or $\mathcal{M}_{\gamma}$ depending on whether we view the measure as a function of $a$ or $\gamma$. In this paper $a$ and $\gamma$ will always be related by (2.9).
Remark 2.2. Let us mention that the previous results can easily be generalised to finitely connected domains. In that case, one would need to change in $(2.10) \log \mathrm{CR}(z, D)$ by the harmonic extension of $\log |z-\cdot|$ from $\partial D$ to $D$. Indeed, this is the function that appears in the asymptotic behaviour of the Green function on the diagonal (see e.g. (1.4) in [BP21]).

Some properties In the following lemma we recall some first and second moments computations related to $\mathcal{M}_{a}$. Let $a, a^{\prime} \in(0,1)$ be two thickness parameters lying in the $L^{2}$-regime. Let $\left\{a_{1}, a_{2}, \ldots\right\}$ and $\left\{a_{1}^{\prime}, a_{2}^{\prime}, \ldots\right\}$ be two independent random partitions of $[0, a]$ and $\left[0, a^{\prime}\right]$, respectively, distributed according to a Poisson-Dirichlet distribution with parameter $\theta$. Conditionally on these partitions, let $\Xi_{a_{i}}^{x}, \Xi_{a_{i}^{\prime}}^{y}, i \geq 1$, be independent loops whose distributions are described in Section 2.1. We also recall the definition of the modified Bessel function of the first kind

$$
\begin{equation*}
I_{\theta-1}(u)=\sum_{n \geq 0} \frac{1}{n!\Gamma(\theta+n)}\left(\frac{u}{2}\right)^{2 n+\theta-1}, \quad \theta>0, \quad u>0 \tag{2.11}
\end{equation*}
$$

Lemma 2.3. For $a \in(0,2)$ and $F: D \times \mathfrak{L} \rightarrow \mathbb{R}$ a bounded measurable admissible function, we have

$$
\begin{equation*}
\mathbb{E}\left[\int_{D} F\left(x, \mathcal{L}_{D}^{\theta}\right) \mathcal{M}_{a}(\mathrm{~d} x)\right]=2 \int_{D} \mathbb{E}\left[F\left(x, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}\right)\right] \mathrm{d} x \tag{2.12}
\end{equation*}
$$

where the two collections of loops $\mathcal{L}_{D}^{\theta}$ and $\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}$ are independent. Let $a, a^{\prime} \in(0,1)$. We have

$$
\begin{equation*}
\mathbb{E}\left[\mathcal{M}_{a}(\mathrm{~d} x) \mathcal{M}_{a^{\prime}}(\mathrm{d} y)\right]=4\left(2 \pi \sqrt{a a^{\prime}} G_{D}(x, y)\right)^{1-\theta} \Gamma(\theta) I_{\theta-1}\left(4 \pi \sqrt{a a^{\prime}} G_{D}(x, y)\right) \mathrm{d} x \mathrm{~d} y \tag{2.13}
\end{equation*}
$$

Moreover, if $F: D \times D \times \mathfrak{L} \rightarrow \mathbb{R}$ is a bounded measurable admissible function, then

$$
\begin{align*}
& \left.\mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta}\right) \mathcal{M}_{a}(\mathrm{~d} x) \mathcal{M}_{a^{\prime}}(\mathrm{d} y) \mathbf{1}_{\left\{\nexists \wp \in \mathcal{\mathcal { L } _ { D } ^ { \theta }}\right.} \text { visiting both } x \text { and } y\right\}\right]  \tag{2.14}\\
& =4 \mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}\right)\right] \mathrm{d} x \mathrm{~d} y
\end{align*}
$$

where the three collections of loops $\mathcal{L}_{D}^{\theta},\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}$ and $\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}$ are independent.
Proof. Recall that our normalisation of $\mathcal{M}_{a}$ is different than in [ABJL23] (see (2.5)). (2.12) is the content of [ABJL23, Theorem 1.8] and (2.13) can be found in [ABJL23, Remark 1.3]. It remains to prove (2.14). We are going to see that it is a quick consequence of (2.12). Indeed, the left hand side of (2.14) is equal to

$$
2 \mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}\right) \mathcal{M}_{a^{\prime}}^{\mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}}(\mathrm{~d} y) \mathbf{1}_{\left\{\nexists \wp \in \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \text { visiting both } x \text { and } y\right\}}\right] \mathrm{d} x
$$

where $\mathcal{L}_{D}^{\theta}$ and $\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}$ are independent. In the above display, we denoted by $\mathcal{M}_{a^{\prime}}^{\mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}}$ the multiplicative chaos generated by the loops in $\mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}$. For more details see [ABJL23, Section 1.3]. Here, we notice that on the event that none of the loops in $\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}$ visits $y$, none of these loops can contribute to the thickness at $y$ :

$$
\mathcal{M}_{a^{\prime}}^{\mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}}(\mathrm{~d} y) \mathbf{1}_{\left\{\nexists \wp \wp \in\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \text { visiting } y\right\}}=\mathcal{M}_{a^{\prime}}(\mathrm{d} y) \mathbf{1}_{\left\{\nexists \wp \in \in\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \text { visiting } y\right\}} \quad \text { a.s. }
$$

Hence, the left hand side of (2.14) is equal to

$$
\begin{aligned}
& 2 \mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}\right) \mathcal{M}_{a^{\prime}}(\mathrm{d} y) \mathbf{1}_{\left\{\nexists \wp \wp \in \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \text { visiting both } x \text { and } y\right\}}\right] \mathrm{d} x \\
& =4 \mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{a^{\prime}}}^{y}\right\}_{i \geq 1}\right) \mathbf{1}_{\left\{\nexists \wp \in \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1} \text { visiting both } x \text { and } y\right\}}\right] \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

where in the last equality we applied once again [ABJL23, Theorem 1.8]. Finally, we notice that for Lebesgue-typical points $x$ and $y$, almost surely none of the loops in $\mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}$ visits both $x$ and $y$. This concludes the proof.

### 2.3 Crossing exponent in the Brownian loop soup

We now recall the main result of [JLQ23] concerning the decay rate of the probability of some crossing event in the loop soup. This decay rate is particularly important to us since it drives the blow-up of the correlations of $h_{\theta}$ (Theorem 1.3). The decay of the normalising constant $Z_{\gamma}$ in Theorem 1.2 is also obtained from the asymptotic behaviour of these crossing probabilities.
Theorem 2.4 ([JLQ23, Theorem 1.2]). Let $\theta \in(0,1 / 2]$. The probability that a cluster in a Brownian loop soup $\mathcal{L}_{\mathbb{D}}^{\theta}$ intersects both the microscopic circle r $\partial \mathbb{D}$ and the macroscopic circle $e^{-1} \partial \mathbb{D}$ decays like

$$
\mathbb{P}\left(r \partial \mathbb{D} \stackrel{\mathcal{L}_{\mathbb{W}}^{\theta}}{\longleftrightarrow} e^{-1} \partial \mathbb{D}\right)=|\log r|^{-1+\theta+o(1)} \quad \text { as } \quad r \rightarrow 0
$$

We will also need the following estimates from [JLQ23]. As opposed to Theorem 2.4, the next results concern some crossing events by loops rather than clusters (they are in particular much easier to establish). In the first lemma below and in the rest of the paper, we will say that a loop $\wp \in \mathcal{L}_{\mathbb{D}}^{\theta}$ surrounds the disc $r \mathbb{D}$ if $\wp$ does not intersect $r \mathbb{D}$ but disconnects it from $\partial \mathbb{D}$.
Lemma 2.5 ([JLQ23, Lemma 2.5]). There exists $c=c(\theta)>0$ such that for all $r \in(0,1 / 10)$,

$$
\begin{equation*}
\mathbb{P}\left(\exists \wp \in \mathcal{L}_{\mathbb{D}}^{\theta} \text { surrounding } r \mathbb{D}\right) \geq 1-r^{c} \tag{2.15}
\end{equation*}
$$

Lemma 2.6 ([JLQ23, (2.3) in Lemma 2.2]). Let $0<r_{1}<r_{2}<1$. We have

$$
\mu_{\mathbb{D}}^{\text {loop }}\left(\left\{\wp \text { crossing } r_{2} \mathbb{D} \backslash r_{1} \mathbb{D}\right\}\right)=\left(1+O(1) \frac{r_{1}}{r_{2}}\right) \log \frac{\log \left(1 / r_{1}\right)}{\log \left(r_{2} / r_{1}\right)} .
$$

In particular, for all $r_{0} \in\left(0, e^{-1}\right)$ and $s \geq 1$,

$$
\mathbb{P}\left(\exists \wp \in \mathcal{L}_{\mathbb{D}}^{\theta}: r_{0} \stackrel{\wp}{\longleftrightarrow} r_{0}^{s}\right)=\left(1+O\left(s^{-1}\right)\right) \theta s^{-1} .
$$

We finally recall the FKG inequality which is an import tool that we will use frequently in the paper. A function $f: \mathfrak{L} \rightarrow \mathbb{R}$ is said to be increasing if for all $\mathcal{L}, \mathcal{L}^{\prime} \in \mathfrak{L}$ with $\mathcal{L} \subset \mathcal{L}^{\prime}, f(\mathcal{L}) \leq f\left(\mathcal{L}^{\prime}\right)$.
Lemma 2.7 (FKG inequality [Jan84, Lemma 2.1]). For all increasing bounded measurable functions $f, g: \mathfrak{L} \rightarrow \mathbb{R}$,

$$
\mathbb{E}\left[f\left(\mathcal{L}_{D}^{\theta}\right) g\left(\mathcal{L}_{D}^{\theta}\right)\right] \geq \mathbb{E}\left[f\left(\mathcal{L}_{D}^{\theta}\right)\right] \mathbb{E}\left[g\left(\mathcal{L}_{D}^{\theta}\right)\right]
$$

In most places we will apply this result to indicator functions of increasing events.

### 2.4 Some properties of $\Xi_{a}^{z}$

We start by recalling a restriction property for the $a$-thick loop $\Xi_{a}^{z}$ defined in Section 2.1.
Lemma 2.8. Let $z \in D$ and let $D^{\prime} \subset D$ be a simply connected domain containing $z$. Then

$$
\begin{equation*}
\mathbb{E}\left[F\left(\Xi_{a}^{z, D}\right) \mathbf{1}_{\left\{\Xi_{a}^{z, D} \subset D^{\prime}\right\}}\right]=\frac{\operatorname{CR}\left(z, D^{\prime}\right)^{a}}{\operatorname{CR}(z, D)^{a}} \mathbb{E}\left[F\left(\Xi_{a}^{z, D^{\prime}}\right)\right] . \tag{2.16}
\end{equation*}
$$

Proof. This follows quickly from the restriction property of the measures $\mu_{D}^{z, w}$. A proof of this result can be found in [ABJL23]; see equation (5.2) therein.

As a direct consequence,
Lemma 2.9. Let $x \in D$ and $a>0$. For any $r<\mathrm{d}(x, \partial D)$,

$$
\mathbb{P}\left(\left\|\Xi_{a}^{x}-x\right\|_{\infty} \in \mathrm{d} r\right)=\frac{a r^{a-1}}{\operatorname{CR}(x, D)^{a}} \mathrm{~d} r .
$$

Proof. By Lemma 2.8, the probability that $\left\|\Xi_{a}^{x}-x\right\|_{\infty}<r$ is equal to $\frac{\operatorname{CR}(x, D \cap D(x, r))^{a}}{\operatorname{CR}(x, D)^{a}}$. When $r<\mathrm{d}(x, \partial D)$, this is simply equal to $\frac{r^{a}}{\operatorname{CR}(x, D)^{a}}$. The lemma then follows after differentiating with respect to $r$.

We will also need the following two-point estimate:
Lemma 2.10. Let $x, y \in D$ with $|x-y|>e^{-1 / a}$ and let $k \geq 0$.

$$
\begin{equation*}
\mathbb{P}\left(\left\|\Xi_{a}^{x}-y\right\|_{\infty} \frac{2}{|x-y|} \in\left[e^{-k-1}, e^{-k}\right]\right) \leq C a \frac{(\log |x-y|)^{2}}{k(k+|\log | x-y| |)} \tag{2.17}
\end{equation*}
$$

Proof. We will only explain where this bound comes from without providing all the details. By Lemma 2.9, the probability that $\Xi_{a}^{x}$ reaches the circle $\partial D(x,|x-y| / 2)$ is given by $1-\left(\frac{|x-y|}{2 \operatorname{CR}(x, D)}\right)^{a}$. Using the assumption that $|x-y|>e^{-1 / a}$, we can bound this probability by $C a|\log | x-y| |$. Conditioned on the event that $\Xi_{a}^{x}$ has reached $\partial D(x,|x-y| / 2)$, the probability that $\frac{2}{|x-y|}\left\|\Xi_{a}^{x}-y\right\|_{\infty} \in$ $\left[e^{-k-1}, e^{-k}\right]$ can be compared with the probability for a simple random walk on $\mathbb{Z}$ starting at 0 to reach $k$ before reaching $-\log |x-y|$ (hit the small ball before exiting the domain) and then to come back to 0 without hitting $k+1$ (do not hit $\partial D\left(y,|x-y| e^{-k+1} / 2\right)$ before going back to $\partial D(y,|x-y| / 2))$. The probabilities of these events are respectively equal to

$$
\frac{|\log | x-y| |}{k+|\log | x-y| |} \quad \text { and } \quad \frac{1}{k} .
$$

Putting things together, we obtain that (2.17).

We finish this section by combining Theorem 2.4 and Lemma 2.9 to show that, as stated in Theorem 1.2, the normalising constant $Z_{\gamma}(1.3)$ behaves like $\gamma^{2(1-\theta)+o(1)}$. Importantly, a slight modification of the proof below shows that for any $z \in D$ and compact set $K \subset D \backslash\{z\}$,

$$
\begin{equation*}
\mathbb{P}\left(K \stackrel{\mathcal{L}_{P}^{\theta} \cup \Xi_{a}^{z}}{\longrightarrow} z\right)=(1+o(1)) \mathbb{P}\left(K \stackrel{\mathcal{L}_{D}^{\theta}}{\longleftrightarrow} D\left(z,\left\|\Xi_{a}^{z}-z\right\|_{\infty}\right)\right), \tag{2.18}
\end{equation*}
$$

i.e. we can replace the thick loop at $z$ by a disc centred at $z$ with random radius $\left\|\Xi_{a}^{z}-z\right\|_{\infty}$.

Proof of Theorem 1.2 - asymptotic behaviour of $Z_{\gamma}$. We are going to show that $Z_{\gamma}=\gamma^{2(1-\theta)+o(1)}$ as $\gamma \rightarrow 0$. We start with the upper bound. If the origin is connected to the circle $e^{-1} \partial \mathbb{D}$ by a cluster of $\Xi_{a}^{0, \mathbb{D}} \cup \mathcal{L}_{\mathbb{D}}^{\theta}$, there must be a cluster of $\mathcal{L}_{\mathbb{D}}^{\theta}$ which intersects both $r \partial \mathbb{D}$ and $e^{-1} \partial \mathbb{D}$ where $r=\left\|\Xi_{a}^{0, \mathbb{D}}\right\|_{\infty}$. By independence of $\Xi_{a}^{0, \mathbb{D}}$ and $\mathcal{L}_{\mathbb{D}}^{\theta}$ this gives

$$
Z_{\gamma} \leq \mathbb{P}\left(\left\|\Xi_{a}^{0, \mathbb{D}}\right\|_{\infty} \geq e^{-1}\right)+\int_{0}^{e^{-1}} \mathbb{P}\left(\left\|\Xi_{a}^{0, \mathbb{D}}\right\|_{\infty} \in \mathrm{d} r\right) \mathbb{P}\left(r \partial \mathbb{D} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} e^{-1} \partial \mathbb{D}\right)
$$

Let $\varepsilon>0$. By Theorem 2.4, there exists $C_{\varepsilon}>0$ such that the last probability in the above display is at most $C_{\varepsilon}|\log r|^{-1+\theta+\varepsilon}$ for all $r \in\left(0, e^{-1}\right)$. Together with Lemma 2.9, we obtain that

$$
Z_{\gamma} \leq 1-e^{-a}+\int_{0}^{e^{-1}} a r^{a-1} C_{\varepsilon}|\log r|^{-1+\theta+\varepsilon} \mathrm{d} r \sim C_{\varepsilon} \Gamma(\theta+\varepsilon) a^{1-\theta-\varepsilon}
$$

as $a \rightarrow 0$. Since $a=\gamma^{2} / 2$, this proves the desired upper bound: $Z_{\gamma} \leq \gamma^{2(1-\theta)+o(1)}$.
We now turn to the lower bound. The event $\left\{0 \stackrel{\mathcal{L}_{\vec{\theta}}^{\theta} \cup \Xi^{0, \mathbb{D}}}{\longleftrightarrow} e^{-1} \partial \mathbb{D}\right\}$ occurs as soon as 1) $\Xi_{a}^{0, \mathbb{D}}$ reaches $\left.e^{-1 / a} \partial \mathbb{D}, 2\right)$ a cluster of $\mathcal{L}_{\mathbb{D}}^{\theta}$ intersects the circles $e^{-2 / a} \partial \mathbb{D}$ and $e^{-1} \partial \mathbb{D}$ and 3) there is a loop in $\mathcal{L}_{\mathbb{D}}^{\theta}$ surrounding $e^{-2 / a} \mathbb{D}$ while staying in $e^{-1 / a} \mathbb{D}$. By independence of $\Xi_{a}^{0, \mathbb{D}}$ and $\mathcal{L}_{\mathbb{D}}^{\theta}$ and by FKG , the probability of the intersection of these three events is at least the product of each probability. By Lemma 2.9, the probability of the first event is $1-e^{-1}$. By Theorem 2.4, the probability of the second event is $a^{1-\theta+o(1)}$. By Lemma 2.5, the probability of the last event is $1+o(1)$. Overall, we conclude that $Z_{\gamma} \geq a^{1-\theta+o(1)}=\gamma^{2(1-\theta)+o(1)}$.

### 2.5 Preliminary estimate

We finish this preliminary section with a lemma that we state here for ease of future reference.
Lemma 2.11. For $\gamma>0$, let

$$
\begin{equation*}
R_{\gamma}:=\sup \left\{r>0: r \partial \mathbb{D} \stackrel{\mathcal{D}^{\theta} \cup \Xi_{\mathbb{~ O}}^{0, \mathbb{D}}}{\longleftrightarrow} 0\right\} . \tag{2.19}
\end{equation*}
$$

Then for all $\eta>0$, there exists $C=C(\eta)>0$ such that for all $\gamma>0$ and $r \in(0,1)$,

$$
\begin{equation*}
\frac{1}{Z_{\gamma}} \mathbb{P}\left(R_{\gamma} \geq r\right) \leq C|1+\log r|^{1-\theta+\eta} \tag{2.20}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\limsup _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{P}\left(R_{\gamma} \geq r\right) \rightarrow 0 \quad \text { as } \quad r \rightarrow 1 \tag{2.21}
\end{equation*}
$$

Proof. By definition, $Z_{\gamma}=\mathbb{P}\left(R_{\gamma} \geq e^{-1}\right)$. See (1.3). Hence, $\mathbb{P}\left(R_{\gamma} \geq r\right) / Z_{\gamma} \leq 1$ if $r \geq e^{-1}$ which concludes the proof of (2.20) in this case. We now consider the case $r \in\left(0, e^{-1}\right)$. This time,

$$
\frac{1}{Z_{\gamma}} \mathbb{P}\left(R_{\gamma} \geq r\right)=\mathbb{P}\left(R_{\gamma} \geq e^{-1} \mid R_{\gamma} \geq r\right)^{-1}
$$

Let $E_{1}:=\left\{e^{-1} \partial \mathbb{D} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} r / 2 \partial \mathbb{D}\right\}$ and $E_{2}$ be the event that there is a loop in $\mathcal{L}_{\mathbb{D}}^{\theta}$ surrounding $r / 2 \mathbb{D}$ while staying in $r \mathbb{D}$. Conditionally on $\left\{R_{\gamma} \geq r\right\},\left\{R_{\gamma} \geq e^{-1}\right\} \supset E_{1} \cap E_{2}$. By FKG inequality, we deduce that

$$
\frac{1}{Z_{\gamma}} \mathbb{P}\left(R_{\gamma} \geq r\right) \leq \mathbb{P}\left(E_{1}\right)^{-1} \mathbb{P}\left(E_{2}\right)^{-1}
$$

By Lemma 2.5, $\mathbb{P}\left(E_{2}\right) \geq c$ and, by Theorem 2.4, for all $\eta>0$, there exists $c>0$ such that $\mathbb{P}\left(E_{1}\right) \geq c|\log r|^{-1+\theta-\eta}$. This concludes the proof of (2.20).

We now prove (2.21). Let $r \in\left(e^{-1}, 1\right)$. FKG inequality cannot be used directly to bound $\mathbb{P}\left(R_{\gamma} \geq r\right) / Z_{\gamma}=\mathbb{P}\left(R_{\gamma} \geq r \mid R_{\gamma} \geq e^{-1}\right)$ (it goes in the wrong direction). Let $E$ be the event that $\Xi_{a}^{0, \mathbb{D}} \subset e^{-1} \mathbb{D}$. By Lemma 2.9, $\mathbb{P}\left(E^{c}\right) \leq C \gamma^{2}$. Hence

$$
\limsup _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{P}\left(E^{c}, R_{\gamma} \geq r\right)=0
$$

We now work on the event $E$. Let $r^{\prime} \in\left(e^{-1}, r\right)$ be an intermediate radius. We decompose the loops of $\mathcal{L}_{\mathbb{D}}^{\theta}$ into two independent sets $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ of loops: the ones that are contained in $\mathbb{D} \backslash e^{-1} \overline{\mathbb{D}}$ and the ones that touch $e^{-1} \overline{\mathbb{D}}$ respectively. Notice that the event $\left\{R_{\gamma} \geq e^{-1}\right\}$ is measurable w.r.t. $\mathcal{L}_{2}$. If none of the loops in $\mathcal{L}_{2}$ reaches $r^{\prime} \partial \mathbb{D}$, then there must be a cluster of $\mathcal{L}_{1}$ that intersects both $r^{\prime} \partial \mathbb{D}$ and $r \partial \mathbb{D}$ in order to have $R_{\gamma} \geq r$. That is,

$$
\frac{1}{Z_{\gamma}} \mathbb{P}\left(E, R_{\gamma} \geq r\right) \leq \mathbb{P}\left(r \partial \mathbb{D} \stackrel{\mathcal{L}_{1}}{\longleftrightarrow} r^{\prime} \partial \mathbb{D} \mid R_{\gamma} \geq e^{-1}\right)+\mathbb{P}\left(E, \exists \wp \in \mathcal{L}_{2}: r^{\prime} \partial \mathbb{D} \longleftrightarrow e^{-1} \partial \mathbb{D} \mid R_{\gamma} \geq e^{-1}\right)
$$

Since $\mathcal{L}_{1}$ is independent of $\left\{R_{\gamma} \geq e^{-1}\right\}$, the first probability on the right hand side is equal to $\mathbb{P}\left(r \partial \mathbb{D} \stackrel{\mathcal{L}_{1}}{\longleftrightarrow} r^{\prime} \partial \mathbb{D}\right) . r^{\prime}$ being fixed, this event can occur only if a macroscopic CLE loop (the outermost boundary of a cluster) in the domain $\mathbb{D} \backslash e^{-1} \overline{\mathbb{D}}$ reaches the circle $r \partial \mathbb{D}$. This probability vanishes as $r \rightarrow 1$ (this follows from [SW12, Corollaries 4.3 and 6.6] where the exponent of the probability that a macroscopic CLE loop gets close to a fixed boundary point is computed). We have shown that for all $r^{\prime} \in\left(e^{-1}, 1\right)$,

$$
\begin{equation*}
\limsup _{r \rightarrow 1} \limsup _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{P}\left(R_{\gamma} \geq r\right) \leq \underset{\gamma \rightarrow 0}{\limsup } \mathbb{P}\left(\exists \wp \in \mathcal{L}_{2}: r^{\prime} \partial \mathbb{D} \stackrel{\wp}{\longleftrightarrow} e^{-1} \partial \mathbb{D} \mid R_{\gamma} \geq e^{-1}\right) \tag{2.22}
\end{equation*}
$$

Since the left hand side is independent of $r^{\prime}$, it is enough to show that the right hand side vanishes as $r^{\prime} \rightarrow 1$ to conclude the proof of (2.21). Let $R:=\inf \left\{x>0: \exists \wp \in \mathcal{L}_{2}: r^{\prime} \partial \mathbb{D} \stackrel{\wp}{\longleftrightarrow} x \partial \mathbb{D}\right\}$. The probability on the right hand side of (2.22) is equal to

$$
\frac{1}{Z_{\gamma}} \int_{0}^{e^{-1}} \mathbb{P}\left(R \in \mathrm{~d} x, R_{\gamma} \geq e^{-1}\right) \leq \frac{1}{Z_{\gamma}} \int_{0}^{e^{-1}} \mathbb{P}(R \in \mathrm{~d} x) \mathbb{P}\left(R_{\gamma} \geq x\right)
$$

using the independence of the loops that touch $x \mathbb{D}$ and the ones that do not. By (2.20) (applied to $\eta=\theta / 2), \mathbb{P}\left(R_{\gamma} \geq x\right) / Z_{\gamma} \leq C|\log x|^{1-\theta / 2}$. Injecting this estimate in the above integral and then integrating by parts shows that the right hand side of (2.22) is at most

$$
\mathbb{P}\left(R \leq e^{-1}\right)+(1-\theta / 2) \int_{0}^{e^{-1}} \frac{\mathbb{P}(R \leq x)}{x|\log x|^{\theta / 2}} \mathrm{~d} x
$$

By Lemma 2.6, $\mathbb{P}(R \leq x) \leq C\left|\log r^{\prime}\right| /|\log x|, x \in\left(0, e^{-1}\right]$. The integral $\int_{0}^{e^{-1}} x^{-1}|\log x|^{-1-\theta / 2} \mathrm{~d} x$ being finite, the right hand side of (2.22) is thus at most $C\left|\log r^{\prime}\right|$ which vanishes as $r^{\prime} \rightarrow 1$. This concludes the proof of (2.21).

## 3 Convergence of renormalised crossing probabilities and coupling of clusters

The main goal of this section is to prove the following result. This will be a key result for the rest of the article.

Theorem 3.1. Let $\theta \in(0,1 / 2]$ and $D$ be a bounded simply connected domain. Let $x \in D$ and $K$ and $\hat{K}$ be two connected compact subsets of $\bar{D} \backslash\{x\}$. The following limits exist and are identical

$$
\begin{equation*}
\lim _{r \rightarrow 0} \mathbb{P}\left(K \stackrel{\mathcal{L}_{D}^{\theta}}{\longleftrightarrow} D(x, r)\right) / \mathbb{P}\left(\hat{K} \xrightarrow{\stackrel{\mathcal{L}_{D}^{\theta}}{\longleftrightarrow}} D(x, r)\right)=\lim _{a \rightarrow 0} \mathbb{P}\left(K \xrightarrow{\mathcal{L}_{p}^{\theta} \cup \Xi^{x, D}} \longleftrightarrow x\right) / \mathbb{P}\left(\hat{K} \xrightarrow{\mathcal{L}_{D}^{\theta} \cup \Xi^{x, D}} x\right) . \tag{3.1}
\end{equation*}
$$

The proof of this result is based on the construction of a coupling between two processes of conditioned clusters. Let us describe this result now.

For $t \geq 0$, let $\mathrm{C}_{t}$ be the open cylinder $\mathrm{C}_{t}=(t,+\infty) \times \mathbb{S}^{1}, \overline{\mathrm{C}}_{t}$ the corresponding closed cylinder, and $\partial \mathrm{C}_{t}$ the circle $\partial \mathrm{C}_{t}=\{t\} \times \mathbb{S}^{1} \subset \overline{\mathrm{C}}_{t}$. The cylinder $\mathrm{C}_{0}$ is conformally equivalent to $\mathbb{D} \backslash\{0\}$ through the map $(t, \omega) \mapsto e^{-t} \omega$. Since the 2D Brownian loop soups are conformally invariant in law (up


Figure 3.1: Schematic representation of the sequence $\left(K_{0}(t)\right)_{t \in \mathbb{N}}$. The filled grey region is the initial set $K_{0}$. The clusters of $\mathcal{L}_{\cap\left(0, t_{1}\right]}^{\theta}$ (resp. $\left.\mathcal{L}_{\cap\left(0, t_{2}\right]}^{\theta} \backslash \mathcal{L}_{\cap\left(0, t_{1}\right]}^{\theta}\right)$ are depicted in red (resp. blue). $Q_{0}\left(t_{1}\right) \cap C_{t_{1}}$ and $Q_{0}\left(t_{2}\right) \cap \mathrm{C}_{t_{2}}$ correspond to the dotted red and blue regions respectively. $Q_{0}\left(t_{2}\right)$ is not measurable w.r.t. $Q_{0}\left(t_{1}\right)$ and the loops in $\mathcal{L}_{\cap\left(0, t_{2}\right]}^{\theta} \backslash \mathcal{L}_{\cap\left(0, t_{1}\right]}^{\theta}$ since it also depends on the other clusters of $\mathcal{L}_{\cap\left(0, t_{1}\right]}^{\theta}$ (bottom red cluster in this picture).
to time change), and $\{0\}$ is polar for Brownian motion, working on $C_{0}$ and working on $\mathbb{D}$ (and therefore on any simply connected domain $D$ ) will be equivalent.

Let $\theta \in(0,1 / 2]$ and consider a Brownian loop soup with intensity $\theta$ in $\mathrm{C}_{0}$ that we denote by $\mathcal{L}_{0}^{\theta}$. For $t>0$, let $\mathcal{L}_{\cap(0, t]}^{\theta}$ be the subset of $\mathcal{L}_{0}^{\theta}$ consisting of all the loops that intersect $(0, t] \times \mathbb{S}^{1}$. Let $K_{0} \subset \overline{\mathrm{C}}_{0}$ be a connected compact subset of $\overline{\mathrm{C}}_{0}$. For all integer $t \geq 1$, let $Q_{0}(t)$ be the union of all clusters of $\mathcal{L}_{\cap(0, t]}^{\theta}$ that intersect $K_{0}$. Let $K_{0}(t):=\left(\left(\overline{Q_{0}(t)} \cap \mathrm{C}_{t}\right)-t\right) \cup \partial \mathrm{C}_{0}$ (for $A \subset \mathrm{C}_{0}, A-t$ stands for the longitudinal translation of $A$ by $t$, to the left) and $T^{\dagger}:=\inf \left\{t \in \mathbb{N}: K_{0}(t)=\partial \mathrm{C}_{0}\right\}$. The event $\left\{T^{\dagger}>t\right\}$ corresponds to the event that there is a cluster intersecting both $K_{0}$ and $\{t\} \times \mathbb{S}^{1}$. Let $\hat{K}_{0}$ be another initial connected compact subset of $\overline{\mathrm{C}}_{0}$ and define analogously $\left(\hat{K}_{0}(t)\right)_{t \in \mathbb{N}}$ and $\hat{T}^{\dagger}$. We would like to stress that $\left(K_{0}(t)\right)_{t \in \mathbb{N}}$ is not a Markov process; see Figure 3.1. For this reason, we will need to consider a larger filtration than the natural filtration associated to $\left(K_{0}(t)\right)_{t \in \mathbb{N}}$; this filtration is introduced in (3.10) and will be denoted by $\left(\mathcal{F}_{t}\right)_{t \in \mathbb{N}}$.

Our coupling result reads as follows:
Theorem 3.2. For every initial conditions $K_{0}$ and $\hat{K}_{0}$ not identical to $\partial \mathrm{C}_{0}$, and every $T \geq 1$ large enough, we can couple on the same probability space the two stochastic processes $\left(K_{0}(t)\right)_{t=0, \ldots, T}$ under $\mathbb{P}\left(\cdot \mid T^{\dagger}>T\right)$ and $\left(\hat{K}_{0}(t)\right)_{t=0, \ldots, T}$ under $\mathbb{P}\left(\cdot \mid \hat{T}^{\dagger}>T\right)$ such that there exists a stopping time $\mathcal{T}^{T}$ w.r.t. the filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathbb{N}}$ such that the following holds:

1. Coalescence: On the event $\left\{\mathcal{T}^{T}<T\right\}, K_{0}(t)=\hat{K}_{0}(t)$ for all $t \in\left\{\mathcal{T}^{T}, \ldots, T\right\}$;
2. In finite time: Moreover $\lim _{n \rightarrow \infty} \sup _{T \geq n} \mathbb{P}\left(\mathcal{T}^{T} \geq n\right)=0$.

This result will be crucial in the proof of the convergence of the ratio $\mathbb{P}\left(T^{\dagger}>T\right) / \mathbb{P}\left(\hat{T}^{\dagger}>T\right)$ as $T \rightarrow \infty$ (see Theorem 3.1). Indeed, thanks to the above coupling, as soon as the two processes $\left(K_{0}(t)\right)_{t \in[0, T]}$ and $\left(\hat{K}_{0}(t)\right)_{t \in[0, T]}$ have coalesced, surviving up to time $T$ will have the same cost. The cost will be different only before the coalescence time that we know being finite almost surely. Making this argument rigorous requires some extra work (especially on the event that the coalescence time is large), but most of the difficulty lies in Theorem 3.2 above. See Section 3.5 for details.

To prove Theorem 3.2, we will develop a general abstract result that produces a coupling between two trajectories of the same Markov chain with distinct starting points. In this coupling the two trajectories coalesce in finite time. See Section 3.2 and Theorem 3.3.

As already mentioned, $\left(K_{0}(t)\right)_{t \geq 1}$ is not Markovian. In Section 3.3, we introduce an enlarged process of clusters (actually a collection of clusters) that is Markovian. In Section 3.4, we show that we can apply Theorem 3.3 to the framework described in Section 3.3, concluding the proof of Theorem 3.2.

We will start in the next section by recalling some facts about the coupling of two random variables.

### 3.1 Total variation and optimal coupling

Let $(\mathcal{E}, d)$ be a Polish space, that is to say a separable and complete metric space, endowed with its Borel sigma-algebra $\mathcal{B}(\mathcal{E})$ generated by the open subsets. Given two probability measures $\mu_{1}$ and
$\mu_{2}$ on $(\mathcal{E}, \mathcal{B}(\mathcal{E}))$, the total variation distance $d_{\mathrm{TV}}\left(\mu_{1}, \mu_{2}\right)$ is given by

$$
d_{\mathrm{TV}}\left(\mu_{1}, \mu_{2}\right)=2 \sup \left\{\left|\mu_{2}(A)-\mu_{1}(A)\right|: A \in \mathcal{B}(\mathcal{E})\right\} \leq 2 .
$$

This is also the total mass of total variation measure corresponding to the signed measure $\mu_{2}-\mu_{1}$. According to Lebesgue's decomposition theorem, there are measures $\nu, \nu_{1}, \nu_{2}$, two by two mutually singular, and non-negative measurable functions $f_{1}, f_{2}$, such that $\mu_{1}=f_{1} \nu+\nu_{1}$ and $\mu_{2}=f_{2} \nu+\nu_{2}$. One can also impose that $f_{1}$ and $f_{2}$ are $0 \nu_{1}+\nu_{2}$ almost everywhere, and this is the convention we will use. Then

$$
\begin{equation*}
d_{\mathrm{TV}}\left(\mu_{1}, \mu_{2}\right)=\int_{E}\left|f_{2}-f_{1}\right| d \nu+\nu_{1}(\mathcal{E})+\nu_{2}(\mathcal{E}) \quad \text { and } \quad 1-\frac{1}{2} d_{\mathrm{TV}}\left(\mu_{1}, \mu_{2}\right)=\int_{E} f_{1} \wedge f_{2} d \nu=: q \tag{3.2}
\end{equation*}
$$

We are interested in the couplings $\left(X_{1}, X_{2}\right)$, where the marginal distribution of $X_{i}$ is $\mu_{i}, i=1,2$, so as to maximize $\mathbb{P}\left(X_{1}=X_{2}\right)$. This maximal probability is actually given by $q$ defined in (3.2) above. An optimal coupling can be constructed as follows. Let $Y, Y_{i}, i=1,2$, be three independent r.v.s taking values in $\mathcal{E}$ distributed respectively according to

$$
\frac{1}{q} f_{1} \wedge f_{2} d \nu \quad \text { and } \quad \frac{1}{1-q}\left(\left(f_{i}-f_{1} \wedge f_{2}\right) d \nu+d \nu_{i}\right), \quad i=1,2
$$

Moreover, let $Z$ be a Bernouilli r.v. independent from $\left(Y, Y_{1}, Y_{2}\right)$, with $\mathbb{P}(Z=1)=q$. On the event $\{Z=1\}$, we set $X_{1}=X_{2}=Y$. On the event $\{Z=0\}$, we set $X_{1}=Y_{1}$ and $X_{2}=Y_{2}$. It is easy to check that each $X_{i}, i=1,2$, has for distribution $\mu_{i}$. Note that in this construction,

$$
\mathbb{P}\left(X_{2}=X_{1} \mid X_{1}\right)=\left(f_{2}\left(X_{1}\right) / f_{1}\left(X_{1}\right)\right) \wedge 1 .
$$

Moreover, conditionally on the value of $X_{1}$ and the event $\left\{X_{2} \neq X_{1}\right\}$, the conditional distribution of $X_{2}$ is that of $Y_{2}$.

### 3.2 Coupling Markov processes conditioned to survive

Let $(\mathcal{E}, d)$ be a Polish space, endowed with its Borel sigma-algebra $\mathcal{B}(\mathcal{E})$ generated by the open subsets. Let $\left(P_{n}\right)_{n \geq 1}$ be a time-homogeneous Markov semi-group on $\mathcal{E}$. That is to say, for every $n \geq 1$ and $x \in \mathcal{E}, P_{n}(x, d y)$ is a probability measure on $\mathcal{E}$ and the Chapman-Kolmogorov equation holds: for every $x \in \mathcal{E}$ and $n_{1}, n_{2} \geq 1$,

$$
\int_{y \in \mathcal{E}} P_{n_{1}}(x, d y) P_{n_{2}}(y, d z)=P_{n_{1}+n_{2}}(x, d z) .
$$

For $x \in \mathcal{E}$, let $\left(\xi^{x}(n)\right)_{n \geq 0}$ denote a Markov chain starting from $x$, with transition semi-group $\left(P_{n}\right)_{n \geq 1}$.

Let $\dagger$ be a measurable subset of $\mathcal{E}$, with $\dagger \neq \mathcal{E}$. We will denote $\mathcal{E}^{*}=\mathcal{E} \backslash \dagger$. For $x \in \mathcal{E}$, let

$$
T_{\dagger}^{x}=\inf \left\{n \geq 0: \xi^{x}(n) \in \dagger\right\}
$$

be the first hitting time of $\dagger$. We assume that for every $x \in \mathcal{E}^{*}$ and $T \in \mathbb{N} \backslash\{0\}, \mathbb{P}\left(T_{\dagger}^{x}>T\right)>0$. We will denote by $\left(\xi^{x, T}(n)\right)_{n \geq 0}$ the trajectory $\left(\xi^{x}(n)\right)_{n \geq 0}$ conditioned on the event $\left\{T_{\dagger}^{x}>T\right\}$. Let $P_{n}^{T}(x, d y)$ denote the law of $\xi^{x, T}(n)$. We have a time-inhomogeneous Markov property: for every $x \in \mathcal{E}^{*}, n_{1}, n_{2} \geq 1$ and $T \geq n_{1}+n_{2}$,

$$
P_{n_{1}+n_{2}}^{T}(x, d z)=\int_{y \in \mathcal{E}^{*}} P_{n_{1}}^{T}(x, d y) P_{n_{2}}^{T-n_{1}}(y, d z)
$$

Given $x, y \in \mathcal{E}^{*}$, and $T \in \mathbb{N} \backslash\{0\}$, we will denote by $\left(\xi^{x, y, T}(n)\right)_{0 \leq n \leq T}$ the process $\left(\xi^{x, T}(n)\right)_{0 \leq n \leq T}$ conditioned on $\xi^{x, T}(T)=y$ (Markovian bridge conditioned on not hitting $\dagger$ ). This conditional distribution is defined for $P_{T}^{T}(x, d y)$ almost every $y$. For this, we refer to the existence of regular conditional distributions on Polish spaces [KS10, Section 5.3.C, Theorem 3.19]. Further, for every $T^{\prime} \geq T$, conditionally on $\xi^{x, T^{\prime}}(T)=y$, the two processes $\left(\xi^{x, T^{\prime}}(n)\right)_{0 \leq n \leq T}$ and $\left(\xi^{x, T^{\prime}}(T+n)\right)_{n \geq 0}$ are independent, and distributed respectively as $\left(\xi^{x, y, T}(n)\right)_{0 \leq n \leq T}$ and $\left(\xi^{y, T^{\prime}-T}(n)\right)_{n \geq 0}$.

We are interested in coupling the conditioned processes $\left(\xi^{\bar{x}, T}(n)\right)_{0 \leq n \leq T}$ and $\left(\xi^{y, T}(n)\right)_{0 \leq n \leq T}$, for two distinct starting points $x \neq y \in \mathcal{E}^{*}$, on the same probability space, such that the two processes coalesce with high probability for $T$ large enough, and with a uniform control in $T$ over the coalescence time. In our approach, we will need the following data:

- For every $n \in \mathbb{N} \backslash\{0\}$, a non-empty measurable subset $\mathrm{F}_{n}$ of $\mathcal{E}^{*}$. This will be the subset of favourable configurations (favourable to attempt a coalescence).
- A measurable function $\mathbf{T}: \mathcal{E}^{*} \mapsto \mathbb{N} \backslash\{0\}$. The value $\mathbf{T}(x)$ is a sort of characteristic time that is roughly proportional to the time that the process $\xi^{x, T}$ needs in order to reach a favourable configuration. We will also use the following notation: $\mathbf{T}(x, y):=\mathbf{T}(x) \vee \mathbf{T}(y)$.

Theorem 3.3. With the notations above, we assume that there are integer constants $c_{2}>c_{1} \geq 2$, such that the following holds.

1. Control of coalescence starting from favourable configurations. We have that

$$
\begin{equation*}
\inf _{\substack{n \in \mathbb{N}\{0\} \\ x^{\prime}, y^{\prime} \in \mathbf{F}_{n}}} \inf _{T \geq c_{2} n}\left(1-\frac{1}{2} d_{\mathrm{TV}}\left(P_{\left(c_{1}-1\right) n}^{T-n}\left(x^{\prime}, d z\right), P_{\left(c_{1}-1\right) n}^{T-n}\left(y^{\prime}, d z\right)\right)\right)>0 . \tag{3.3}
\end{equation*}
$$

2. Reaching the favourable set $\mathrm{F}_{n}$. We have that

$$
\begin{equation*}
\inf _{x \in \mathcal{E}^{*}} \inf _{n \geq \mathbf{T}(x)} \inf _{T \geq c_{2} n} \mathbb{P}\left(\xi^{x, T}(n) \in \mathrm{F}_{n}\right)>0 . \tag{3.4}
\end{equation*}
$$

3. Control on the characteristic time. We have that

$$
\begin{equation*}
\lim _{u \rightarrow+\infty} \sup _{x \in \mathcal{E}^{*}} \sup _{n \geq \mathbf{T}(x)} \sup _{T \geq c_{2} n} \mathbb{P}\left(\mathbf{T}\left(\xi^{x, T}\left(c_{1} n\right)\right) \geq u n\right)=0 . \tag{3.5}
\end{equation*}
$$

Then, for every $x, y \in \mathcal{E}^{*}$ and every $T \geq c_{2} \mathbf{T}(x, y)$, one can couple on the same probability space the stochastic processes $\left(\xi^{x, T}(n)\right)_{0 \leq n \leq T}$ and $\left(\xi^{y, T}(n)\right)_{0 \leq n \leq T}$, such that there exists a stopping time $\mathcal{T}^{T} \in\{0,1, \ldots, T\}$ with respect to the joint process $\left(\xi^{x, T}(n), \xi^{y, T}(n)\right)_{0 \leq n \leq T}$ such that the following holds.

1. On the event $\left\{\mathcal{T}^{T}<T\right\}$, for every $n \in\left\{\mathcal{T}^{T}, \ldots, T\right\}, \xi^{x, T}(n)=\xi^{y, T}(n)$ a.s.
2. On the event $\left\{\mathcal{T}^{T}<T\right\}$, conditionally on $\left(\mathcal{T}^{T},\left(\xi^{x, T}(n), \xi^{y, T}(n)\right)_{0 \leq n \leq \mathcal{T}^{T}}\right)$, the processes $\left(\xi^{x, T}\left(\mathcal{T}^{T}+n\right)\right)_{0 \leq n \leq T-\mathcal{T}^{T}}$ and $\left(\xi^{y, T}\left(\mathcal{T}^{T}+n\right)\right)_{0 \leq n \leq T-\mathcal{T}^{T}}$ coincide a.s and are distributed as $\left(\xi^{z, T^{\prime}}(n)\right)_{0 \leq n \leq T^{\prime}}$, with $z=\xi^{x, T}\left(\mathcal{T}^{T}\right)$ and $T^{\prime}=\bar{T}-\mathcal{T}^{T}$.
3. We have that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \sup _{T>n} \mathbb{P}\left(\mathcal{T}^{T}>n\right)=0 \tag{3.6}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \sup _{T \geq n} d_{\mathrm{TV}}\left(P_{n}^{T}(x, d z), P_{n}^{T}(y, d z)\right)=0 \tag{3.7}
\end{equation*}
$$

Proof. Denote by $q$ the infimum (3.3), and $p$ the infimum (3.4). Fix $x, y \in \mathcal{E}^{*}$ and an integer $T \geq c_{2} \mathbf{T}(x, y)$. Let $\left(\xi^{x, T}(n)\right)_{0 \leq n \leq T}$ be a conditioned Markov trajectory starting from $x$. We will construct by induction a sequence of processes $\left(\xi_{i}^{y, T}(n)\right)_{0 \leq n \leq T, i \geq 1}$, two random sequences of points $\left(x_{i}\right)_{i \geq 1}$ and $\left(y_{i}\right)_{i \geq 1}$ in $\mathcal{E}^{*}$, and a non-increasing sequence of random non-negative integer times $\left(T_{i}\right)_{i \geq 1}$. We will also denote by $\tau_{i}=\mathbf{T}\left(x_{i}, y_{i}\right), i \geq 1$. We initiate these sequences by setting $x_{1}=x$, $y_{1}=y$ and $T_{1}=T$. If $y=x$, we set $x_{i}=x, y_{i}=y, T_{i}=T$ and $\left(\xi_{i}^{y, T}(n)\right)_{0 \leq n \leq T}=\left(\xi^{x, T}(n)\right)_{0 \leq n \leq T}$ for every $i \geq 1$. If $y \neq x$, we take $\left(\xi_{1}^{y, T}(n)\right)_{0 \leq n \leq T}$ distributed as $\left(\xi^{y, T}(n)\right)_{0 \leq n \leq T}$ and independent from $\left(\xi^{x, T}(n)\right)_{0 \leq n \leq T}$. We will explain in the next few paragraphs how our inductive definition works.

If $x_{i} \neq y_{i}$ and $c_{2} \tau_{i} \leq T_{i}$, we will set $T_{i+1}=T_{i}-c_{1} \tau_{i}$. Whenever $x_{i}=y_{i}$ or $c_{2} \tau_{i}>T_{i}$, we will set $x_{j}=x_{i}, y_{j}=y_{i}, T_{j}=T_{i}$ and $\left(\xi_{j}^{y, T}(n)\right)_{0 \leq n \leq T}=\left(\xi_{i}^{y, T}(n)\right)_{0 \leq n \leq T}$ for every $j \geq i$. We will set

$$
i^{*}=\inf \left\{i \geq 1: x_{i}=y_{i} \text { or } c_{2} \tau_{i}>T_{i}\right\} .
$$

We will see that $i^{*}<+\infty$ a.s.
We now consider the case where $y \neq x$ and we explain our definition of $x_{2}, y_{2}, T_{2}$ and $\left(\xi_{2}^{y, T}(n)\right)_{0 \leq n \leq T}$. We set $T_{2}=T-c_{1} \tau_{1}$. Denote by $F_{1}$ the event $\left\{\xi^{x, T}\left(\tau_{1}\right) \in \mathrm{F}_{\tau_{1}}\right.$ and $\left.\xi_{1}^{y, T}\left(\tau_{1}\right) \in \mathrm{F}_{\tau_{1}}\right\}$, and by $F_{1}^{\mathrm{c}}$ its complementary. We have that $\mathbb{P}\left(F_{1}\right) \geq p^{2}>0$. On the event $F_{1}^{\mathrm{c}}$, then we set $\xi_{2}^{y, T}(n)=\xi_{1}^{y, T}(n)$ for every $n \in\{0,1, \ldots, T\}$. We set $x_{2}=\xi^{x, T}\left(c_{1} \tau_{1}\right)$ and $y_{2}=\xi_{1}^{y, T}\left(c_{1} \tau_{1}\right)$. On the event $F_{1}$, we set $x_{2}=\xi^{x, T}\left(c_{1} \tau_{1}\right)$. Let $x_{1}^{\prime}=\xi^{x, T}\left(\tau_{1}\right)$ and $y_{1}^{\prime}=\xi_{1}^{y, T}\left(\tau_{1}\right)$. We consider the Lebesgue decomposition of the probability measure $P_{\left(c_{1}-1\right) \tau_{1}}^{T-\tau_{1}}\left(y_{1}^{\prime}, d z\right)$ with respect to $P_{\left(c_{1}-1\right) \tau_{1}}^{T-\tau_{1}}\left(x_{1}^{\prime}, d z\right)$ :

$$
P_{\left(c_{1}-1\right) \tau_{1}}^{T-\tau_{1}}\left(y_{1}^{\prime}, d z\right)=f_{1}(z) P_{\left(c_{1}-1\right) \tau_{1}}^{T-\tau_{1}}\left(x_{1}^{\prime}, d z\right)+\nu_{1}(d z)
$$

where the measure $\nu_{1}$ is singular with respect to $P_{\left(c_{1}-1\right) \tau_{1}}^{T-\tau_{1}}\left(x_{1}^{\prime}, d z\right)$. Let $Z_{1}$ be a Bernoulli random variable, conditionally independent from $\left(\xi^{x, T}(n), \xi^{y_{1}, T}(t)\right)_{0 \leq n \leq T}$ given $\left(x_{1}^{\prime}, y_{1}^{\prime}, x_{2}\right)$, with

$$
\mathbb{P}\left(Z_{1}=1 \mid x_{1}^{\prime}, y_{1}^{\prime}, x_{2}\right)=f_{1}\left(x_{2}\right) \wedge 1 .
$$

Let $V_{1}$ be a random variable on $\mathcal{E}^{*}$, conditionally independent from $\left(Z_{1},\left(\xi^{x, T}(n), \xi^{y_{1}, T}(n)\right)_{0 \leq n \leq T}\right)$ given $\left(x_{1}^{\prime}, y_{1}^{\prime}, x_{2}\right)$, with the conditional distribution given $\left(x_{1}^{\prime}, y_{1}^{\prime}, x_{2}\right)$ equal to

$$
\frac{1}{1-q_{1}}\left(\left(f_{1}(z)-f_{1}(z) \wedge 1\right) P_{\left(c_{1}-1\right) \tau_{1}}^{T-\tau_{1}}\left(x_{1}^{\prime}, d z\right)+\nu_{1}(d z)\right)
$$

where $1-q_{1}$ is the normalization constant. On the event $F_{1} \cap\left\{Z_{1}=1\right\}$, we further set $y_{2}=x_{2}$. On the event $F_{1} \cap\left\{Z_{1}=0\right\}$, we set $y_{2}=V_{1}$. In this way,

$$
\begin{aligned}
& \mathbb{P}\left(y_{2}=x_{2} \mid\left(\xi^{x, T}(n), \xi_{1}^{y, T}(n)\right)_{0 \leq n \leq \tau_{1}}, F_{1}\right) \\
& =1-\frac{1}{2} d_{\mathrm{TV}}\left(P_{\left(c_{1}-1\right) \tau_{1}}^{T-\tau_{1}}\left(x_{1}^{\prime}, d z\right), P_{\left(c_{1}-1\right) \tau_{1}}^{T-\tau_{1}}\left(y_{1}^{\prime}, d z\right)\right)=q_{1} \geq q>0
\end{aligned}
$$

and the conditional distribution of $y_{2}$ given $\left(\xi^{x, T}(n), \xi_{1}^{y, T}(n)\right)_{0 \leq n \leq \tau_{1}}$ on the event $F_{1}$ is $P_{\left(c_{1}-1\right) \tau_{1}}^{T-\tau_{1}}\left(y_{1}^{\prime}, d z\right)$; see Section 3.1. In this way, the distribution of $\left(\left(\xi_{1}^{y, T}(n)\right)_{0 \leq n \leq \tau_{1}}, y_{2}\right)$ conditionally on the event $F_{1}$ coincides with the conditional distribution of $\left(\left(\xi_{1}^{y, T}(n)\right)_{0 \leq n \leq \tau_{1}}, \xi_{1}^{y, T}\left(c_{1} \tau_{1}\right)\right)$ given the same event. Consider a conditioned Markov process $\left(\xi^{y_{2}, T-c_{1} \tau_{1}}(n)\right)_{0 \leq n \leq T-c_{1} \tau_{1}}$ conditionally independent from $\left(\left(\xi^{x, T}(n), \xi_{1}^{y, T}(n)\right)_{0 \leq n \leq T}, Z_{1}, V_{1}\right)$ given $y_{2}$. Consider also a Markovian bridge conditioned on not hitting $\dagger,\left(\xi^{y_{1}^{\prime}, y_{2},\left(c_{1}-1\right) \tau_{1}}(n)\right)_{0 \leq n \leq\left(c_{1}-1\right) \tau_{1}}$, with the bridge being conditionally independent from

$$
\left(\left(\xi^{x, T}(t), \xi_{1}^{y, T}(n)\right)_{0 \leq n \leq T}, Z_{1}, V_{1},\left(\xi^{y_{2}, T-c_{1} \tau_{1}}(n)\right)_{0 \leq n \leq T-c_{1} \tau_{1}}\right)
$$

given $\left(y_{1}^{\prime}, y_{2}\right)$. On the event $F_{1} \cap\left\{Z_{1}=1\right\}$, we define $\left(\xi_{2}^{y, T}(n)\right)_{0 \leq n \leq T}$ as follows:

$$
\xi_{2}^{y, T}(n)= \begin{cases}\xi_{1}^{y, T}(n) & \text { for } n \in\left\{0, \ldots, \tau_{1}\right\} \\ \xi_{1}^{y_{1}^{\prime}, y_{2},\left(c_{1}-1\right) \tau_{1}}\left(n-\tau_{1}\right) & \text { for } n \in\left\{\tau_{1}+1, \ldots, c_{1} \tau_{1}-1\right\} \\ \xi^{x, T}(n) & \text { for } n \in\left\{c_{1} \tau_{1}, \ldots, T\right\}\end{cases}
$$

On the event $F_{1} \cap\left\{Z_{1}=0\right\}$, we define $\left(\xi_{2}^{y, T}(n)\right)_{0 \leq n \leq T}$ as follows:

$$
\xi_{2}^{y, T}(n)= \begin{cases}\xi_{1}^{y, T}(n) & \text { for } n \in\left\{0, \ldots, \tau_{1}\right\} \\ \xi_{1}^{y_{1}^{\prime}, y_{2},\left(c_{1}-1\right) \tau_{1}}\left(n-\tau_{1}\right) & \text { for } n \in\left\{\tau_{1}+1, \ldots, c_{1} \tau_{1}-1\right\} \\ \xi^{y_{2}, T-c_{1} \tau_{1}}\left(n-c_{1} \tau_{1}\right) & \text { for } n \in\left\{c_{1} \tau_{1}, \ldots, T\right\}\end{cases}
$$

The process $\left(\xi_{2}^{y, T}(n)\right)_{0 \leq n \leq T}$ has been constructed in such a way that it has the same distribution as $\left(\xi_{1}^{y, T}(n)\right)_{0 \leq n \leq T}$. But now $\left(\xi_{2}^{y, T}(n)\right)_{0 \leq n \leq T}$ is correlated to $\left(\xi^{x, T}(n)\right)_{0 \leq n \leq T}$. What we have gained is that the two process $\left(\xi^{x, T}(n)\right)_{0 \leq n \leq T}$ and $\left(\xi_{2}^{y, T}(n)\right)_{0 \leq n \leq T}$ have a positive probability to coalesce. More precisely,

$$
\mathbb{P}\left(\forall n \in\left\{c_{1} \tau_{1}, \ldots, T\right\}, \xi_{2}^{y, T}(n)=\xi^{x, T}(n)\right)=\mathbb{P}\left(F_{1} \cap\left\{Z_{1}=1\right\}\right) \geq p^{2} q>0
$$

Consider now the r.v. $\tau_{2}=\mathbf{T}\left(x_{2}, y_{2}\right)$. The condition (3.5) provides a control on the tail of $\tau_{2} / \tau_{1}$ : for all $u>0, \mathbb{P}\left(\tau_{2} \geq u \tau_{1}\right)$ is at most

$$
\begin{aligned}
\mathbb{P}\left(\mathbf{T}\left(x_{2}\right) \geq u \tau_{1}\right)+\mathbb{P}\left(\mathbf{T}\left(y_{2}\right) \geq u \tau_{1}\right) & =\mathbb{P}\left(\mathbf{T}\left(\xi^{x, T}\left(c_{1} \tau_{1}\right)\right) \geq u \tau_{1}\right)+\mathbb{P}\left(\mathbf{T}\left(\xi_{2}^{y, T}\left(c_{1} \tau_{1}\right)\right) \geq u \tau_{1}\right) \\
& \leq 2 \sup _{z \in \mathcal{E}^{*}} \sup _{n \geq \mathbf{T}(z)} \sup _{T^{\prime} \geq c_{2} n} \mathbb{P}\left(\mathbf{T}\left(\xi^{z, T^{\prime}}\left(c_{1} n\right)\right) \geq u n\right)
\end{aligned}
$$

Let

$$
\psi: u \in[0, \infty) \mapsto 1 \wedge 2 \sup _{z \in \mathcal{E}^{*}} \sup _{n \geq \mathbf{T}(z)} \sup _{T^{\prime} \geq c_{2} n} \mathbb{P}\left(\mathbf{T}\left(\xi^{z, T^{\prime}}\left(c_{1} n\right)\right) \geq u n\right)
$$

The function $\psi$ is non-increasing, but not necessarily left-continuous. We will denote by $\psi\left(u^{-}\right)$the limit to the left of $\psi(u)$. Let $U_{2}$ be a r.v. in $[0+\infty)$ with distribution characterised by

$$
\begin{equation*}
\mathbb{P}\left(U_{2} \geq u\right)=\psi\left(u^{-}\right) \tag{3.8}
\end{equation*}
$$

The condition (3.5) ensures that $U_{2}<+\infty$. The r.v. $\tau_{2}$ is stochastically dominated by $U_{2} \tau_{1}$. Note however that conditionally on $y_{2} \neq x_{2}$, the r.v. $\tau_{2}$ is not necessarily stochastically dominated by $U_{2} \tau_{1}$.

On the event $\left\{x_{2}=y_{2}\right\}$, we have $i^{*}=2$, and for every $i \geq 3, x_{i}=x_{2}=y_{i}=y_{2}, T_{i}=T_{2}$, and $\left(\xi_{i}^{y, T}(n)\right)_{0 \leq n \leq T}=\left(\xi_{2}^{y, T}(n)\right)_{0 \leq n \leq T}$. On the event $\left\{x_{2} \neq y_{2}\right\}$, conditionally on

$$
\left(\left(\xi^{x, T}(n), \xi_{2}^{y, T}(n)\right)_{0 \leq n \leq T-T_{2}},\left(\xi_{1}^{y, T}(n)\right)_{0 \leq n \leq T}\right)
$$

the processes $\left(\xi^{x, T}\left(T-T_{2}+n\right)\right)_{0 \leq n \leq T_{2}}$ and $\left(\xi_{2}^{y, T}\left(T-T_{2}+n\right)\right)_{0 \leq n \leq T_{2}}$ are independent, distributed as $\left(\xi^{x_{2}, T_{2}}(n)\right)_{0 \leq n \leq T_{2}}$ and $\left(\xi^{y_{2}, T_{2}}(n)\right)_{0 \leq n \leq T_{2}}$ respectively. Thus, we can iterate by applying the previous construction to $\left(\xi^{x, T}\left(T-T_{2}+n\right), \xi_{2}^{y, T}\left(T-T_{2}+n\right)\right)_{0 \leq n \leq T_{2}}$.

By iterating the construction further, we get the sequences $\left(x_{i}\right)_{i \geq 1},\left(y_{i}\right)_{i \geq 1},\left(T_{i}\right)_{i \geq 1}$ and $\left(\xi_{i}^{y, T}(n)\right)_{0 \leq n \leq T, i \geq 1}$ satisfying the following properties:

- For every $i \geq 1$, the process $\left(\xi_{i}^{y, T}(n)\right)_{0 \leq n \leq T}$ is distributed as the conditioned Markov process $\left(\xi^{y, T}(n)\right)_{0 \leq n \leq T}$.
- For every $i \geq 1, x_{i}=\xi^{x, T}\left(T-T_{i}\right)$ and $y_{i}=\xi_{i}^{y, T}\left(T-T_{i}\right)$.
- For every $i \geq 2$, a.s. for every $n \in\left\{0, \ldots, T-T_{i-1}\right\}, \xi_{i}^{y, T}(n)=\xi_{i-1}^{y, T}(n)$.
- For every $i \geq 1$, on the event $\left\{x_{i}=y_{i}\right\}$, we have that a.s. for every $n \in\left\{T-T_{i}, \ldots, T\right\}$, $\xi_{i}^{y, T}(n)=\xi^{x, T}(n)$, and for every $j \geq i, T_{j}=T_{i}, x_{j}=y_{j}=x_{i}=y_{i}$, and $\left(\xi_{j}^{y, T}(n)\right)_{0 \leq n \leq T}=$ $\left(\xi_{i}^{y, T}(n)\right)_{0 \leq n \leq T}$.
- For every $i \geq 1$, on the event $\left\{c_{2} \tau_{i}>T_{i}\right\}$ (where $\tau_{i}=\mathbf{T}\left(x_{i}, y_{i}\right)$ ), we have for every $j \geq i$, $T_{j}=T_{i}, x_{j}=x_{i}, y_{j}=y_{i}$, and $\left(\xi_{j}^{y, T}(n)\right)_{0 \leq n \leq T}=\left(\xi_{i}^{y, T}(n)\right)_{0 \leq n \leq T}$.
- For every $i \geq 1$, on the event $\left\{x_{i}=y_{i}\right.$ and $\left.c_{2} \tau_{i-1} \leq T_{i-1}\right\}$, conditionally on $\left(\left(\xi^{x, T}(n), \xi_{i}^{y, T}(n)\right)_{0 \leq n \leq T-T_{i}},\left(\xi_{j}^{y, T}(n)\right)_{0 \leq n \leq T, 1 \leq j \leq i-1}\right)$, the process $\left(\xi^{x, T}\left(T-T_{i}+n\right)\right)_{0 \leq n \leq T_{i}}$ is distributed as the conditioned Markov processes $\left(\xi^{x_{i}, T_{i}}(n)\right)_{0 \leq n \leq T_{i}}$.
- For every $i \geq 2$, on the event $\left\{x_{i} \neq y_{i}\right.$ and $\left.c_{2} \tau_{i-1} \leq T_{i-1}\right\}$, conditionally on $\left(\left(\xi^{x, T}(n), \xi_{i}^{y, T}(n)\right)_{0 \leq n \leq T-T_{i}},\left(\xi_{j}^{y, T}(n)\right)_{0 \leq n \leq T, 1 \leq j \leq i-1}\right)$, the processes $\left(\xi^{x, T}\left(T-T_{i}+n\right)\right)_{0 \leq n \leq T_{i}}$ and $\left(\xi_{i}^{y, T}\left(T-T_{i}+n\right)\right)_{0 \leq n \leq T_{i}}$ are independent, distributed as the conditioned Markov processes $\left(\xi^{x_{i}, T_{i}}(n)\right)_{0 \leq n \leq T_{i}}$ and $\left(\xi^{y_{i}, T_{i}}(n)\right)_{0 \leq n \leq T_{i}}$ respectively.
- For every $i \geq 1$, on the event $\left\{x_{i} \neq y_{i}\right.$ and $\left.c_{2} \tau_{i} \leq T_{i}\right\}$ (i.e. $\left\{i^{*}>i\right\}$ ), $T_{i+1}=T_{i}-c_{1} \tau_{i}$.
- For every $i \geq 1$,

$$
\mathbb{P}\left(x_{i+1}=y_{i+1} \mid i^{*}>i,\left(\xi^{x, T}(n), \xi_{i}^{y, T}(n)\right)_{0 \leq n \leq T-T_{i}},\left(\xi_{j}^{y, T}(n)\right)_{0 \leq n \leq T, 1 \leq j \leq i-1}\right) \geq p^{2} q
$$

From the above properties one can derive the following. First of all, for every $i \geq 2$,

$$
\mathbb{P}\left(i^{*}>i\right) \leq\left(1-p^{2} q\right)^{i-1}
$$

and in particular, $i^{*}<+\infty$ a.s. Further, for every $i \geq 2$, the r.v. $T-T_{i}$ is stochastically dominated by

$$
c_{1}\left(1+U_{2}+U_{2} U_{3}+\cdots+U_{2} U_{3} \ldots U_{i-1}\right) \tau_{1}
$$

where the r.v.s $U_{j}, j \geq 3$, are i.i.d. copies of the r.v. $U_{2}$ (3.8). We will denote

$$
\widehat{U}_{i}=1+U_{2}+U_{2} U_{3}+\cdots+U_{2} U_{3} \ldots U_{i}
$$

with $\widehat{U}_{1}=1$, so that $T-T_{i}$ is stochastically dominated by $c_{1} \widehat{U}_{i-1} \tau_{1}$. Note that this stochastic domination is uniform in $T \geq c_{2} \tau_{1}$.

Then, for every $i \geq 2$,

$$
\mathbb{P}\left(i^{*}>i, y_{i} \neq x_{i}\right) \leq \mathbb{P}\left(i^{*}>i\right) \leq\left(1-p^{2} q\right)^{i-1}
$$

and

$$
\mathbb{P}\left(i^{*} \leq i, y_{i} \neq x_{i}\right) \leq \mathbb{P}\left(c_{2} \tau_{i}>T_{i}\right)=\mathbb{P}\left(T-T_{i}+c_{2} \tau_{i}>T\right) \leq \mathbb{P}\left(\left(c_{1} \widehat{U}_{i-1}+c_{2}\left(\widehat{U}_{i}-\widehat{U}_{i-1}\right)\right) \tau_{1}>T\right)
$$

In this way,

$$
\mathbb{P}\left(y_{i} \neq x_{i}\right) \leq\left(1-p^{2} q\right)^{i-1}+\mathbb{P}\left(\left(c_{1} \widehat{U}_{i-1}+c_{2}\left(\widehat{U}_{i}-\widehat{U}_{i-1}\right)\right) \tau_{1}>T\right)
$$

Let $I(T)$ be a deterministic integer-valued function such that $\lim _{T \rightarrow+\infty} I(T)=+\infty$ and

$$
\lim _{T \rightarrow+\infty} \mathbb{P}\left(\left(c_{1} \widehat{U}_{I(T)-1}+c_{2}\left(\widehat{U}_{I(T)}-\widehat{U}_{I(T)-1}\right)\right) \tau_{1}>T\right)=0
$$

so that

$$
\lim _{T \rightarrow+\infty} \mathbb{P}\left(y_{I(T)}=x_{I(T)}\right)=1 .
$$

On the event $\left\{y_{I(T)}=x_{I(T)}\right\}$ we necessarily have $i^{*} \leq I(T)$, and we will set $\mathcal{T}^{T}=T-T_{i^{*}}$. On the event $\left\{y_{I(T)} \neq x_{I(T)}\right\}$, we will set $\mathcal{T}^{T}=T$. Then we take the coupling $\left(\xi^{x, T}(n), \xi_{I(T)}^{y, T}(n)\right)_{0 \leq n \leq T}$. Since $I(T)$ is deterministic, the process $\left(\xi_{I(T)}^{y, T}(n)\right)_{0 \leq n \leq T}$ is distributed as the conditioned Markov process $\left(\xi^{y, T}(n)\right)_{0 \leq n \leq T}$. Moreover, on the event $\left\{\mathcal{T}^{T}<T\right\}$, the processes $\xi^{x, T}(n)$ and $\xi_{I(T)}^{y, T}(n)$ coincide on $\left\{\mathcal{T}^{T}, \ldots, T\right\}$, as desired. Finally, to bound the tail of the distribution $\mathcal{T}^{T}$, we use the following.

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{T}^{T}>n\right) \leq 1_{\{T>n\}}\left(\mathbb { P } \left(\mathcal{T}^{T}=\right.\right. & \left.T)+\mathbb{P}\left(i^{*}>i\right)+\mathbb{P}\left(T-T_{i}>n\right)\right) \\
& \leq \mathbf{1}_{\{T>n\}}\left(\mathbb{P}\left(y_{I(T)} \neq x_{I(T)}\right)+\left(1-p^{2} q\right)^{i-1}+\mathbb{P}\left(c_{1} \widehat{U}_{i-1} \tau_{1}>n\right)\right)
\end{aligned}
$$

where $i$ is arbitrary. By taking $i=I(n)$, we get (3.6).
For (3.7), we use that $d_{\mathrm{TV}}\left(P_{n}^{T}(x, d z), P_{n}^{T}(y, d z)\right) \leq 2\left(1-\mathbb{P}\left(\mathcal{T}^{T}<T, \mathcal{T}^{T} \leq n\right)\right)$. This concludes the proof.

### 3.3 Markov chain of clusters in a Brownian loop soup

We now describe precisely the Markov chain we will consider in our Brownian loop soup setting. We start by introducing the relevant spaces. Recall that we denote by $\mathrm{C}_{0}$ the open cylinder $(0, \infty) \times \mathbb{S}^{1}$.

The space $\left(\mathcal{Q}, \mathrm{d}_{\mathcal{Q}}\right)$. Denote

$$
\mathcal{Q}=\left\{K \text { compact subset of } \overline{\mathrm{C}}_{0}: \partial \mathrm{C}_{0} \subset K, K \text { connected }\right\} .
$$

We endow $\mathcal{Q}$ with the Hausdorff distance $\mathrm{d}_{\mathcal{Q}}$ on compact subsets of $\overline{\mathrm{C}}_{0}$. The metric space $\left(\mathcal{Q}, \mathrm{d}_{\mathcal{Q}}\right)$ is Polish, i.e. separable and complete. Indeed, the space of compact subsets of $\overline{\mathrm{C}}_{0}$ endowed with $\mathrm{d}_{\mathcal{Q}}$ is Polish (see e.g. [Mol05], Theorems C. 2 and C.8), and $\mathcal{Q}$ is a closed subset of this space, thus also Polish. Note that in the definition of $\mathcal{Q}$ it is important to take $K$ connected and not connected by arcs, otherwise we do not get a complete space. Let us also explain why we want our compacts to contain $\partial \mathrm{C}_{0}$. Essentially, the behaviour of compacts on $\partial \mathrm{C}_{0}$ will not be important, and we will not distinguish between two compacts that differ only on $\partial \mathrm{C}_{0}$. So imposing the compacts to contain $\partial \mathrm{C}_{0}$ is a way to choose a representative in each equivalence class.

Given $K \in \mathcal{Q}$, we will denote

$$
\begin{equation*}
\rho(K)=\max \left\{t \geq 0: \exists \omega \in \mathbb{S}^{1},(t, \omega) \in K\right\}=\mathrm{d}_{\mathcal{Q}}\left(K, \partial \mathrm{C}_{0}\right) . \tag{3.9}
\end{equation*}
$$

Given $t \in \mathbb{R}$ and $K$ a compact subset of $\mathbb{R} \times \mathbb{S}^{1}$, we will denote

$$
K-t=\left\{(s, \omega) \in \mathbb{R} \times \mathbb{S}^{1}:(s+t, \omega) \in K\right\}
$$

The space $\left(\mathcal{E}, \mathrm{d}_{\mathcal{E}}\right)$. In what follows we will consider sequences (infinite countable families) of compacts in $\mathcal{Q}$. Actually we will consider the family of compacts up to permutation, except the first one in the family, which will be marked. Let $\mathfrak{P}_{0}(\mathbb{N})$ denote the permutations $\sigma$ of $\mathbb{N}$ such that $\sigma(0)=0$. Given $\left(K_{i}\right)_{i \geq 0} \in \mathcal{Q}^{\mathbb{N}}$, we will identify this sequence with all the $\left(K_{\sigma(i)}\right)_{i \geq 0}$ for $\sigma \in \mathfrak{P}_{0}(\mathbb{N})$, and we will denote by $\sim$ the corresponding equivalence relation. We will denote by $\mathcal{Q}^{\mathbb{N}} / \sim$ the quotient space. By an abuse of notation, we will still denote by $\left(K_{i}\right)_{i \geq 0}$ and element of $\mathcal{Q}^{\mathbb{N}} / \sim$. Let be

$$
\mathcal{E}=\left\{\left(K_{i}\right)_{i \geq 0} \in \mathcal{Q}^{\mathbb{N}} / \sim: \lim _{i \rightarrow+\infty} \rho\left(K_{i}\right)=0\right\} .
$$

Note that the condition $\lim _{i \rightarrow+\infty} \rho\left(K_{i}\right)=0$ is invariant under the permutations $\sigma \in \mathfrak{P}_{0}(\mathbb{N})$. We endow $\mathcal{E}$ with the following distance:

$$
\mathrm{d}_{\mathcal{E}}\left(\left(K_{i}\right)_{i \geq 0},\left(K_{i}^{\prime}\right)_{i \geq 0}\right)=\mathrm{d}_{\mathcal{Q}}\left(K_{0}, K_{0}^{\prime}\right)+\inf _{\sigma \in \mathfrak{P}_{0}(\mathbb{N})} \sup _{i \geq 1} \mathrm{~d}_{\mathcal{Q}}\left(K_{i}, K_{i}^{\prime}\right) .
$$

Lemma 3.4. The metric space $\left(\mathcal{E}, \mathrm{d}_{\mathcal{E}}\right)$ is Polish, i.e. separable and complete.

Proof. The fact that $\left(\mathcal{E}, \mathrm{d}_{\mathcal{E}}\right)$ is Polish is a consequence of $\left(\mathcal{Q}, \mathrm{d}_{\mathcal{Q}}\right)$ being Polish, and does not rely on the specific nature of $\left(\mathcal{Q}, \mathrm{d}_{\mathcal{Q}}\right)$. Let $\mathcal{Q}^{\#}$ be a countable dense subset of $\mathcal{Q}$. Let $\mathcal{E}^{\#}$ be the subset of $\mathcal{E}$ made of families where each element is in $\mathcal{Q}^{\#}$, and only finitely many elements are different from $\partial \mathrm{C}_{0}$. Then $\mathcal{E}^{\#}$ is countable and dense in $\mathcal{E}$ for $\mathrm{d}_{\mathcal{E}}$. To see that $\left(\mathcal{E}, \mathrm{d}_{\mathcal{E}}\right)$ is complete, order the elements of $\left(K_{i}\right)_{i \geq 1}$, for some element $\left(K_{i}\right)_{i \geq 0} \in \mathcal{E}$, in a non-increasing order of $\rho\left(K_{i}\right)$, and use the fact that $\left(\mathcal{Q}, \mathrm{d}_{\mathcal{Q}}\right)$ is complete.

From now on we will fix a value $\theta \in(0,1 / 2]$ and consider a Brownian loop soup $\mathcal{L}_{0}^{\theta}$ of intensity parameter $\theta$ in the open cylinder $\mathrm{C}_{0}$. For $t>0$, we set

$$
\begin{gathered}
\mathrm{C}_{t}=(t,+\infty) \times \mathbb{S}^{1}, \quad \overline{\mathrm{C}}_{t}=[t,+\infty) \times \mathbb{S}^{1}, \\
\mathcal{L}_{\cap(0, t]}^{\theta}=\left\{\wp \in \mathcal{L}_{0}^{\theta}: \operatorname{Range}(\wp) \cap(0, t] \times \mathbb{S}^{1} \neq \emptyset\right\}, \quad \mathcal{L}_{t}^{\theta}=\left\{\wp \in \mathcal{L}_{0}^{\theta}: \operatorname{Range}(\wp) \subset \mathrm{C}_{t}\right\} .
\end{gathered}
$$

The collections of loops $\mathcal{L}_{\cap(0, t]}^{\theta}$ and $\mathcal{L}_{t}^{\theta}$ are independent and $\mathcal{L}_{\cap(0, t]}^{\theta} \cup \mathcal{L}_{t}^{\theta}=\mathcal{L}_{0}^{\theta}$. Moreover, $\mathcal{L}_{t}^{\theta}$ has the same distribution as $\mathcal{L}_{0}^{\theta}$ up to a translation by $t$ along the cylinder. The filtration we will consider is then defined by

$$
\begin{equation*}
\mathcal{F}_{t}=\sigma\left\{\mathcal{L}_{\cap(0, t]}\right\}, \quad t \geq 1 . \tag{3.10}
\end{equation*}
$$

A Markov chain of clusters Given $\left(K_{i}\right)_{i \geq 0} \in \mathcal{E}$, we will denote by $\left(K_{i}\right)_{i \geq 0} \cup \mathcal{L}_{\cap(0, t]}^{\theta}$ (by abuse of notation) the family formed by the compacts $\left(K_{i}\right)_{i \geq 0}$ and the loops in $\mathcal{L}_{\cap(0, t]}^{\theta}$, where the Brownian loops are identified to their range and considered as compact subsets of $\mathrm{C}_{0}$. Let $\sim_{t}$ be the following equivalence relation on the elements of $\left(K_{i}\right)_{i \geq 0} \cup \mathcal{L}_{\cap(0, t]}^{\theta}$.

- Given $\wp, \wp^{\prime} \in \mathcal{L}_{\cap(0, t]}^{\theta}$, whenever Range $(\wp) \cap \operatorname{Range}\left(\wp^{\prime}\right) \neq \emptyset$, we have $\wp \sim_{t} \wp^{\prime}$.
- Given $\wp \in \mathcal{L}_{\cap(0, t]}^{\theta}$ and $i \geq 0$, whenever $\wp \cap K_{i} \neq \emptyset$, we have Range $(\wp) \sim_{t} K_{i}$.
- Given $i, j \geq 1$, whenever $\left(K_{i} \cap K_{j}\right) \backslash \partial \mathrm{C}_{0} \neq \emptyset$, we have $K_{i} \sim_{t} K_{j}$. We would like to emphasize that $K_{i} \cap K_{j}$ always contains $\partial \mathrm{C}_{0}$, but our condition is that this intersection is strictly larger than $\partial \mathrm{C}_{0}$.
- Further, we define $\sim_{t}$ to be the minimal equivalence relation satisfying the above three conditions. That is to say, we identify into the same equivalence class the finite chains of objects where each couple of consecutive elements satisfy one of the above three rules.
In essence, the equivalence relation $\sim_{t}$ corresponds to clusters of $\left(K_{i} \backslash \partial \mathrm{C}_{0}\right)_{i \geq 0} \cup \mathcal{L}_{\cap(0, t]}^{\theta}$. Note that a set $K_{i} \backslash \partial \mathrm{C}_{0}$ is not necessarily connected, however, by definition, we put all its connected components into the same cluster. Given an equivalence class $A$ of $\sim_{t}$, we will consider the associated cluster $\mathcal{C}$ seen as a connected compact subset of $\overline{\mathrm{C}}_{0}$ :

$$
\mathcal{C}=\overline{\bigcup_{\wp \in A} \operatorname{Range}(\wp) \cup \bigcup_{K_{i} \in A} K_{i}} .
$$

Let $\mathfrak{C}_{t}$ denote the family of such clusters induced by $\sim_{t}$, where each cluster is seen as a compact connected subset of $\overline{\mathrm{C}}_{0}$. We will denote by $\mathcal{C}_{0, t} \in \mathfrak{C}_{t}$ the marked cluster containing $K_{0}$. Next, we will denote by $\left(K_{i}(t)\right)_{i \geq 0}$ the following family of compacts:

$$
\left(\left(\left(\mathcal{C} \cap \overline{\mathrm{C}}_{t}\right)-t\right) \cup \partial \mathrm{C}_{0}\right)_{\mathcal{C} \in \mathfrak{C}_{t}, \mathcal{C} \cap \overline{\mathrm{c}}_{t} \neq \emptyset}
$$

That is to say, among the compacts of $\mathfrak{C}_{t}$, we take those that intersect $\overline{\mathrm{C}}_{t}$, consider only the parts inside $\overline{\mathrm{C}}_{t}$, translate them by $-t$ to make them adjacent to $\partial \mathrm{C}_{0}$, and add the circle $\partial \mathrm{C}_{0}$ for the normalization. Also, $K_{0}(t)$ will be the compact obtained from the marked cluster $\mathcal{C}_{0, t}$ (the one containing $K_{0}$ ). We see the family $\left(K_{i}(t)\right)_{i \geq 0}$ as an element of $\mathcal{E}$. By convention, we set $\left(K_{i}(0)\right)_{i \geq 0}=\left(K_{i}\right)_{i \geq 0}$.

Now, we consider $t$ to be an integer $n$ and take the process $\left(K_{i}(n)\right)_{i \geq 0, n \in \mathbb{N}}$. We see the latter as a stochastic process in $\mathcal{E}$, parametrized by discrete time $n$. This process is actually time-homogeneous Markov with respect to the filtration $\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}}(3.10)$. This is because for each $n \geq 1$, the loop soup $\mathcal{L}_{n}^{\theta}$ is independent from $\mathcal{L}_{\cap(0, n]}^{\theta}$, and $\mathcal{L}_{n}^{\theta}$ has the same law as $\mathcal{L}_{0}^{\theta}$ up to a longitudinal translation by $n$.

### 3.4 Coupling conditioned clusters in a Brownian loop soup

We consider the state space $\mathcal{E}$ and the Markov chain of Brownian loop soup clusters introduced in Section 3.3. Let $\dagger$ be the subset

$$
\dagger=\left\{\left(K_{i}\right)_{i \geq 0} \in \mathcal{E}: K_{0}=\partial \mathrm{C}_{0}\right\} .
$$

Note that the subset $\dagger$ is absorbing, i.e. is preserved by the Markov chain. The subset $\dagger$ corresponds to the extinction of the marked cluster $K_{0}$. Let $\mathcal{E}^{*}=\mathcal{E} \backslash \dagger$. We will denote by $T_{\dagger}$ the first hitting time of $\dagger$. Given an initial condition $\left(K_{i}(0)\right)_{i \geq 0} \in \mathcal{E}^{*}$, for every $T \in \mathbb{N} \backslash\{0\}, \mathbb{P}\left(\left\{T_{\dagger}>T\right)>0\right.$. Indeed, it is enough to have a single Brownian loop in $\mathcal{L}_{0}^{\theta}$ that connects $K_{0}(0)$ to $\mathrm{C}_{T}$. Given $T \in \mathbb{N} \backslash\{0\}$, we will denote by $\left(K_{i}^{T}(n)\right)_{i \geq 0,0 \leq n \leq T}$ the Markov chain of clusters conditioned on $\left\{T_{\dagger}>T\right\}$.

In this section we will prove Theorem 3.2 (actually a stronger version; see Theorem 3.3) by showing that the conditioned Markov chain $\left(K_{i}^{T}(n)\right)_{i \geq 0,0 \leq n \leq T}$ satisfies the assumptions of Theorem 3.3. For this we will need characteristic times $\mathbf{T}$ and favourable configurations $\mathrm{F}_{n} \subset \mathcal{E}^{*}$ for $n \geq 1$. We set

$$
\mathbf{T}\left(\left(K_{i}\right)_{i \geq 0}\right)=\sup _{i \geq 0}\left\lceil\rho\left(K_{i}\right)\right\rceil \in \mathbb{N}
$$

where $\left\rceil\right.$ is the integer ceiling. Let $c_{1} \in \mathbb{N}, c_{1} \geq 5$. We will tune the value of $c_{1}$ later; see (3.14). We also set $c_{2}=c_{1}+1$ and

$$
\mathrm{F}_{n}=\left\{\left(K_{i}\right)_{i \geq 0} \in \mathcal{E}^{*}: \rho\left(K_{0}\right) \geq 2 n \text { and } \forall i \geq 0, \rho\left(K_{i}\right) \leq\left(c_{1}-2\right) n\right\}, \quad n \geq 1
$$

Lemma 3.5. There is $p_{0} \in(0,1]$ such that for every $n \in \mathbb{N} \backslash\{0\}$, for every $T \in \mathbb{N}$ with $T \geq n$, and for every initial condition $\left(K_{i}^{T}(0)\right)_{i \geq 0} \in \mathcal{E}^{*}$,

$$
\mathbb{P}\left(\rho\left(K_{0}^{T}(n)\right) \geq 2 n\right) \geq p_{0}
$$

Proof. Let $E_{1, n}$ be the event

$$
E_{1, n}=\left\{\exists \wp \in \mathcal{L}_{0}^{\theta}, \partial \mathrm{C}_{n / 2} \stackrel{\wp}{\longleftrightarrow} \partial \mathrm{C}_{3 n}\right\} .
$$

Let $E_{2, n}$ be the event that there is a loop in $\mathcal{L}_{0}^{\theta}$, contained in the cylinder $(n / 2, n) \times \mathbb{S}^{1}$, and that surrounds this cylinder, i.e. is non-contractible in the topological sense. Then

$$
\mathbb{P}\left(\rho\left(K_{0}^{T}(n)\right) \geq 2 n\right) \geq \mathbb{P}\left(E_{1, n} \cap E_{2, n}, T_{\dagger}>T\right) / \mathbb{P}\left(T_{\dagger}>T\right)
$$

The three events $E_{1, n}, E_{2, n}$ and $\left\{T_{\dagger}>T\right\}$ are increasing for the Poisson point process $\mathcal{L}_{0}^{\theta}$. By the FKG inequality for Poisson point processes,

$$
\mathbb{P}\left(\rho\left(K_{0}^{T}(n)\right) \geq 2 n\right) \geq \mathbb{P}\left(E_{1, n} \cap E_{2, n}\right) \geq \mathbb{P}\left(E_{1, n}\right) \mathbb{P}\left(E_{2, n}\right)
$$

By Lemma 2.6, $\mathbb{P}\left(E_{1, n}\right) \geq p_{1}$ for some $p_{1} \in(0,1)$. Moreover, $\mathbb{P}\left(E_{2, n}\right) \geq 1-p_{2}^{\theta n}$ for some $p_{2} \in(0,1)$ (Lemma 2.5). Thus we get a uniform lower bound for $\mathbb{P}\left(\rho\left(K_{0}^{T}(n)\right) \geq 2 n\right)$.

By Lemma 2.6, the probability that a single loop crosses $[1, t] \times \mathbb{S}^{1}$ decays like $t^{-1}$ as $t \rightarrow \infty$. In the next lemma, we show that if one conditions on the event that a cluster makes a large crossing, then this probability decays like $t^{-\theta+o(1)}$. This will in particular ensure that loops stay small (although larger) after this conditioning.
Lemma 3.6. For every $\varepsilon \in(0, \theta)$, there is a constant $C_{\varepsilon}>0$, such that for every initial condition $\left(K_{i}(0)\right)_{i \geq 0} \in \mathcal{E}^{*}$ for the Markov chain, for every $T \in \mathbb{N} \backslash\{0\}$, for every $t_{1} \geq 1$ and every $t_{2} \geq 2 t_{1}$,

$$
\begin{equation*}
\mathbb{P}\left(\exists \wp \in \mathcal{L}_{0}^{\theta}, \partial \mathrm{C}_{t_{1}} \longleftrightarrow \prec \partial \mathrm{C}_{t_{2}} \mid T_{\dagger}>T\right) \leq C_{\varepsilon}\left(\frac{t_{1}}{t_{2}}\right)^{\theta-\varepsilon} \tag{3.11}
\end{equation*}
$$

Proof. Let $\varepsilon>0$ be as in the statement. Let $\underline{\tau} t_{1}$ (resp. $\left.\bar{\tau} t_{1}\right)$ be the left most (resp. right most) level reached by the loops that cross $\left[t_{1}, t_{2}\right] \times \overline{\mathbb{S}}^{1}$ :

$$
\underline{\tau}:=\inf \left\{u \in(0,1): \exists \wp \in \mathcal{L}_{0}^{\theta}: \partial \mathrm{C}_{u t_{1}} \longleftrightarrow \prec \mathrm{C}_{t_{2}}\right\}, \quad \bar{\tau}:=\sup \left\{v>t_{2} / t_{1}: \exists \wp \in \mathcal{L}_{0}^{\theta}: \partial \mathrm{C}_{t_{1}} \stackrel{\wp}{\longleftrightarrow} \mathrm{C}_{v t_{1}}\right\} .
$$

The levels $\underline{\tau} t_{1}$ and $\bar{\tau} t_{1}$ can be reached either by the same loop or by two distinct loops. In both cases, one can use Lemma 2.6 to show that there exists $C>0$ such that for all $u \in(0,1)$ and $v \geq t_{2} / t_{1}$,

$$
\begin{equation*}
\mathbb{P}(\underline{\tau} \leq u, \bar{\tau} \geq v) \leq C(u / v) \tag{3.12}
\end{equation*}
$$

With these notations, the left hand side of (3.11) is equal to

$$
\begin{equation*}
\int_{0}^{1} \int_{t_{2} / t_{1}}^{\infty} \mathbb{P}(\underline{\tau} \in \mathrm{d} u, \bar{\tau} \in \mathrm{~d} v) \frac{\mathbb{P}\left(T_{\dagger}>T \mid \underline{\tau}=u, \bar{\tau}=v\right)}{\mathbb{P}\left(T_{\dagger}>T\right)} \tag{3.13}
\end{equation*}
$$

If $v t_{1}<T$, the above ratio on the right hand side is at most

$$
\mathbb{P}\left(T_{\dagger}>u t_{1}, \mathrm{C}_{v t_{1}} \stackrel{\mathcal{L}_{0}^{\theta}}{\longleftrightarrow} \mathrm{C}_{T}\right) / \mathbb{P}\left(T_{\dagger}>T\right)
$$

If $v t_{1} \geq T$, this ratio can be bounded by

$$
\mathbb{P}\left(T_{\dagger}>u t_{1}\right) / \mathbb{P}\left(T_{\dagger}>T\right) .
$$

In both cases and by FKG inequality, the ratio in (3.13) is bounded from above by the inverse of the product of the probabilities of three events: 1) that there is a cluster joining $\partial \mathrm{C}_{u t_{1} / 2}$ to $\left.\partial \mathrm{C}_{2 v t_{1}}, 2\right)$ there is a non contractible loop in $\left.\left[u t_{1} / 2, u t_{1}\right] \times \mathbb{S}^{1}, 3\right)$ there is a non contractible loop in $\left[v t_{1}, 2 v t_{1}\right] \times \mathbb{S}^{1}$. By Lemma 2.5 and Theorem 2.4, the ratio in (3.13) is therefore bounded by $C_{\varepsilon}(v / u)^{1-\theta+\varepsilon}$. Plugging this estimate in (3.13) and performing two integrations by part, we obtain that the left hand side of (3.11) is bounded by

$$
\begin{aligned}
& C \mathbb{P}\left(\underline{\tau} \leq 1, \bar{\tau} \geq \frac{t_{2}}{t_{1}}\right)\left(\frac{t_{2}}{t_{1}}\right)^{1-\theta+\varepsilon}+C \int_{0}^{1} \mathbb{P}\left(\underline{\tau} \leq u, \bar{\tau} \geq \frac{t_{2}}{t_{1}}\right)\left(\frac{t_{2}}{t_{1}}\right)^{1-\theta+\varepsilon} \frac{1}{u^{2-\theta+\varepsilon}} \mathrm{d} u \\
& \quad+C \int_{t_{2} / t_{1}}^{\infty} \mathbb{P}(\underline{\tau} \leq 1, \bar{\tau} \geq v) \frac{v^{-\theta+\varepsilon}}{u^{1-\theta+\varepsilon}} \mathrm{d} v+C \int_{0}^{1} \int_{t_{2} / t_{1}}^{\infty} \mathbb{P}(\underline{\tau} \leq u, \bar{\tau} \geq v) \frac{v^{-\theta+\varepsilon}}{u^{2-\theta+\varepsilon}} \mathrm{d} u \mathrm{~d} v .
\end{aligned}
$$

(3.12) then concludes the proof.

Given $n \in \mathbb{N} \backslash\{0\}$, an integer time $T \geq c_{2} n$, and an initial condition $\left(K_{i}^{T}(0)\right)_{i \geq 0} \in \mathcal{E}^{*}$ for the conditioned Markov chain, with $\mathbf{T}\left(\left(K_{i}^{T}(0)\right)_{i \geq 0}\right) \leq n$, we have that

$$
\begin{aligned}
\mathbb{P}\left(\left(K_{i}^{T}(n)\right)_{i \geq 0} \in \mathrm{~F}_{n}\right) & \geq \mathbb{P}\left(\rho\left(K_{0}^{T}(n)\right) \geq 2 n\right)-\mathbb{P}\left(\exists \wp \in \mathcal{L}_{0}^{\theta}, \partial \mathrm{C}_{n} \longleftrightarrow \prec \mathrm{C}_{\left(c_{1}-1\right) n} \mid T_{\dagger}>T\right) \\
& \geq p_{0}-C_{\varepsilon}\left(c_{1}-1\right)^{-(\theta-\varepsilon)}
\end{aligned}
$$

where $p_{0}$ is given by Lemma $3.5, \varepsilon \in(0, \theta)$ and $C_{\varepsilon}$ is given by Lemma 3.6. We chose $\varepsilon=\theta / 2$, and we take an integer $c_{1} \geq 5$ such that

$$
\begin{equation*}
p_{0}-C_{\theta / 2}\left(c_{1}-1\right)^{-\frac{\theta}{2}}>0 \tag{3.14}
\end{equation*}
$$

With this choice of $c_{1}$ we are sure that Condition 2 of Theorem 3.3 is satisfied. Let us also check that Condition 3 of Theorem 3.3 is satisfied. Indeed,

$$
\mathbb{P}\left(\mathbf{T}\left(\left(K_{i}^{T}\left(c_{1} n\right)\right)_{i \geq 0}\right) \geq u n\right) \leq \mathbb{P}\left(\exists \wp \in \mathcal{L}_{0}^{\theta}, \partial \mathrm{C}_{c_{1} n} \stackrel{\wp}{\longleftrightarrow} \partial \mathrm{C}_{\left(c_{1}+u\right) n} \mid T_{\dagger}>T\right) \leq C_{\varepsilon}\left(\frac{c_{1}}{c_{1}+u}\right)^{\theta-\varepsilon},
$$

where $\varepsilon \in(0, \theta)$ and $C_{\varepsilon}$ is given by Lemma 3.6. It remains to check Condition 1 of Theorem 3.3.
For $t_{2}>t_{1}>0$, we will denote

$$
\mathcal{L}_{\cap\left[t_{1}, t_{2}\right]}^{\theta}=\left\{\wp \in \mathcal{L}_{0}^{\theta}: \operatorname{Range}(\wp) \cap\left[t_{1}, t_{2}\right] \times \mathbb{S}^{1} \neq \emptyset\right\} .
$$

Lemma 3.7. There is $\hat{p}_{0} \in(0,1]$ such that for every $n \in \mathbb{N} \backslash\{0\}$, and for every $T \geq c_{2} n$,

$$
\mathbb{P}\left(\partial \mathrm{C}_{n} \xrightarrow{\mathcal{L}_{\cap\left[\left(c_{1}-1\right) n, T-n\right]}^{\theta}} \partial \mathbf{C}_{T-n} \mid \partial \mathbf{C}_{\left(c_{1}-1\right) n} \xrightarrow{\mathcal{L}_{\cap\left[\left(c_{1}-1\right) n, T-n\right]}^{\theta}} \partial \mathbf{C}_{T-n}\right) \geq \hat{p}_{0} .
$$

Proof. This is similar to Lemma 3.5. Let $E_{1, n}$ be the event

$$
E_{1, n}=\left\{\exists \wp \in \mathcal{L}_{0}^{\theta}, \partial \mathrm{C}_{n} \stackrel{\wp}{\longleftrightarrow} \partial \mathrm{C}_{c_{1} n}\right\} .
$$

Let $E_{2, n}$ be the event that there is a loop in $\mathcal{L}_{0}^{\theta}$, contained in the cylinder $\left(\left(c_{1}-1\right) n, c_{1} n\right) \times \mathbb{S}^{1}$ that surrounds the cylinder. Then

$$
E_{1, n} \cap E_{2, n} \cap\left\{\partial \mathrm{C}_{\left(c_{1}-1\right) n} \stackrel{\mathcal{L}_{\cap\left[\left(c_{1}-1\right) n, T-n\right]}^{\longleftrightarrow}}{\longleftrightarrow} \partial \mathrm{C}_{T-n}\right\} \subset\left\{\partial \mathrm{C}_{n} \stackrel{\mathcal{L}_{\cap\left[\left(c_{1}-1\right) n, T-n\right]}^{\longleftrightarrow}}{\longleftrightarrow} \mathrm{C}_{T-n}\right\} .
$$



Figure 3.2: Schematic representation of the events considered in the proof of Lemma 3.8. Only the marked compact $K_{0}(0)$ and $\widehat{K}_{0}(0)$ of the initial conditions $\left(K_{i}(0)\right)_{i \geq 0}$ and $\left(\widehat{K}_{i}(0)\right)_{i \geq 0}$ have been depicted (light and dark grey respectively). The existence of the blue cluster corresponds to the event $E_{1, n, T}$ whereas the existence of the two red loops corresponds to the events $E_{2, n, T}$ and $E_{3, n, T}$.

The three events $E_{1, n}, E_{2, n}$ and $\left\{\partial \mathrm{C}_{\left(c_{1}-1\right) n} \stackrel{\mathcal{L}_{\cap\left[\left(c_{1}-1\right) n, T-n\right]}}{\longleftrightarrow} \partial \mathrm{C}_{T-n}\right\}$ are increasing for the Poisson point process $\mathcal{L}_{0}^{\theta}$, so one can apply the FKG inequality. Therefore,

$$
\mathbb{P}\left(\partial \mathrm{C}_{n} \stackrel{\mathcal{L}_{\cap\left[\left(c_{1}-1\right) n, T-n\right]}^{\longleftrightarrow}}{\longleftrightarrow} \partial \mathrm{C}_{T-n} \mid \partial \mathrm{C}_{\left(c_{1}-1\right) n} \stackrel{\mathcal{L}_{\cap\left[\left(c_{1}-1\right) n, T-n\right]}}{\longleftrightarrow} \partial \mathrm{C}_{T-n}\right) \geq \mathbb{P}\left(E_{1, n} \cap E_{2, n}\right) \geq \mathbb{P}\left(E_{1, n}\right) \mathbb{P}\left(E_{2, n}\right) .
$$

By Lemma 2.6, $\mathbb{P}\left(E_{1, n}\right) \geq 1-\hat{p}_{1}^{\theta}$ for some $\hat{p}_{1} \in(0,1)$. Moreover, $\mathbb{P}\left(E_{1, n}\right) \geq 1-\hat{p}_{2}^{\theta n}$ for some $\hat{p}_{2} \in(0,1)$. This gives the desired lower bound uniform in $n$ and $T$.

In the sequel, given a random variable $X$ and an event A , we will denote by $\operatorname{Law}(X \mid A)$ the law of $X$ conditioned on the event $A$.
Lemma 3.8. There is $q \in(0,1]$ such that for every $n \in \mathbb{N} \backslash\{0\}$, for every $T \geq c_{2} n$ and and for every two initial conditions $\left(K_{i}(0)\right)_{i \geq 0}$ and $\left(\widehat{K}_{i}(0)\right)_{i \geq 0}$ in $\mathrm{F}_{n}$, we have

$$
1-\frac{1}{2} d_{\mathrm{TV}}\left(L_{n, T}, \widehat{L}_{n, T}\right) \geq q
$$

where

$$
L_{n, T}=\operatorname{Law}\left(\left(K_{i}\left(\left(c_{1}-1\right) n\right)\right)_{i \geq 0} \mid T_{\dagger}>T-n\right), \quad \widehat{L}_{n, T}=\operatorname{Law}\left(\left(\widehat{K}_{i}\left(\left(c_{1}-1\right) n\right)\right)_{i \geq 0} \mid T_{\dagger}>T-n\right)
$$

and where $\left(K_{i}(m)\right)_{i \geq 0, m \geq 0}$, resp. $\left(\widehat{K}_{i}(m)\right)_{i \geq 0, m \geq 0}$ are the Markov chains of clusters starting from the corresponding initial conditions.

Proof. Consider the following events for the loop soup $\mathcal{L}_{\cap(0, T-n]}^{\theta}$. Let $E_{1, n, T}$ be the event

$$
E_{1, n, T}=\left\{\partial \mathrm{C}_{n} \stackrel{\mathcal{L}_{n\left[\left(c_{1}-1\right) n, T-n\right]}^{\theta}}{\longleftrightarrow} \partial \mathrm{C}_{T-n}\right\} .
$$

Let $E_{2, n}$ be the event that there is a loop of $\mathcal{L}_{\cap(0, T-n]}^{\theta}$ contained in the cylinder $(n, 2 n) \times \mathbb{S}^{1}$ that surrounds the cylinder. Let $E_{3, n}$ be the event that there is a loop of $\mathcal{L}_{\cap(0, T-n]}^{\theta}$ contained in the cylinder $\left(\left(c_{1}-2\right) n,\left(c_{1}-1\right) n\right) \times \mathbb{S}^{1}$ that surrounds the cylinder. See Figure 3.2. Note that the events $E_{1, n, T}, E_{2, n}$ and $E_{3, n}$ are independent since they involve disjoint types of loops.

Now we consider the Markov chains $\left(K_{i}(m)\right)_{i \geq 0, m \geq 0}$ and $\left(\widehat{K}_{i}(m)\right)_{i \geq 0, m \geq 0}$ on the same probability space, obtained from the same Brownian loop soup $\mathcal{L}_{0}^{\theta}$. Note that in this coupling, neither of the two Markov processes is conditioned on $T_{\dagger}>T-n$. Not yet.

Since $\left(K_{i}(0)\right)_{i \geq 0} \in F_{n}$ and $\left(\widehat{K}_{i}(0)\right)_{i \geq 0} \in F_{n}$, we have

$$
E_{1, n, T} \cap E_{2, n} \subset\left\{T_{\dagger}\left(\left(K_{i}\right)_{i \geq 0}\right)>T-n\right\} \quad \text { and } \quad E_{1, n, T} \cap E_{2, n} \subset\left\{T_{\dagger}\left(\left(\widehat{K}_{i}\right)_{i \geq 0}\right)>T-n\right\} ;
$$

see Figure 3.2. Further, on the event $E_{1, n, T} \cap E_{2, n} \cap E_{3, n}$, we have $\left(K_{i}\left(\left(c_{1}-1\right) n\right)\right)_{i \geq 0}=\left(\widehat{K}_{i}\left(\left(c_{1}-\right.\right.\right.$ 1) $n$ ) $)_{i \geq 0}$ a.s. Indeed, if two Brownian loops $\wp$ and $\wp^{\prime}$ intersecting $\partial \mathrm{C}_{\left(c_{1}-1\right) n}$ are connected by a finite chain that uses $\left(K_{i}(0)\right)_{i \geq 0}$ and $\left(\widehat{K}_{i}(0)\right)_{i \geq 0}$, then this chain has to intersect the non-contractible loops in $\left(\left(c_{1}-2\right) n,\left(c_{1}-1\right) n\right) \times \mathbb{S}^{1}$, that exist on the event $E_{3, n}$, and thus the connection between $\wp$ and $\wp^{\prime}$ can also be done without using $\left(K_{i}(0)\right)_{i \geq 0}$ or $\left(\widehat{K}_{i}(0)\right)_{i \geq 0}$, by using just the Brownian loop; see Figure 3.2.

Thus, we get some overlap in total variation between the non-conditioned laws Law (( $K_{i}\left(\left(c_{1}-\right.\right.$ 1) $n))_{i \geq 0}$ ) and Law $\left(\left(\widehat{K}_{i}\left(\left(c_{1}-1\right) n\right)\right)_{i \geq 0}\right)$. Moreover, this overlap happens on the event

$$
\left\{T_{\dagger}\left(\left(K_{i}\right)_{i \geq 0}\right)>T-n\right\} \cap\left\{T_{\dagger}\left(\left(\widehat{K}_{i}\right)_{i \geq 0}\right)>T-n\right\} .
$$

Therefore, we get a non-trivial overlap for the conditioned laws too:

$$
1-\frac{1}{2} d_{\mathrm{TV}}\left(L_{n, T}, \widehat{L}_{n, T}\right) \geq \frac{\mathbb{P}\left(E_{1, n, T} \cap E_{2, n} \cap E_{3, n}\right)}{\mathbb{P}\left(T_{\dagger}\left(\left(K_{i}\right)_{i \geq 0}\right)>T-n\right) \vee \mathbb{P}\left(T_{\dagger}\left(\left(\widehat{K}_{i}\right)_{i \geq 0}\right)>T-n\right)}
$$

Further,

$$
\left\{T_{\dagger}\left(\left(K_{i}\right)_{i \geq 0}\right)>T-n\right\} \cup\left\{T_{\dagger}\left(\left(\widehat{K}_{i}\right)_{i \geq 0}\right)>T-n\right\} \subset E_{4, n, T}
$$

where $E_{4, n, T}$ is the event

$$
E_{4, n, T}=\left\{\partial \mathrm{C}_{\left(c_{1}-1\right) n} \stackrel{\mathcal{L}_{\cap\left[\left(c_{1}-1\right) n, T-n\right]}^{\longleftrightarrow}}{\longleftrightarrow} \partial \mathrm{C}_{T-n}\right\} .
$$

Thus,

$$
\mathbb{P}\left(T_{\dagger}\left(\left(K_{i}\right)_{i \geq 0}\right)>T-n\right) \vee \mathbb{P}\left(T_{\dagger}\left(\left(\widehat{K}_{i}\right)_{i \geq 0}\right)>T-n\right) \leq \mathbb{P}\left(E_{4, n, T}\right)
$$

Thus,

$$
1-\frac{1}{2} d_{\mathrm{TV}}\left(L_{n, T}, \widehat{L}_{n, T}\right) \geq \frac{\mathbb{P}\left(E_{1, n, T} \cap E_{2, n} \cap E_{3, n}\right)}{\mathbb{P}\left(E_{4, n, T}\right)} \geq \frac{\mathbb{P}\left(E_{1, n, T}\right)}{\mathbb{P}\left(E_{4, n, T}\right)} \mathbb{P}\left(E_{2, n}\right) \mathbb{P}\left(E_{3, n}\right)
$$

By Lemma 3.7,

$$
\frac{\mathbb{P}\left(E_{1, n, T}\right)}{\mathbb{P}\left(E_{4, n, T}\right)} \geq \hat{p}_{0}>0
$$

where the lower bound is uniform in $n$ and $T$. Further, $\mathbb{P}\left(E_{2, n}\right)=\mathbb{P}\left(E_{3, n}\right)=1-\hat{p}_{2}^{\theta n}$, for some $\hat{p}_{2} \in(0,1)$. This concludes the proof of the lemma.

Lemma 3.8 is exactly Condition 1 of Theorem 3.3. So it applies to our Markov chains of clusters in a Brownian loop soup and concludes the proof of Theorem 3.2.

### 3.5 Convergence of the ratio of survival probabilities

We finish this section by proving Theorem 3.1. We first state and prove a corollary of Theorem 3.2. We use the same notations as the ones introduced above Theorem 3.2.
Corollary 3.9. For every initial conditions $K_{0}$ and $\hat{K}_{0}$ not identical to $\partial \mathrm{C}_{0}, \mathbb{P}\left(T^{\dagger}>T\right) / \mathbb{P}\left(\hat{T}^{\dagger}>T\right)$ converges as $T \rightarrow \infty$.
Remark 3.10. By FKG inequality, it is clear that the ratio $\mathbb{P}\left(T^{\dagger}>T\right) / \mathbb{P}\left(\hat{T}^{\dagger}>T\right)$ remains uniformly bounded away from zero and from infinity. Indeed, recalling the notation $\rho\left(K_{0}\right)(3.9)$, let $E$ be the event that there is a loop intersecting $\hat{K}_{0}$ that disconnects $\partial \mathrm{C}_{\rho\left(K_{0}\right)}$ and $\partial \mathrm{C}_{\rho\left(K_{0}\right)+1}$. Since $E \cap\left\{T^{\dagger}>T\right\} \subset\left\{\hat{T}^{\dagger}>T\right\}$, by FKG inequality we get that

$$
\mathbb{P}\left(T^{\dagger}>T\right) / \mathbb{P}\left(\hat{T}^{\dagger}>T\right) \leq 1 / \mathbb{P}(E)
$$

The lower bound is similar. On the other hand, showing that this ratio actually converges is much more involved and relies on the coupling results we developed.

Proof. Let $T \gg t \gg 1$ be large integers and let $E_{t, T}$ be the event that under the coupling of Theorem 3.2, the coalescence time $\mathcal{T}^{T}$ is smaller than $t$. By Theorem $3.2, \mathbb{P}\left(E_{t, T}\right) \rightarrow 1$ as $T \rightarrow \infty$ followed by
$t \rightarrow \infty$. In this proof, we will denote by $\left(\mathcal{F}_{s}\right)_{s \geq 0}$ the filtration $\mathcal{F}_{s}=\sigma\left(K_{0}(u), \hat{K}_{0}(u), u \in\{0, \ldots, s\}\right)$, $s \geq 0$. We have

$$
\begin{aligned}
& \mathbb{P}\left(T^{\dagger}>T \mid T^{\dagger}>t\right)=\mathbb{E}\left[P\left(T^{\dagger}>T \mid T^{\dagger}>t, \mathcal{F}_{t}\right) \mathbf{1}_{E_{t, T}}\right]+\mathbb{E}\left[\mathbb{P}\left(T^{\dagger}>T \mid T^{\dagger}>t, \mathcal{F}_{t}\right) \mathbf{1}_{E_{t, T}^{c}}\right] \\
&=\mathbb{E}\left[\mathbb{P}\left(\hat{T}^{\dagger}>T \mid \hat{T}^{\dagger}>t, \mathcal{F}_{t}\right) \mathbf{1}_{E_{t, T}}\right]+\mathbb{E}\left[\mathbb{P}\left(T^{\dagger}>T \mid T^{\dagger}>t, \mathcal{F}_{t}\right) \mathbf{1}_{E_{t, T}^{c}}\right] \\
&=\mathbb{P}\left(\hat{T}^{\dagger}>T \mid \hat{T}^{\dagger}>t\right)+\mathbb{E}\left[\left(\mathbb{P}\left(T^{\dagger}>T \mid T^{\dagger}>t, \mathcal{F}_{t}\right)-\mathbb{P}\left(\hat{T}^{\dagger}>T \mid \hat{T}^{\dagger}>t, \mathcal{F}_{t}\right)\right) \mathbf{1}_{E_{t, T}^{c}}\right]
\end{aligned}
$$

The rest of the proof is dedicated to showing that the second right hand side term is much smaller than the first one. Let $p, q>1$ be such that $1 / p+1 / q=1$. By Hölder's inequality and the above inequality, $\left|\mathbb{P}\left(T^{\dagger}>T \mid T^{\dagger}>t\right)-\mathbb{P}\left(\hat{T}^{\dagger}>T \mid \hat{T}^{\dagger}>t\right)\right|$ is bounded by

$$
\begin{equation*}
\mathbb{P}\left(E_{t, T}^{c}\right)^{1 / p} \mathbb{E}\left[\mathbb{P}\left(T^{\dagger}>T \mid T^{\dagger}>t, \mathcal{F}_{t}\right)^{q}+\mathbb{P}\left(\hat{T}^{\dagger}>T \mid \hat{T}^{\dagger}>t, \mathcal{F}_{t}\right)^{q}\right]^{1 / q} \tag{3.15}
\end{equation*}
$$

Let us denote by $\tau:=\sup \left\{s>0: \exists \wp \in \mathcal{L}_{\cap(0, t]}^{\theta}: \operatorname{Range}(\wp) \cap\{s\} \times \mathbb{S}^{1} \neq \varnothing\right\}$. Conditionally on $\tau, \mathcal{F}_{t}, T^{\dagger}>t$, in order to have $T^{\dagger}>T$, there must be a cluster of loops included in $(t, \infty) \times \mathbb{S}^{1}$ that crosses $[\tau, T] \times \mathbb{S}^{1}$. By scaling, this probability is equal to $\mathbb{P}\left(\tau-t \stackrel{\mathcal{L}_{0}^{\theta}}{\longleftrightarrow} T-t \mid \tau\right)$. We obtain that

$$
\begin{equation*}
\mathbb{E}\left[\mathbb{P}\left(T^{\dagger}>T \mid T^{\dagger}>t, \mathcal{F}_{t}\right)^{q}\right]=\mathbb{P}(\tau>T)+\int_{t}^{T} \mathbb{P}(\tau \in \mathrm{~d} s) \mathbb{P}\left(s-t \stackrel{\mathcal{L}_{0}^{\theta}}{\longleftrightarrow} T-t\right)^{q} \tag{3.16}
\end{equation*}
$$

Let $E_{1}, E_{2}$ and $E_{3}$ be the following events:

- $E_{1}$ : there is a cluster of $\mathcal{L}_{0}^{\theta}$ crossing $[t-1, s-t+1] \times \mathbb{S}^{1}$;
- $E_{2}$ : there is a non contractible loop inside $[t-1, t] \times \mathbb{S}^{1}$;
- $E_{3}$ : there is a non contractible loop inside $[s-t, s-t+1] \times \mathbb{S}^{1}$.

We have $E_{1} \cap E_{2} \cap E_{3} \cap\left\{T^{\dagger}>t\right\} \cap\left\{s-t \stackrel{\mathcal{L}_{0}^{\theta}}{\longleftrightarrow} T-t\right\} \subset\left\{T^{\dagger}>T-t\right\}$. The five events on the left hand side are increasing events. By FKG inequality we deduce that the product of the five individual probabilities is at most $\mathbb{P}\left(T^{\dagger}>T-t\right)$. By Lemma 2.5, $\mathbb{P}\left(E_{2}\right)=\mathbb{P}\left(E_{3}\right) \geq c$ and by Theorem 2.4, $\mathbb{P}\left(E_{1}\right) \geq c_{\varepsilon}(s / t)^{-1+\theta-\varepsilon}$. This leads to

$$
\mathbb{P}\left(s-t \stackrel{\mathcal{L}_{0}^{\theta}}{\longleftrightarrow} T-t\right) \leq C(s / t)^{1-\theta+\varepsilon} \mathbb{P}\left(T^{\dagger}>T-t\right) / \mathbb{P}\left(T^{\dagger}>t\right)
$$

Plugging this estimate back in (3.16) and integrating by parts (differentiating $s^{q(1-\theta+\varepsilon)}$ and integrating $\mathbb{P}(\tau \in \mathrm{d} s))$ gives the following upper bound for the left hand side of (3.16):

$$
C(1 / t)^{q(1-\theta+\varepsilon)} \mathbb{P}\left(T^{\dagger}>T-t\right)^{q} / \mathbb{P}\left(T^{\dagger}>t\right)^{q} \int_{t}^{T} \mathbb{P}(\tau \geq s) s^{q(1-\theta+\varepsilon)-1} \mathrm{~d} s
$$

By Lemma 2.6, $\mathbb{P}(\tau \geq s) \leq C t / s$. With the change of variable $s=x t$, we have obtained that

$$
\mathbb{E}\left[\mathbb{P}\left(T^{\dagger}>T \mid T^{\dagger}>t, \mathcal{F}_{t}\right)^{q}\right] \leq C \mathbb{P}\left(T^{\dagger}>T-t\right)^{q} / \mathbb{P}\left(T^{\dagger}>t\right)^{q} \int_{1}^{\infty} x^{q(1-\theta+\varepsilon)-2} \mathrm{~d} x
$$

We choose $1<q<1 /(1-\theta+\varepsilon)$ to make sure that the integral above converges. We have overall obtained that $\mathbb{P}\left(T^{\dagger}>t\right)^{q} \mathbb{E}\left[\mathbb{P}\left(T^{\dagger}>T \mid T^{\dagger}>t, \mathcal{F}_{t}\right)^{q}\right] \leq C \mathbb{P}\left(T^{\dagger}>T-t\right)^{q}$. Since $\mathbb{P}\left(\hat{T}^{\dagger}>\right.$ $t) / \mathbb{P}\left(T^{\dagger}>t\right) \in[1 / C, C]$, we also obtain that

$$
\mathbb{P}\left(T^{\dagger}>t\right)^{q} \mathbb{E}\left[\mathbb{P}\left(\hat{T}^{\dagger}>T \mid \hat{T}^{\dagger}>t, \mathcal{F}_{t}\right)^{q}\right] \leq C \mathbb{P}\left(T^{\dagger}>T-t\right)^{q}
$$

Multiplying (3.15) by $\mathbb{P}\left(T^{\dagger}>t\right) / \mathbb{P}\left(\hat{T}^{\dagger}>T\right)$, we deduce that

$$
\left|\frac{\mathbb{P}\left(T^{\dagger}>T\right)}{\mathbb{P}\left(\hat{T}^{\dagger}>T\right)}-\frac{\mathbb{P}\left(T^{\dagger}>t\right)}{\mathbb{P}\left(\hat{T}^{\dagger}>t\right)}\right| \leq C \mathbb{P}\left(E_{t, T}^{c}\right)^{1 / p} \frac{\mathbb{P}\left(T^{\dagger}>T-t\right)}{\mathbb{P}\left(\hat{T}^{\dagger}>T\right)}
$$

Using FKG inequality and the fact that the probability of crossing $[T-t, T] \times \mathbb{S}^{1}$ tends to 1 as $T \rightarrow \infty(t$ fixed $)$, it can be checked that $\limsup _{T \rightarrow \infty} \mathbb{P}\left(T^{\dagger}>T-t\right) / \mathbb{P}\left(\hat{T}^{\dagger}>T\right)$ is bounded
uniformly in $t$; see Remark 3.10 for a very similar statement. By then sending $t \rightarrow \infty$, we obtain that

$$
\limsup _{t \rightarrow \infty} \limsup _{T \rightarrow \infty}\left|\frac{\mathbb{P}\left(T^{\dagger}>T\right)}{\mathbb{P}\left(\hat{T}^{\dagger}>T\right)}-\frac{\mathbb{P}\left(T^{\dagger}>t\right)}{\mathbb{P}\left(\hat{T}^{\dagger}>t\right)}\right|=0
$$

This shows that $\mathbb{P}\left(T^{\dagger}>T\right) / \mathbb{P}\left(\hat{T}^{\dagger}>T\right)$ converges as $T \rightarrow \infty$.
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. The proof of the convergence of the first ratio in (3.1) follows quickly from Corollary 3.9 and from conformal invariance of the loop soup. Indeed, let $f: D \rightarrow \mathbb{D}$ be a conformal map with $f(x)=0$. By conformal invariance of the loop soup, the first ratio in (3.1) is equal to

$$
\mathbb{P}\left(f(K) \stackrel{\mathcal{L}_{D}^{\theta}}{\longleftrightarrow} f(D(x, r))\right) / \mathbb{P}\left(f(\hat{K}) \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} f(D(x, r))\right) .
$$

There exists a constant $C>1$ such that if $r$ is small enough $C^{-1} r \mathbb{D} \subset f(D(x, r)) \subset C r \mathbb{D}$. Because the probability of connecting $K$ to $C^{-1} r \mathbb{D}$ is asymptotically equivalent to that of connecting $K$ to $C r \mathbb{D}$, we deduce that the first ratio in (3.1) is equal to

$$
(1+o(1)) \mathbb{P}\left(f(K) \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} r \mathbb{D}\right) / \mathbb{P}\left(f(\hat{K}) \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} r \mathbb{D}\right) .
$$

By Corollary 3.9, the above ratio converges as $r \rightarrow 0\left(r=e^{-T}\right.$ in the notations of Corollary 3.9).
We now move to the proof of the convergence of the second ratio in (3.1) and the identification of the limit. Let us denote by $\ell$ the limit of the first ratio in (3.1). Let $\delta>0$ and let $\varepsilon \in(0, \mathrm{~d}(z, \partial D))$ be small enough so that for all $r \in(0, \varepsilon)$,

$$
\mathbb{P}\left(K \stackrel{\mathcal{L}_{D}^{\theta}}{\longleftrightarrow} D(z, r)\right) / \mathbb{P}\left(\hat{K} \stackrel{\mathcal{L}_{D}^{\theta}}{\longleftrightarrow} D(z, r)\right) \leq(1+\delta) \ell .
$$

As in (2.18), we can replace $\Xi_{a}^{z}$ by a disc centred at $z$ with random radius $\left\|\Xi_{a}^{z}-z\right\|_{\infty}$ :

$$
\mathbb{P}\left(K \xrightarrow{\mathcal{L}_{P}^{\theta} \cup \Xi_{a}^{z}} z\right)=(1+o(1)) \mathbb{P}\left(K \stackrel{\mathcal{L}_{D}^{\theta}}{\longleftrightarrow} D\left(z,\left\|\Xi_{a}^{z}-z\right\|_{\infty}\right)\right) .
$$

By Lemma 2.9, the probability that $\left\|\Xi_{a}^{z}-z\right\|_{\infty}>\varepsilon$ is at most $C a=C \gamma^{2}$ which is much smaller than the probability we are looking at (it behaves like $\gamma^{2(1-\theta)+o(1)}$, see Theorem 1.2). By Lemma 2.9, we get that

$$
\begin{aligned}
& \mathbb{P}\left(K \stackrel{\mathcal{L}_{P}^{\theta} \cup \Xi_{a}^{z}}{\longleftrightarrow} z\right)=(1+o(1)) \int_{0}^{\varepsilon} \mathrm{d} r \frac{a r^{a-1}}{\operatorname{CR}(z, D)^{a}} \mathbb{P}\left(K \stackrel{\mathcal{L}_{D}^{\theta}}{\longleftrightarrow} D(z, r)\right) \\
& \leq(1+o(1))(1+\delta) \ell \int_{0}^{\varepsilon} \mathrm{d} r \frac{a r^{a-1}}{\operatorname{CR}(z, D)^{a}} \mathbb{P}\left(\hat{K} \stackrel{\mathcal{L}_{D}^{\theta}}{\longleftrightarrow} D(z, r)\right) \leq(1+o(1))(1+\delta) \ell \mathbb{P}\left(\hat{K}^{\mathcal{L}_{P}^{\theta} \cup \Xi_{a}^{z}} z\right)
\end{aligned}
$$

where in the last inequality we simply reversed the above procedure. This proves that

$$
\limsup _{a \rightarrow 0} \mathbb{P}\left(K \xrightarrow{\mathcal{L}_{P}^{\theta} \cup \Xi_{a}^{z}} z\right) / \mathbb{P}\left(\hat{K} \hat{L}_{P}^{\mathcal{L}_{P}^{\theta} \cup \Xi_{a}^{z}} z\right) \leq \ell .
$$

The lower bound is proved similarly. This concludes the proof.

## 4 Construction of $h_{\theta}:$ proof of Theorems 1.2, 1.11 and 1.12

We start by stating the intermediate results needed in order to prove Theorems 1.2, 1.11 and 1.12, and then use them to prove these theorems. The rest of the section then consists of the proofs of these intermediate results.

We start with a lemma that shows that computing the second moment of $h_{\gamma}$ boils down to computing the crossing probabilities between $x$ and $y$ in a soup whose loops come from 1) an unconditioned Brownian loop soup $\left.\mathcal{L}_{D}^{\theta}, 2\right)$ a thick loop $\Xi_{a}^{x}$ at $x$ and 3) a thick loop $\Xi_{a}^{y}$ at $y$.

Lemma 4.1. Let $\varepsilon>0$ and $F: D \times D \times \mathfrak{L} \rightarrow \mathbb{R}$ be a bounded measurable admissible function such that for all $x, y \in D, F(x, y, \cdot)$ does not depend on loops with diameter smaller than $\varepsilon$. For all $\gamma, \gamma^{\prime} \in(0, \sqrt{2})$,

$$
\left.\left.\left.\begin{array}{l}
\mathbb{E}\left[\int_{D \times D} F\left(x, y, \mathcal{L}_{D}^{\theta}\right) h_{\gamma}(x) h_{\gamma^{\prime}}(y) \mathrm{d} x \mathrm{~d} y\right]=C\left(\gamma, \gamma^{\prime}, \varepsilon\right) \frac{\gamma^{2}{\gamma^{\prime}}^{2}}{Z_{\gamma} Z_{\gamma^{\prime}}}  \tag{4.1}\\
+\frac{1}{Z_{\gamma} Z_{\gamma^{\prime}}} \int_{D \times D} \mathbb{E}\left[F ( x , y , \mathcal { L } _ { D } ^ { \theta } \cup \{ \Xi _ { a _ { i } } ^ { x } \} _ { i \geq 1 } \cup \{ \Xi _ { a _ { i } ^ { \prime } } ^ { y } \} _ { i \geq 1 } ) \mathbf { 1 } \left\{x^{\mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}} \longleftrightarrow\right.\right.
\end{array}\right)\right\}\right] \mathrm{d} x \mathrm{~d} y, ~ l
$$

where the three collections of loops $\mathcal{L}_{D}^{\theta},\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}$ and $\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}$ are independent and distributed as in Lemma 2.3. The constant $C\left(\gamma, \gamma^{\prime}, \varepsilon\right)$ is bounded uniformly w.r.t. $\gamma, \gamma^{\prime}$ in compact subsets of $[0, \sqrt{2})$ by a quantity which may depend on $\varepsilon$.

The next two results are then dedicated to estimating the crossing probability appearing in Lemma 4.1. The first result has a very similar flavour as [JLQ23, Proposition 4.1]. On the other hand, the second result is novel and crucially relies on Theorem 3.1.

Lemma 4.2. For any $\eta>0$, there exists $C>0$ such that for all $\gamma \in(0,1]$ and $x, y \in D$,

$$
\begin{equation*}
\frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(x \xrightarrow{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}} \longleftrightarrow \longleftrightarrow\right) \leq C|\log | x-\left.y\right|^{2(1-\theta)+\eta} \tag{4.2}
\end{equation*}
$$

Proposition 4.3. For any distinct points $x, y \in D$, the limit

$$
\begin{equation*}
C_{\theta}(x, y):=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}}{\longleftrightarrow} y\right) \tag{4.3}
\end{equation*}
$$

exists and

$$
\begin{equation*}
C_{\theta}(x, y) \leq \liminf _{\gamma_{1}, \gamma_{2} \rightarrow 0} \frac{1}{Z_{\gamma_{1}} Z_{\gamma_{2}}} \mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a_{1}}^{x} \cup \Xi_{a_{2}}^{y}}{\longleftrightarrow} y\right) \tag{4.4}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
C_{\theta}(x, y)=\left(\log \frac{1}{|x-y|}\right)^{2(1-\theta)+o(1)} \quad \text { as } \quad x-y \rightarrow 0 \tag{4.5}
\end{equation*}
$$

More generally, let $\varepsilon>0$ and $F: \mathfrak{L} \rightarrow \mathbb{R}$ be a bounded measurable function that does not depend on loops with diameter smaller than $\varepsilon>0$. Then the following two limits exist and are identical

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{1}{Z_{r}^{2}} \mathbb{E}\left[F\left(\mathcal{L}_{D}^{\theta}\right) \mathbf{1}\left\{D(x, r) \stackrel{\mathcal{L}_{D}^{\theta}}{\longleftrightarrow} D(y, r)\right\}\right]=\lim _{a \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{E}\left[F\left(\mathcal{L}_{D}^{\theta}\right) \mathbf{1}\{x \xrightarrow[\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}]{\longleftrightarrow} y\}\right] \tag{4.6}
\end{equation*}
$$

Notation 4.4. If we want to keep track of the domain $D$, we will denote by $C_{\theta, D}(x, y)$ the limit of (4.3).

We can now show Theorems 1.2, 1.11 and 1.12.
Proof of Theorem 1.11. It follows directly from (4.6). Indeed, let $x, y \in D$ be two distinct points. By a density-type argument, to prove Theorem 1.11, it is enough to show that for any $\varepsilon>0$ and any bounded measurable function $F: \mathfrak{L} \rightarrow \mathbb{R}$ which does not depend on loops with diameter smaller than $\varepsilon, \mathbb{E}_{x \leftrightarrow y, r}\left[F\left(\mathcal{L}_{\mathbb{D}}^{\theta}\right)\right]$ converges as $r \rightarrow 0$. This is a mere restatement of the convergence (4.6).

Proof of Theorem 1.2. Let $f: D \rightarrow \mathbb{R}$ be a bounded measurable function. By decomposing $f$ into its positive and negative parts, we can assume without loss of generality that $f$ is nonnegative. We want to show that $\left(\left(h_{\gamma}, f\right), \gamma \in(0, \sqrt{2})\right.$ is Cauchy in $L^{2}$, i.e. that $\mathbb{E}\left[\left|\left(h_{\gamma_{1}}, f\right)-\left(h_{\gamma_{2}}, f\right)\right|^{2}\right] \rightarrow 0$ as $\gamma_{1}, \gamma_{2} \rightarrow 0$. By Lemma 4.1, this second moment is equal to

$$
o(1)+\int_{D \times D} f(x) f(y)\left(\frac{\mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a_{1}}^{x} \cup \Xi_{a_{1}}^{y}}{\longleftrightarrow} y\right)}{Z_{\gamma_{1}}^{2}}+\frac{\mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a_{2}}^{x} \cup \Xi_{a_{2}}^{y}}{\longleftrightarrow} y\right)}{Z_{\gamma_{2}}^{2}}-2 \frac{\mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a_{1}}^{x} \cup \Xi_{a_{2}}^{y}}{\longleftrightarrow} y\right)}{Z_{\gamma_{1}} Z_{\gamma_{2}}}\right)
$$

Proposition 4.3 together with dominated convergence theorem and Lemma 4.2 (and Fatou's lemma for the crossed term involving both $a_{1}$ and $\left.a_{2}\right)$ then shows that $\lim \sup _{\gamma_{1}, \gamma_{2} \rightarrow 0} \mathbb{E}\left[\left|\left(h_{\gamma_{1}}, f\right)-\left(h_{\gamma_{2}}, f\right)\right|^{2}\right] \leq$ 0 . This concludes the $L^{2}$ convergence of $\left(h_{\gamma}, f\right)$.

We now explain how one can lift this convergence to a convergence in the Sobolev space $H^{-\varepsilon}(\mathbb{C})$, where $\varepsilon \in(0,1)$ is arbitrary small. Recall that $H^{-\varepsilon}(\mathbb{C})$ is the set of tempered distribution $f$ such that

$$
\begin{equation*}
\|f\|_{H^{-\varepsilon}(\mathbb{C})}^{2}:=\int_{\mathbb{C}}\left(1+|\xi|^{2}\right)^{-\varepsilon}|\hat{f}(\xi)|^{2} \mathrm{~d} \xi<\infty \tag{4.7}
\end{equation*}
$$

Let $\gamma_{1}, \gamma_{2} \in(0, \sqrt{2})$. Denoting $C_{\gamma_{1}, \gamma_{2}}(x, y)=\mathbb{E}\left[\left(h_{\gamma_{1}}(x)-h_{\gamma_{2}}(x)\right)\left(h_{\gamma_{1}}(y)-h_{\gamma_{2}}(y)\right)\right]$, we have

$$
\begin{align*}
\mathbb{E}\left\|h_{\gamma_{1}}-h_{\gamma_{2}}\right\|_{H^{-\varepsilon}(\mathbb{C})}^{2} & =\int_{\mathbb{R}^{2}} \frac{\mathbb{E}\left|\hat{h}_{\gamma_{1}}(\xi)-\hat{h}_{\gamma_{2}}(\xi)\right|^{2}}{\left(1+|\xi|^{2}\right)^{\varepsilon}} \mathrm{d} \xi \leq \int_{\mathbb{R}^{2}} \frac{\mathbb{E}\left|\hat{h}_{\gamma_{1}}(\xi)-\hat{h}_{\gamma_{2}}(\xi)\right|^{2}}{|\xi|^{2 \varepsilon}} \mathrm{~d} \xi  \tag{4.8}\\
& =\int_{D \times D} \mathrm{~d} x \mathrm{~d} y C_{\gamma_{1}, \gamma_{2}}(x, y) \int \mathrm{d} \xi \frac{e^{2 \pi i \xi \cdot(x-y)}}{|\xi|^{2 \varepsilon}}=C_{\varepsilon} \int_{D \times D} \mathrm{~d} x \mathrm{~d} y \frac{C_{\gamma_{1}, \gamma_{2}}(x, y)}{|x-y|^{2-2 \varepsilon}}
\end{align*}
$$

where we used the fact that the Fourier transform of $|\cdot|^{-2 \varepsilon}$ is $C_{\varepsilon}|\cdot|^{-2+2 \varepsilon}$ for some constant $C_{\varepsilon}$ depending on $\varepsilon$. We can then conclude as before using Proposition 4.3 that $h_{\gamma}$ is Cauchy in $L^{2}\left(H^{-\varepsilon}(\mathbb{C}), \mathbb{P}\right)$.

Finally, the proof that the normalising constant $Z_{\gamma}(1.3)$ satisfies $Z_{\gamma}=\gamma^{2(1-\theta)+o(1)}$ as $\gamma \rightarrow 0$ can be found in Section 2.4.

Proof of Theorem 1.12. By a simple density-type argument, it is enough to check the identity statement in Theorem 1.12 for a function $F: \mathfrak{L} \rightarrow \mathbb{R}$ depending only on loops with diameter larger than a given threshold. For such functions, it then follows from Lemma 4.1, Theorem 1.11 and (4.6).

### 4.1 Proof of Lemma 4.1

Proof of Lemma 4.1. By definition of $h_{\gamma}$, the left hand side of (4.1) is equal to

$$
\frac{1}{Z_{\gamma} Z_{\gamma^{\prime}}} \int_{D \times D} \mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta}\right)\left(\mathcal{M}_{a}^{+}(\mathrm{d} x) \mathcal{M}_{a^{\prime}}^{+}(\mathrm{d} y)-\mathcal{M}_{a}^{+}(\mathrm{d} x) \mathrm{d} y-\mathrm{d} x \mathcal{M}_{a^{\prime}}^{+}(\mathrm{d} y)+\mathrm{d} x \mathrm{~d} y\right)\right] .
$$

By (2.12),

$$
\mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta}\right) \mathcal{M}_{a}^{+}(\mathrm{d} x)\right]=\mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}\right)\right] \mathrm{d} x
$$

where the loops $\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}$ are as defined above Lemma 2.3. A similar result holds at $y$. To handle the term $\mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta}\right)\left(\mathcal{M}_{a}^{+}(\mathrm{d} x) \mathcal{M}_{a^{\prime}}^{+}(\mathrm{d} y)\right]\right.$, we first control the contribution of soups containing at least one loop which visits both $x$ and $y$. By triangle inequality and then by (2.13) and (2.14) applied to $F \equiv 1$, we have

$$
\begin{align*}
& \left|\mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta}\right) \mathcal{M}_{a}^{+}(\mathrm{d} x) \mathcal{M}_{a^{\prime}}^{+}(\mathrm{d} y) \mathbf{1}_{\left.\left\{\exists \wp \in \in \mathcal{L}_{D}^{\theta}: x, y \in \wp\right\}\right\}}\right]\right| \leq\|F\|_{\infty} \mathbb{E}\left[\mathcal{M}_{a}(\mathrm{~d} x) \mathcal{M}_{a^{\prime}}(\mathrm{d} y) \mathbf{1}_{\left.\left\{\exists \wp \in \in \mathcal{L}_{D}^{\theta}: x, y \in \wp\right\}\right\}}\right] \\
& =4\|F\|_{\infty}\left(\left(2 \pi \sqrt{a a^{\prime}} G_{D}(x, y)\right)^{1-\theta} \Gamma(\theta) I_{\theta-1}\left(4 \pi \sqrt{a a^{\prime}} G_{D}(x, y)\right)-1\right) \mathrm{d} x \mathrm{~d} y=O\left(\gamma^{2} \gamma^{\prime 2}\right) \tag{4.9}
\end{align*}
$$

On the other hand, by the Girsanov-type transform (2.14), the contribution with no such loop is equal to

$$
\begin{aligned}
& \mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta}\right) \mathcal{M}_{a}^{+}(\mathrm{d} x) \mathcal{M}_{a}^{+}(\mathrm{d} y) \mathbf{1}_{\left\{\nexists \wp \in \mathcal{L}_{D}^{\theta}: x, y \in \mathfrak{\wp}\right\}}\right] \\
& =4 \mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}\right) \mathbf{1}\left\{\mathfrak{C}^{+}\left(\mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}\right)\right\}\right] \mathrm{d} x \mathrm{~d} y .
\end{aligned}
$$

We then notice that, conditionally on $\mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}$, the probability that both $x$ and $y$ belong to positive clusters of $\mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}$ is equal to

$$
\begin{aligned}
& \frac{1}{4}\left(1-\mathbf{1}\left\{x \stackrel{\mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}}{\longleftrightarrow}\right.\right. \\
\longleftrightarrow & \frac{1}{4}+\frac{1}{4} \mathbf{1}\left\{x \stackrel{\mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}}{\longleftrightarrow} y\right\} .
\end{aligned}
$$

Putting everything together, we have obtained that the left hand side of (4.1) is equal to

$$
\begin{gathered}
\frac{1}{Z_{\gamma} Z_{\gamma^{\prime}}} \int_{D \times D} \mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}\right) \mathbf{1}\left\{x^{\mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}} y\right\}\right] \mathrm{d} x \mathrm{~d} y \\
+O(1) \frac{\gamma^{2} \gamma^{\prime 2}}{Z_{\gamma} Z_{\gamma^{\prime}}}+\frac{1}{Z_{\gamma} Z_{\gamma^{\prime}}} \int_{D \times D} \mathbb{E}\left[F\left(x, y, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}\right)-F\left(x, y, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}\right)\right. \\
\\
\left.-F\left(x, y, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}\right)+F\left(x, y, \mathcal{L}_{D}^{\theta}\right)\right] \mathrm{d} x \mathrm{~d} y .
\end{gathered}
$$

To bound the last integral above, we need to recall that $F$ does not depend on loops with diameter smaller than a given threshold $\varepsilon$. Hence, if $\wedge_{i \geq 1} \Xi_{a_{i}}^{x}$ (concatenation of $\Xi_{a_{i}}^{x}, i \geq 1$ ) or $\wedge_{i \geq 1} \Xi_{a_{i}^{\prime}}^{y}$ has diameter smaller than $\varepsilon$, then
$F\left(x, y, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}\right)-F\left(x, y, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}}^{x}\right\}_{i \geq 1}\right)-F\left(x, y, \mathcal{L}_{D}^{\theta} \cup\left\{\Xi_{a_{i}^{\prime}}^{y}\right\}_{i \geq 1}\right)+F\left(x, y, \mathcal{L}_{D}^{\theta}\right)=0$.
The probability that both $\wedge_{i \geq 1} \Xi_{a_{i}}^{x}$ and $\wedge_{i \geq 1} \Xi_{a_{i}^{\prime}}^{y}$ have diameter at least $\varepsilon$ is of order $\gamma^{2} \gamma^{\prime 2}$ (Lemma 2.9) concluding the proof.

### 4.2 Proof of Lemma 4.2 and Proposition 4.3

We start by proving Lemma 4.2.
Proof of Lemma 4.2. Let $\eta>0$ be small and $x, y \in D$. If $|x-y| \leq e^{-a^{-1+\eta}}$, we simply bound the probability in (4.2) by 1 . Using that $Z_{\gamma}=\gamma^{2(1-\theta)+o(1)}=a^{1-\theta+o(1)}$, we obtain that the left hand side of (4.2) is at most

$$
a^{-2(1-\theta)+o(1)} \leq C|\log | x-y| |^{2(1-\theta) /(1-2 \eta)} .
$$

We therefore only need to consider the case where $x$ and $y$ are not too close to each other, i.e. $|x-y| \geq e^{-a^{-1+\eta}}$. For $z \in\{x, y\}$, we will denote by $D_{z}=D(z,|x-y| / 2)$. By Lemma 2.9, the minimal disc centred at $x$ containing $\Xi_{a}^{x}$ has typically a radius of order $e^{-O(1) / a}$. It is therefore very unlikely that $\Xi_{a}^{x}$ exits $D_{x}$. We are first going to show that this is still the case conditionally on the existence of a cluster joining $x$ and $y$ :

$$
\begin{equation*}
\frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}}{\longleftrightarrow} y, \exists z \in\{x, y\}: \Xi_{a}^{z} \not \subset D_{z}\right) \rightarrow 0 \quad \text { as } \gamma \rightarrow 0 \tag{4.10}
\end{equation*}
$$

and also that the left hand side can be bounded by $C|\log | x-y| |^{\frac{2(1-\theta)}{1-2 \eta}}$, uniformly in $\gamma$. Thanks to a union bound, we can focus on the event that $\Xi_{a}^{x} \not \subset D_{x}$. With some abuse of notation, we will view $\Xi_{a}^{x}$ both as the collection of excursions in a Poisson point process with intensity $a \mu_{D}^{x, x}$ and as the loop formed by the concatenation of all these excursions. Let $E_{x}^{1}$ (resp. $E_{x}^{2}$ ) be the event that there is a unique excursion (resp. at least two distinct excursions) of $\Xi_{a}^{x}$ that exits $D_{x}$. By Lemma $2.9, \mu_{D}^{x, x}\left(\left\{\wp \not \subset D_{x}\right\}\right)=\log \frac{2 \mathrm{CR}(x, D)}{|x-y|}$. So

$$
\mathbb{P}\left(E_{x}^{2}\right) \leq \mathbb{E}\left[\sum_{\wp \neq \not \wp^{\prime} \in \Xi_{a}^{x}} \mathbf{1}_{\left\{\wp \not \subset D_{x}, \wp^{\prime} \not \subset D_{x}\right\}}\right]=a^{2} \mu_{D}^{z, z}\left(\left\{\wp \not \subset D_{x}\right\}\right)^{2} \leq C a^{2}|\log | x-\left.y\right|^{2}
$$

In that case, we simply bound

$$
\frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}}{\longleftrightarrow} y, E_{x}^{2}\right) \leq a^{-2(1-\theta)+o(1)} \mathbb{P}\left(E_{x}^{2}\right) \leq C a^{2 \theta+o(1)}|\log | x-\left.y\right|^{2} \leq C|\log | x-\left.y\right|^{\frac{2(1-\theta)}{1-2 \eta}}
$$

The probability of the event $E_{x}^{1}$ is at most $C a|\log | x-y| |$. On that event, let $R_{x}$ be the minimal distance between $y$ and the unique excursion of $\Xi_{a}^{x}$ that exists $D_{x}$. Let also $R_{y}$ be the maximal $r>0$ such that there exists a cluster of loops of $\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{y}$ that connects $y$ to $\partial D(y, r)$. On the event $E_{1}^{x}$, in order to have a cluster joining $x$ and $y$, we need to have $R_{x} \leq R_{y}$. Since $R_{y}$ and $R_{x}$ are independent, we get that

$$
\begin{align*}
\frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}}{\longleftrightarrow} y, E_{x}^{1}\right) & \leq \frac{\mathbb{P}\left(E_{x}^{1}\right)}{Z_{\gamma}^{2}} \mathbb{P}\left(R_{x} \leq R_{y} \mid E_{x}^{1}\right)  \tag{4.11}\\
& \leq \frac{C a|\log | x-y| |}{Z_{\gamma}^{2}} \int_{0}^{|x-y|} \mathbb{P}\left(R_{y} \in \mathrm{~d} r\right) \mathbb{P}\left(R_{x} \leq r \mid E_{x}^{1}\right) .
\end{align*}
$$

For all $r \in(0,|x-y|)$, the probability that $R_{x}$ is smaller than $r$ can be compared with the probability that a Brownian path starting on the circle $\partial D_{x}$ hits $D(y, r)$ before exiting the domain $D$. Hence for all $r \in(0,|x-y|)$,

$$
\mathbb{P}\left(R_{x} \leq|x-y| \mid E_{x}^{1}\right) \leq C \frac{|\log | x-y| |}{|\log r|}
$$

Injecting this estimate in (4.11) and then integrating by parts leads to

$$
\frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}}{\longleftrightarrow} y, E_{x}^{1}\right) \leq \frac{C a|\log | x-y| |^{2}}{Z_{\gamma}^{2}} \int_{0}^{|x-y|} \frac{\mathbb{P}\left(R_{y} \geq r\right)}{r|\log r|^{2}} \mathrm{~d} r
$$

Now, by Lemma 2.11 (and conformal invariance to get back to the unit disc),

$$
\frac{1}{Z_{\gamma}} \mathbb{P}\left(R_{y} \geq r\right) \leq C|\log r|^{1-\theta+\eta}, \quad r \in(0,|x-y|)
$$

We thus have

$$
\frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}}{\longleftrightarrow} y, E_{x}^{1}\right) \leq \frac{C a|\log | x-\left.y\right|^{2}}{Z_{\gamma}} \int_{0}^{|x-y|} \frac{\mathrm{d} r}{r|\log r|^{1+\theta-\eta}} \leq C a^{\theta+o(1)}|\log | x-\left.y\right|^{2-\theta+\eta}
$$

In the last inequality we used that $a / Z_{\gamma}=a^{\theta+o(1)}$. This concludes the proof of (4.10). This also shows that the left hand side of (4.10) is bounded by $C|\log | x-y| |^{\frac{2(1-\theta)}{1-2 \eta}}$ because $|x-y| \geq e^{-a^{-1+\eta}}$.

We can now work on the event that $\Xi_{a}^{z} \subset D_{z}$ for $z=x, y$. Let $\mathcal{L}_{D, x, y}^{\theta}$ be the subset of $\mathcal{L}_{D}^{\theta}$ consisting of the loops that are not included in $D_{x} \cup D_{y}$. Let

$$
r_{z}=\inf \left\{r>0: \exists \wp \in \mathcal{L}_{D, x, y}^{\theta}: \wp \cap D(z, r) \neq \varnothing\right\}, \quad z=x, y
$$

By the restriction property of $\Xi_{a}^{x}$ (see Lemma 2.8),

$$
\begin{aligned}
& \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(x \xrightarrow{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}} \longleftrightarrow 4, \forall z=x, y, \Xi_{a}^{z} \subset D_{z}\right) \leq \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(\forall z=x, y, z \xrightarrow{\mathcal{L}_{D_{z}}^{\theta} \cup \Xi_{a}^{z}} \partial D\left(z, r_{z}\right), \Xi_{a}^{z} \subset D_{z}\right) \\
& =\frac{1}{Z_{\gamma}^{2}} \frac{\operatorname{CR}\left(x, D_{x}\right)^{a} \operatorname{CR}\left(y, D_{y}\right)^{a}}{\operatorname{CR}(x, D)^{a} \operatorname{CR}(y, D)^{a}} \mathbb{P}\left(\forall z=x, y, z \xrightarrow[\mathcal{L}_{z,}^{\theta} \cup \Xi_{a}^{z, D_{z}} \longleftrightarrow]{\longleftrightarrow} \partial D\left(z, r_{z}\right)\right) .
\end{aligned}
$$

In what follows, we will simply bound the ratio of conformal radii by 1 (which is also a good approximation since $a \rightarrow 0$ ). By scale invariance of $\mathcal{L}_{D_{z}}^{\theta}$ and $\Xi_{a}^{z, D_{z}}$ and by Lemma 2.11,

$$
\frac{1}{Z_{\gamma}} \mathbb{P}\left(z \xrightarrow{\mathcal{L}_{D_{z}}^{\theta} \cup \Xi_{a}^{z, D_{z}}} \longleftrightarrow \longleftrightarrow \quad \partial D\left(z, r_{z}\right) \mid r_{z}\right) \leq C\left(1+\log \frac{|x-y|}{2 r_{z}}\right)^{1-\theta+\eta}, \quad z=x, y
$$

Hence,

$$
\frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}}{\longleftrightarrow} y, \forall z=x, y, \Xi_{a}^{z} \subset D_{z}\right) \leq C \mathbb{E}\left[\prod_{z=x, y}\left(\log \frac{|x-y|}{2 r_{z}}\right)^{1-\theta+\eta}\right]
$$

In [JLQ23], we show that the above quantity is upper bounded by $C|\log | x-y \mid \|^{2(1-\theta)+2 \eta}$ (see (4.16) in Remark 4.5 therein) concluding the proof of Lemma 4.2.

We can now prove Proposition 4.3.
Proof of Proposition 4.3. Let $x$ and $y$ be two distinct points in $D$. Compare to the upper bound, the two points $x$ and $y$ are fixed and we wish to take the limit as $\gamma_{1}, \gamma_{2} \rightarrow 0$. It is therefore important for the proof to keep in mind that $x$ and $y$ are at macroscopic distance to each other and that we can assume $\gamma_{1}$ and $\gamma_{2}$ to be as small as desired. We start by proving (4.3). We will explain at the end of the proof what needs to be changed in order to get (4.4) and (4.6).

Let $\eta>0$ be small and let $D_{x}=D(x, \eta|x-y| / 2)$ and $D_{y}=D(y, \eta|x-y| / 2)$. By taking $\eta>0$ small enough, we can ensure that $D_{x}$ and $D_{y}$ are subsets of $D$. We will denote $\mathcal{L}_{D, x, y}^{\theta}=$ $\mathcal{L}_{D}^{\theta} \backslash\left(\mathcal{L}_{D_{x}}^{\theta} \cup \mathcal{L}_{D_{y}}^{\theta}\right)$ the collection of loops which are not included in $D_{x}$ or $D_{y}$. We now introduce the following events:

- $E_{1}$ : there is a loop in $\mathcal{L}_{D, x, y}^{\theta}$ that disconnects $D_{x}$ from $D_{y}$;
- $E_{2}$ : for $z=x, y, \Xi_{a}^{z} \subset D_{z}$.

We first claim that we can work on $E_{1} \cap E_{2}$. Indeed, by Lemma $2.5 \mathbb{P}\left(E_{1}^{c}\right) \rightarrow 0$ as $\eta \rightarrow 0$ and, by FKG inequality,

$$
\limsup _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}}{\longleftrightarrow} y, E_{1}^{c}\right) \rightarrow 0 \quad \text { as } \quad \eta \rightarrow 0
$$

Moreover, in the proof of the upper bound, we showed that

$$
\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}}{\longleftrightarrow} y, E_{2}^{c}\right)=0 .
$$

See (4.10). We can therefore work on the event $E_{1} \cap E_{2}$. On the event $E_{1}$, there is at most one cluster $\mathcal{C}_{x, y}$ of loops in $\mathcal{L}_{D, x, y}^{\theta}$ that intersects both $D_{x}$ and $D_{y}$ (we set $\mathcal{C}_{x, y}=\varnothing$ if there is no such cluster). By the restriction property (2.16) of $\Xi_{a}^{z}$, we have

$$
\mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}}{\longleftrightarrow} y, E_{1} \cap E_{2}\right)=\frac{\mathrm{CR}\left(x, D_{x}\right)^{a} \mathrm{CR}\left(y, D_{y}\right)^{a}}{\operatorname{CR}(x, D)^{a} \operatorname{CR}(y, D)^{a}} \mathbb{E}\left[\mathbf{1}_{E_{1}} \prod_{z=x, y} \mathbb{P}\left(z \xrightarrow{\mathcal{L}_{D z_{z}}^{\theta} \cup \Xi_{a}^{z, D z}} \longleftrightarrow \mathcal{C}_{x, y} \mid \mathcal{C}_{x, y}\right)\right]
$$

The ratio of conformal radii converges to 1 . Moreover, for $z=x$ or $y$, we can rewrite

$$
\frac{1}{Z_{\gamma}} \mathbb{P}\left(z \xrightarrow{\mathcal{L}_{D_{z}}^{\theta} \cup \Xi_{a}^{z, D z}} \longleftrightarrow \mathcal{C}_{x, y} \mid \mathcal{C}_{x, y}\right)=\mathbb{P}\left(z \xrightarrow{\mathcal{L}_{D_{z}}^{\theta} \cup \Xi_{a}^{z, D z}} \longleftrightarrow \mathcal{C}_{x, y} \mid \mathcal{C}_{x, y}\right) / \mathbb{P}\left(z \xrightarrow{\mathcal{L}_{D_{z}}^{\theta} \cup \Xi_{a}^{z, D_{z}}} \longleftrightarrow \longrightarrow\left(z, e^{-1} \eta|x-y| / 2\right)\right)
$$

and we can replace $\mathcal{C}_{x, y}$ by the closure of $\left(\mathcal{C}_{x, y} \cap D_{z}\right) \cup \partial D_{z}$ which is a.s. a connected compact subset of $\overline{D_{z}} \backslash\{z\}$. We are now in the setting of Theorem 3.1 which shows that the above ratio converges as $a \rightarrow 0$, a.s. with respect to $\mathcal{C}_{x, y}$. The upper bound (4.2) provides the bound necessary to apply dominated convergence in order to exchange the expectation w.r.t. $\mathcal{C}_{x, y}$ and the limit. We have proved that

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}}{\longleftrightarrow} y, E_{1} \cap E_{2}\right) \tag{4.12}
\end{equation*}
$$

exists and that $\frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(x \stackrel{\mathcal{L}_{D}^{\theta} \cup \Xi_{a}^{x} \cup \Xi_{a}^{y}}{\longleftrightarrow} y\right)$ converges as $\gamma \rightarrow 0$ towards the nondecreasing limit of (4.12) as $\eta \rightarrow 0$. This shows (4.3).

The proof of (4.4) concerning the mixed case ( $a_{1}, a_{2}$ ) follows along the same lines. The main difference comes from the fact that we only need a lower bound, so we can add for free the extra events $E_{1}$ and $E_{2}$. The proof of (4.6) is obtained similarly. Indeed, because the function $F$ does not depend on loops that have diameter smaller than a given threshold $\varepsilon, F$ does not depend on loops included in $D_{x}$ and $D_{y}$ provided $\eta$ is small enough. We then repeat the above procedure and use Theorem 3.1.

Finally, the upper bound of (4.5) follows from Lemma 4.2. The lower bound is much easier to prove and follows from Theorem 2.4 and FKG inequality. We omit the details.

## $5 h_{\theta}$ as a sum of Minkowski measures: proof of Theorems 1.9 and 1.10

This section is devoted to the proofs of Theorems 1.9 and 1.10. We start by proving Theorem 1.9. Recall the notations introduced above Theorem 1.9.

Proof of Theorem 1.9. Let $k \geq 1$. Let $B \subset D$ be some Borel set. It is enough to show that $\left(\mu_{k, r}(B)\right)_{r>0}$ and $\left(\mu_{k, \gamma}(B)\right)_{\gamma>0}$ are Cauchy in $L^{2}$ and that $\mu_{k, r}(B)-\mu_{k, \gamma}(B)$ converges to 0 in $L^{2}$ as $\gamma, r \rightarrow 0$. We already have all the ingredients to prove this. Indeed,

$$
\begin{aligned}
& \limsup _{r, r^{\prime} \rightarrow 0} \mathbb{E}\left[\left(\mu_{k, r}(B)-\mu_{k, r^{\prime}}(B)\right)^{2}\right]=\limsup _{r, r^{\prime} \rightarrow 0} \frac{1}{Z_{r} Z_{r^{\prime}}} \int_{B \times B}\left(\mathbb{P}\left(\mathcal{C}_{k} \cap D(x, r) \neq \varnothing, \mathcal{C}_{k} \cap D(y, r) \neq \varnothing\right)\right. \\
& \left.\quad+\mathbb{P}\left(\mathcal{C}_{k} \cap D\left(x, r^{\prime}\right) \neq \varnothing, \mathcal{C}_{k} \cap D\left(y, r^{\prime}\right) \neq \varnothing\right)-2 \mathbb{P}\left(\mathcal{C}_{k} \cap D(x, r) \neq \varnothing, \mathcal{C}_{k} \cap D\left(y, r^{\prime}\right) \neq \varnothing\right)\right) \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

The analogue of Lemma 4.2 with small discs instead of thick loops (and Fatou's lemma to deal with the mixed term $r-r^{\prime}$ ) provides the necessary domination to exchange limit and integral. To show that the integrand converges pointwise to zero, we then use the same approach as in the proof of Proposition 4.3. Eventually, the proof of Theorem 1.9 boils down to Theorem 3.1. We omit the details.

The above line of argument also shows that the second moment of $\mu_{k}(D)$ is positive. In particular, the probability that $\mu_{k}(D)>0$ is positive. We are going to show that this probability is actually equal to 1 . Without loss of generality assume that $D=[0,1]^{2}$. Let $\wp$ be some fixed macroscopic loop of $\mathcal{L}_{D}^{\theta}$, e.g. the loop with the largest diameter. Let $n \geq 1$ be a large integer and divide $D$ into disjoint squares $Q_{i}, i=1, \ldots, 4^{n}$, of side length $2^{-n}$. For each $i=1, \ldots, 4^{n}$, let $\mathcal{L}_{i}$ be the set of loops included in $Q_{i}$. Conditionally on $\left\{\operatorname{diam}(\wp)>\sqrt{2} 2^{-n}\right\}$, the collections $\mathcal{L}_{i}, i=1, \ldots, 4^{n}$, are independent from $\wp$ and independent loop soups in $D_{i}$. For $i=1, \ldots, 4^{n}$, let $Q_{i}^{\prime}$ be the square with side length $2^{-n-1}$ with the same centre as $Q_{i}$ and let $E_{i}$ be the event that there is a cluster $\mathcal{C}_{i}$ of $\mathcal{L}_{i}$ with non-zero Minkowski content and such that $\mathcal{C}_{i}$ disconnects $Q_{i}^{\prime}$ from $\partial Q_{i}$. By scale invariance, $p=\mathbb{P}\left(E_{i}\right)$ is positive and independent of $n$ and $i$. Let $I=\left\{i=1, \ldots, 4^{n}: \wp \cap Q_{i}^{\prime} \neq \varnothing\right\}$. On the event $E_{i} \cap\{i \in I\}$, the cluster of $\wp$ contains $\mathcal{C}_{i}$. Hence, the probability that the Minkowski content of the cluster of $\wp$ vanishes is at most

$$
\mathbb{P}\left(\operatorname{diam}(\wp) \leq \sqrt{2} 2^{-n}\right)+\mathbb{E}\left[(1-p)^{\# I}\right] \underset{n \rightarrow \infty}{ } 0 .
$$

This concludes the proof.
The main item that remains to be checked is that, as stated in Theorem 1.10, $\mu_{k}$ corresponds to the restriction of $\left|h_{\theta}\right|$ to $\mathcal{C}_{k}$. The rest of this section is dedicated to showing this.

As usually, we will denote by $\overline{\mathcal{C}}_{k}$ the topological closure of $\mathcal{C}_{k}$, seen as a compact subset of $D$. We will denote

$$
D_{k}=D \backslash \bigcup_{1 \leq j \leq k} \overline{\mathcal{C}}_{j} .
$$

Then $D_{k}$ is an open subset of $D$ that has infinitely many connected components, among which finitely many (at most $k$ ) are multiply connected and the rest are simply connected, the total number of holes being $k$. We will denote by

$$
\mathcal{L}_{D, k}^{\theta}=\left\{\wp \in \mathcal{L}_{D}^{\theta}: \wp \subset D_{k}\right\} .
$$

We will denote by $\sigma_{k}$ the $\operatorname{sign} \sigma_{\mathcal{C}_{k}}$ of the cluster $\mathcal{C}_{k}$. We will denote by $\mathcal{F}_{k}$ the $\sigma$-algebra generated by the loops contained in $\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}$ (including their time parametrization) and the signs $\sigma_{1}, \ldots, \sigma_{k}$.

Lemma 5.1. Fix $k \geq 1$. Let $O_{i}, i \geq 0$ be the connected components of $D_{k}$. Conditionally on $\mathcal{F}_{k}$, we have:

- The collections of loops $\left\{\wp \in \mathcal{L}_{D}^{\theta}: \wp \subset O_{i}\right\}, i \geq 0$, are independent;
- For all $i \geq 0$ such that $O_{i}$ is simply connected, $\left\{\wp \in \mathcal{L}_{D}^{\theta}: \wp \subset O_{i}\right\}$ has the law of a Brownian loop soup in $O_{i}$ with intensity $\theta$;
- For all $i \geq 0$ such that $O_{i}$ is not simply connected, $\left\{\wp \in \mathcal{L}_{D}^{\theta}: \wp \subset O_{i}\right\}$ has the law of a Brownian loop soup in $O_{i}$ with intensity $\theta$ conditioned on not having clusters surrounding an inner hole of $O_{i}$.

Proof. This result is folklore and has a very similar flavour as Lemma 8.5 and follows from the same proof. We refer to Section 8 for more details.

In particular, the collection of loops $\mathcal{L}_{D, k}^{\theta}$ is a Brownian loop soup in $D_{k}$ conditioned on an event that has a positive probability. So for $\gamma \in(0,2)$, one can define a multiplicative chaos measure associated to $\mathcal{L}_{D, k}^{\theta}$. The fact that $D_{k}$ is not simply connected is non essential: see Remark 2.2. The multiplicative chaos measure associated to $\mathcal{L}_{D, k}^{\theta}$ is nothing else than

$$
\mathbf{1}_{\left\{x \in D_{k}\right\}} e^{\gamma^{2} \pi\left(G_{D}(x, x)-G_{D_{k}}(x, x)\right)} \mathcal{M}_{\gamma}(d x),
$$

where $G_{D}$ is the Dirichlet Green's function on $D$ and $G_{D_{k}}$ is the Dirichlet Green's function on $D_{k}$. Note that $G_{D}(x, x)-G_{D_{k}}(x, x)<+\infty$. We get a density and not just a restriction to $D_{k}$ because our convention $\mathbb{E}\left[\mathcal{M}_{\gamma}(d x)\right]=2 d x$ makes the normalization for the multiplicative chaos domain-dependent: how we normalize around a point $x$ depends also on the global shape of the domain and not just the Brownian loops we see around $x$. With the normalisation used in [ABJL23], we would not get this extra density: see (2.5) for the relation between these two normalisations. One can further consider the measure $\mathcal{M}_{\gamma}^{+} \mathbf{1}_{D_{k}}$ and the field

$$
h_{\theta, k}=\lim _{\gamma \rightarrow 0^{+}} \frac{1}{Z_{\gamma}} \mathbf{1}_{\left\{x \in D_{k}\right\}}\left(e^{\gamma^{2} \pi\left(G_{D}(x, x)-G_{D_{k}}(x, x)\right)} \mathcal{M}_{\gamma}^{+}(d x)-d x\right),
$$

which is a well defined random element of $H^{-\varepsilon}(\mathbb{C})$ for $\varepsilon>0$ (simply by working in the domain $D_{k}$ ).
Further, one can consider the conditional expectation $\mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{k}\right]$. Since $\mathbb{E}\left[\left\|h_{\theta}\right\|_{H^{-\varepsilon}(\mathbb{C})}^{2}\right]<+\infty$ for $\varepsilon>0$, the conditional expectation $\mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{k}\right]$ is a well defined random element of $H^{-\varepsilon}(\mathbb{C})$, with

$$
\left\|\mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{k}\right]\right\|_{H^{-\varepsilon}(\mathbb{C})}^{2} \leq \mathbb{E}\left[\left\|h_{\theta}\right\|_{H^{-\varepsilon}(\mathbb{C})}^{2} \mid \mathcal{F}_{k}\right]<+\infty \quad \text { a.s. }
$$

See [HvNVW16, Section 2.6] for a reference on conditional expectation of random variables in a Banach space. We define $\nu_{1}=\sigma_{1} \mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{1}\right]$, and for $k \geq 2$,

$$
\nu_{k}=\sigma_{k}\left(\mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{k}\right]-\mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{k-1}\right]\right), \quad \text { so that } \quad \mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{k}\right]=\sum_{j=1}^{k} \sigma_{j} \nu_{j} .
$$

Lemma 5.2. The following holds.

1. For every $k \geq 1$, conditionally on $\mathcal{F}_{k}, h_{\theta, k}$ has the same law as $-h_{\theta, k}$, and in particular $\mathbb{E}\left[h_{\theta, k} \mid \mathcal{F}_{k}\right]=0$.
2. A.s., for every $k \geq 1$ and every $f \in \mathcal{C}_{c}^{\infty}(\mathbb{C})$, such that $\operatorname{Supp}(f) \cap\left(D \backslash D_{k}\right)=\varnothing,\left(h_{\theta}, f\right)=$ $\left(h_{\theta, k}, f\right)$.
3. For every $k \geq 1, h_{\theta}=\mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{k}\right]+h_{\theta, k}$ a.s.
4. For every $\varepsilon>0$, as $k \rightarrow+\infty,\left\|h_{\theta}-\mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{k}\right]\right\|_{H^{-\varepsilon}(\mathbb{C})} \rightarrow 0$ a.s. and in $L^{2}$.
5. For every $k \geq 2, h_{\theta, k-1}=\sigma_{k} \nu_{k}+h_{\theta, k}$ a.s. and

$$
\nu_{k}=\sigma_{k} \mathbb{E}\left[h_{\theta, k-1} \mid \mathcal{F}_{k}\right] \quad \text { a.s. }
$$

6. $\nu_{1}$ and $\sigma_{1}$ are independent, and for every $k \geq 2, \nu_{k}$ and $\sigma_{k}$ are independent conditionally on $\mathcal{F}_{k-1}$.
7. A.s., for every $k \geq 1$ and every $f \in \mathcal{C}_{c}^{\infty}(\mathbb{C})$ such that $\operatorname{Supp}(f) \cap \overline{\mathcal{C}}_{k}=\varnothing,\left(\nu_{k}, f\right)=0$, that is to say $\nu_{k}$ is supported on $\overline{\mathcal{C}}_{k}$.

Proof. 1. The proof is the same as for $h_{\theta}$ (see Section 7.1).
2. Note that we also deal with test functions that are not compactly supported in $D$. Let $k \geq 1$ and $n \geq 1$. Let $\mathbb{C}_{k, n}$ be the open subset of $\mathbb{C}$ formed by points $x \in \mathbb{C}$ such that $d\left(x, D \backslash D_{k}\right)>1 / n$. By construction, for every $f \in \mathcal{C}_{c}^{\infty}\left(\mathbb{C}_{k, n}\right)$,

$$
\left(h_{\theta}, f\right)=\lim _{\gamma \rightarrow 0^{+}} \frac{1}{Z_{\gamma}} \int_{D_{k}} f(x)\left(\mathcal{M}_{\gamma}^{+}(d x)-d x\right)
$$

where the convergence holds in $L^{2}$ for a given Sobolev norm $H^{-\varepsilon}(\mathbb{C})$ (and thus for all test functions simultaneously). Further, since $G_{D}(x, x)-G_{D_{k}}(x, x)$ is bounded on $\mathbb{C}_{k, n}$, the convergence and the limit do no change if we replace $\mathcal{M}_{\gamma}^{+}$by

$$
e^{\gamma^{2} \pi\left(G_{D}(x, x)-G_{D_{k}}(x, x)\right)} \mathcal{M}_{\gamma}^{+}(d x)
$$

3. By 1., we only need to show that $h_{\theta}-h_{\theta, k}$ is measurable w.r.t. $\mathcal{F}_{k}$. Actually will see that $h_{\theta}-h_{\theta, k}$ is measurable w.r.t. the $\sigma$-algebra $\mathcal{F}_{k}$ augmented by the negligible events (i.e. with probability 0 ), which also implies the desired result.

Consider the sets $\mathbb{C}_{k, n}$ defined above. Let $\mathcal{F}_{k, n}$ be the $\sigma$-algebra generated by $\mathcal{F}_{k}$ as well as by the loops of $\mathcal{L}_{D, k}^{\theta}$ that are in the clusters at distance at most $1 / n$ from $D \backslash D_{k}$, and the signs of these clusters. By definition, $\mathcal{F}_{k} \subset \mathcal{F}_{k, n}$ and $\mathcal{F}_{k, n+1} \subset \mathcal{F}_{k, n}$. Denote

$$
\mathcal{F}_{k, \infty}=\bigcap_{n \geq 1} \mathcal{F}_{k, n} .
$$

We have $\mathcal{F}_{k} \subset \mathcal{F}_{k, \infty}$.
For $k \geq 1$ and $n \geq 1$, let $\chi_{k, n}$ be a cutoff function such that $\chi_{k, n} \in \mathcal{C}^{\infty}(\mathbb{C})$, $\chi_{k, n}$ takes values in $[0,1], \chi_{k, n}$ equals 0 on $\mathbb{C}_{k, n}$ and 1 on $\mathbb{C} \backslash \mathbb{C}_{k, n+1}$. We also want $\chi_{k, n}$ to be, as a random variable, measurable w.r.t. $D_{k}$. We omit the detailed construction of such a cutoff function, which is standard. Fix $k \geq 1$ and $n \geq 1$. For $m \geq 1$ we have $h_{\theta}=h_{\theta} \chi_{k, m}+h_{\theta}\left(1-\chi_{k, m}\right)$, and by 2 ., $h_{\theta}\left(1-\chi_{k, m}\right)=h_{\theta, k}\left(1-\chi_{k, m}\right)$. Moreover, for $m \geq n, h_{\theta} \chi_{k, m}$ is measurable w.r.t. $\mathcal{F}_{k, n}$. Further, for $\varepsilon>0$,

$$
\lim _{m \rightarrow+\infty} \mathbb{E}\left[\left\|h_{\theta, k} \chi_{k, m}\right\|_{H^{-\varepsilon}(\mathbb{C})}^{2} \mid \mathcal{F}_{k}\right]=0 \text { a.s. }
$$

by a computation similar to (4.8). Therefore,

$$
\lim _{m \rightarrow+\infty} \mathbb{E}\left[\left\|\left(h_{\theta}-h_{\theta, k}\right)-h_{\theta} \chi_{k, m}\right\|_{H^{-\varepsilon}(\mathbb{C})}^{2} \mid \mathcal{F}_{k}\right]=0 \text { a.s. }
$$

So in particular, $h_{\theta}-h_{\theta, k}$ is the limit in probability of $h_{\theta} \chi_{k, m}$ as $m \rightarrow+\infty$. Therefore, $h_{\theta}-h_{\theta, k}$ is measurable w.r.t. $\mathcal{F}_{k, n}$. By letting $n \rightarrow+\infty$, we get that $h_{\theta}-h_{\theta, k}$ is measurable w.r.t. $\mathcal{F}_{k, \infty}$.

To conclude, it is enough to check that the $\sigma$-algebra $\mathcal{F}_{k, \infty}$ is the same as $\mathcal{F}_{k}$ up to negligible events. This is what is sketched below, by omitting some details.

- Step 1: Let $\mathcal{F}_{k, n}^{\prime}$ be the $\sigma$-algebra generated by $\mathcal{F}_{k}$ as well as by the loops of $\mathcal{L}_{D, k}^{\theta}$ that are in the clusters at distance at most $1 / n$ from $D \backslash D_{k}$. Contrary to $\mathcal{F}_{k, n}, \mathcal{F}_{k, n}^{\prime}$ does not contain any information on the sign of clusters of $\mathcal{L}_{D, k}^{\theta}$. Denote

$$
\mathcal{F}_{k, \infty}^{\prime}=\bigcap_{n \geq 1} \mathcal{F}_{k, n}^{\prime}
$$

By construction, $\mathcal{F}_{k} \subset \mathcal{F}_{k, \infty}^{\prime} \subset \mathcal{F}_{k, \infty}$. We further claim that $\mathcal{F}_{k, \infty}$ is the same as $\mathcal{F}_{k, \infty}^{\prime}$ up to negligible events. Indeed, the signs of clusters are sampled independently of the loops in $\mathcal{L}_{D, k}^{\theta}$ and are i.i.d. Moreover, as $n$ increases, $\mathcal{F}_{k, n}$ contains information about less clusters and their signs, and in particular, $\mathcal{F}_{k, \infty}$ contains information only on the tail of the sequence of signs. So essentially this follows from the $0-1$ law of the tails of sequences of independent r.v.s.

- Step 2: Let $\mathcal{F}_{k, n}^{\prime \prime}$ be the $\sigma$-algebra generated by $\mathcal{F}_{k}$ as well as by the loops of $\mathcal{L}_{D, k}^{\theta}$ that are at distance at most $1 / n$ from $D \backslash D_{k}$. So contrary to $\mathcal{F}_{k, n}^{\prime}$, we look only at individual loops and do not consider how they are grouped into clusters. By construction, $\mathcal{F}_{k, n}^{\prime \prime} \subset \mathcal{F}_{k, n}^{\prime}$. Denote

$$
\mathcal{F}_{k, \infty}^{\prime \prime}=\bigcap_{n \geq 1} \mathcal{F}_{k, n}^{\prime \prime}
$$

We claim that $\mathcal{F}_{k, \infty}^{\prime}$ is the same as $\mathcal{F}_{k, \infty}^{\prime \prime}$ up to negligible events. For $m>n \geq 1$, let $A_{k, m, n}$ be the event that all the clusters of $\mathcal{L}_{D, k}^{\theta}$ that are at distance at most $1 / m$ from $D \backslash D_{k}$, are actually made of loops that stay in the $1 / n$-neighborhood of $D \backslash D_{k}$. Then $A_{k, m, n} \in \mathcal{F}_{k, n}^{\prime \prime}$ and for every $A \in \mathcal{F}_{k, m}^{\prime}$, we have $A \cap A_{k, m, n} \in \mathcal{F}_{k, n}^{\prime \prime}$. Moreover,

$$
\lim _{m \rightarrow+\infty} \mathbb{P}\left(A_{k, m, n}^{\mathrm{c}}\right)=0
$$

Thus, $\mathcal{F}_{k, \infty}^{\prime}$ is contained in $\mathcal{F}_{k, n}^{\prime \prime}$ augmented by the negligible events, whatever the value of $n$.

- Step 3: We have that $\mathcal{F}_{k} \subset \mathcal{F}_{k, \infty}^{\prime \prime}$. We claim that $\mathcal{F}_{k, \infty}^{\prime \prime}$ is the same as $\mathcal{F}_{k}$ up to negligible events. If the conditional distribution of $\mathcal{L}_{D, k}^{\theta}$ given $\mathcal{F}_{k}$ were exactly Poisson, this would have been immediate by $0-1$ law. However, by Lemma 5.1 , this conditional distribution is Poisson conditioned on an event with positive probability, so the $0-1$ law still holds.

4. This is simply due to the fact that the $\sigma$-algebra $\bigvee_{k \geq 1} \mathcal{F}_{k}$ generated by the union of the $\mathcal{F}_{k}$ is the total $\sigma$-algebra generated by the loop soup $\mathcal{L}_{D}^{\theta}$ and the signs clusters.
5. Since

$$
\mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{k-1}\right]+h_{\theta, k-1}=\mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{k-1}\right]+\sigma_{k} \nu_{k}+h_{\theta, k}=h_{\theta},
$$

we get that $\sigma_{k} \nu_{k}=h_{\theta, k-1}-h_{\theta, k}$. Since $\sigma_{k} \nu_{k}$ is $\mathcal{F}_{k}$-measurable and $\mathbb{E}\left[h_{\theta, k} \mid \mathcal{F}_{k}\right]=0$, we conclude by taking the conditional expectation w.r.t. $\mathcal{F}_{k}$.

6 . Since $-h_{\theta}$ has the same law as $h_{\theta}$, we have that

$$
\nu_{1} \mathbf{1}_{\left\{\sigma_{1}=-1\right\}}=-\mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{1}\right] \mathbf{1}_{\left\{\sigma_{1}=-1\right\}}=\mathbb{E}\left[-h_{\theta} \mid \mathcal{F}_{1}\right] \mathbf{1}_{\left\{\sigma_{1}=-1\right\}} \stackrel{(\mathrm{d})}{=} \mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{1}\right] \mathbf{1}_{\left\{\sigma_{1}=1\right\}}=\nu_{1} \mathbf{1}_{\left\{\sigma_{1}=1\right\}}
$$

which gives the independence between $\nu_{1}$ and $\sigma_{1}$. For $k \geq 2$, we use the same reasoning, by relying on points 5. and 1.
7. From 3. and 2. follows that a.s. for every $f \in \mathcal{C}_{c}^{\infty}\left(\mathbb{C} \backslash \overline{\mathcal{C}}_{1}\right),\left(\mathbb{E}\left[h_{\theta} \mid \mathcal{F}_{1}\right], f\right)=0$. So this concludes in the case $k=1$. Now take $k \geq 2$. By 5., for every $f \in \mathcal{C}_{c}^{\infty}(\mathbb{C})$,

$$
\sigma_{k}\left(\nu_{k}, f\right)=\left(h_{\theta, k-1}-h_{\theta, k}, f\right)
$$

Then, similarly to 2 ., we get that $\left(h_{\theta, k-1}, f\right)=\left(h_{\theta, k}, f\right)$ for every $f \in \mathcal{C}_{c}^{\infty}\left(\mathbb{C} \backslash \overline{\mathcal{C}}_{k}\right)$.
By convention, we set $D_{0}=D$. Let $D_{k}^{*}$ be the open subset of $D_{k}$ obtained as the union of the non-simply connected components of $D_{k}$, which are finitely many.

Lemma 5.3. The measure

$$
\begin{equation*}
\left.\frac{1}{Z_{\gamma}}\left(\mathbf{1}_{\left\{x \in D_{k}^{*}\right\}} d x-\mathbb{E}\left[\mathbf{1}_{x \in D_{k}^{*}} e^{\gamma^{2} \pi\left(G_{D}(x, x)-G_{D_{k-1}}(x, x)\right)} \mathcal{M}_{\gamma}^{+}(d x)\right) \mid \mathcal{F}_{k}\right]\right) \tag{5.1}
\end{equation*}
$$

is a.s. a positive finite measure that converges a.s. to 0 for the weak topology of measures on $\overline{D_{k}^{*}}$ as $\gamma \rightarrow 0$.

Proof. We start by proving that (5.1) is a positive measure. Let $\mathcal{L}_{D_{k}^{*}}^{\theta}$ be the collection of Brownian loops, distributed conditionally on $D_{k}$, as the Brownian loop soup in $D_{k}^{*}$ with intensity $\theta$ (that is without any topological conditioning). Let $\mathcal{M}_{D_{k}^{*}, \gamma}$ denote the multiplicative chaos of $\mathcal{L}_{D_{k}^{*}}^{\theta}$, normalized by $\mathbb{E}\left[\mathcal{M}_{D_{k}^{*}, \gamma} \mid D_{k}\right]=\mathbf{1}_{\left\{x \in D_{k}^{*}\right\}} 2 d x$. Let $E_{k}$ be the event that no cluster of loops in $\mathcal{L}_{D_{k}^{*}}^{\theta}$ surrounds an inner hole of $D_{k}^{*}$, which is an event with positive probability. Then

$$
\left.\mathbb{E}\left[\mathbf{1}_{x \in D_{k}^{*}} e^{\gamma^{2} \pi\left(G_{D}(x, x)-G_{D_{k-1}}(x, x)\right)} \mathcal{M}_{\gamma}^{+}(d x)\right) \mid \mathcal{F}_{k}\right]=\frac{1}{2} \mathbb{E}\left[e^{\gamma^{2} \pi\left(G_{D_{k}}(x, x)-G_{D_{k-1}}(x, x)\right)} \mathcal{M}_{D_{k}^{*}, \gamma}(d x) \mid D_{k}^{*}, E_{k}\right]
$$

Note that the Dirichlet Green's function on $D_{k}^{*}$ is the restriction of $G_{D_{k}}$ to $D_{k}^{*} \times D_{k}^{*}$. The event $E_{k}$ is a decreasing event. Therefore, by FKG inequality for Poisson point processes, a.s.

$$
\begin{aligned}
& \left.\mathbb{E}\left[\mathbf{1}_{x \in D_{k}^{*}} e^{\gamma^{2} \pi\left(G_{D}(x, x)-G_{D_{k-1}}(x, x)\right)} \mathcal{M}_{\gamma}^{+}(d x)\right) \mid \mathcal{F}_{k}\right] \\
& \quad \leq \frac{1}{2} \mathbb{E}\left[e^{\gamma^{2} \pi\left(G_{D_{k}}(x, x)-G_{D_{k-1}}(x, x)\right)} \mathcal{M}_{D_{k}^{*}, \gamma}(d x) \mid D_{k}^{*}\right]=\mathbf{1}_{\left\{x \in D_{k}^{*}\right\}} e^{\gamma^{2} \pi\left(G_{D_{k}}(x, x)-G_{D_{k-1}}(x, x)\right)} d x .
\end{aligned}
$$

Thus, for every $\gamma \in(0,2),(5.1)$ is a positive finite measure.
The rest of the proof is then dedicated to showing that (5.1) goes to zero as $\gamma \rightarrow 0$. Define $f(x)=e^{2 \pi\left(G_{D_{k}}(x, x)-G_{D_{k-1}}(x, x)\right)}$. We can write the total mass of (5.1) as

$$
\begin{equation*}
\frac{1}{Z_{\gamma}} \int_{D_{k}^{*}}\left(1-e^{\gamma^{2} \pi\left(G_{D_{k}}(x, x)-G_{D_{k-1}}(x, x)\right)}\right) d x-\frac{1}{2 Z_{\gamma} \mathbb{P}\left(E_{k}\right)} \mathbb{E}\left[\left(\left(\mathcal{M}_{D_{k}^{*}, \gamma}, f^{\gamma^{2} / 2}\right)-2 \int_{D_{k}^{*}} f^{\gamma^{2} / 2}\right) \mathbf{1}_{E_{k}} \mid D_{k}^{*}\right] \tag{5.2}
\end{equation*}
$$

We are going to show separately that each of these two terms vanishes as $\gamma \rightarrow 0$. By Cauchy-Schwarz and then by (2.13), the absolute value of the second term is at most

$$
\begin{aligned}
& \frac{1}{2 Z_{\gamma} \mathbb{P}\left(E_{k}\right)^{1 / 2}} \mathbb{E}\left[\left(\left(\mathcal{M}_{D_{k}^{*}, \gamma}, f^{\gamma^{2} / 2}\right)-2 \int_{D_{k}^{*}} f^{\gamma^{2} / 2}\right)^{2} \mid D_{k}^{*}\right]^{1 / 2} \\
& =\frac{2}{Z_{\gamma} \mathbb{P}\left(E_{k}\right)^{1 / 2}}\left(\int_{D_{k}^{*} \times D_{k}^{*}}\left(\left(\gamma^{2} \pi G_{D_{k}^{*}}(x, y)\right)^{1-\theta} \Gamma(\theta) I_{\theta-1}\left(2 \gamma^{2} \pi G_{D_{k}^{*}}(x, y)\right)-1\right) f(x)^{\gamma^{2} / 2} f(y)^{\gamma^{2} / 2} d x d y\right)^{1 / 2} \\
& =O\left(\gamma^{2} / Z_{\gamma}\right) .
\end{aligned}
$$

The last estimate can be obtained by expanding $I_{\theta-1}$ (see (2.11)). Hence the second term of (5.2) vanishes as $\gamma \rightarrow 0$.

To conclude the proof, it remains to show that

$$
\begin{equation*}
\frac{1}{Z_{\gamma}} \int_{D_{k}^{*}}\left(1-e^{\gamma^{2} \pi\left(G_{D_{k}}(x, x)-G_{D_{k-1}}(x, x)\right)}\right) d x \rightarrow 0 \quad \text { as } \quad \gamma \rightarrow 0 \tag{5.3}
\end{equation*}
$$

For fixed $x \in D_{k}^{*}$, the density $\left.1-e^{\gamma^{2} \pi\left(G_{D_{k}}(x, x)-G_{D_{k-1}}(x, x)\right)}\right)$ is of order $\gamma^{2}$. Since $Z_{\gamma} \gg \gamma^{2}$, the density converges to 0 , actually uniformly on compact subsets of $D_{k}^{*}$. However, this is not enough for our purpose and we need to control what happens near the boundary $\partial D_{k}^{*}$.

The boundary $\partial D_{k}^{*}$ has exactly $k+1$ connected components, one of them being $\partial D$, and the $k$ others being the outer boundaries of $\mathcal{C}_{1}, \ldots, \mathcal{C}_{k} . \partial D$ and $\mathcal{C}_{1}, \ldots, \mathcal{C}_{k-1}$ lie outside both $D_{k-1}$ and $D_{k}$. Thus $G_{D_{k-1}}(x, x)-G_{D_{k}}(x, x)$ stays bounded in a neighborhood of $\partial D \cup \mathcal{C}_{1} \cup \cdots \cup \mathcal{C}_{k-1}$. Therefore, the uniform convergence of the density to 0 is also true on compact neighborhoods of these $k$ boundary components of $\partial D_{k}^{*}$. On the other hand, $\mathcal{C}_{k}$ is contained in $D_{k-1}$ and lies outside of $D_{k}$. We will therefore have to treat this case separately.

Let us denote by $\partial_{o} \mathcal{C}_{k}$ the outer boundary of $\mathcal{C}_{k}$. Near $\partial_{o} \mathcal{C}_{k}, G_{D_{k-1}}(x, x)-G_{D_{k}}(x, x)$ explodes to $+\infty$. But there is a constant $c\left(D_{k-1}\right) \in(0,1)$, depending on $D_{k-1}$, such that for every $x \in D_{k}^{*}$,

$$
e^{2 \pi\left(G_{D_{k}}(x, x)-G_{D_{k-1}}(x, x)\right)} \geq c\left(D_{k-1}\right) \frac{d\left(x, \partial D_{k}^{*}\right)}{d\left(x, \partial D_{k-1}\right)}
$$

This is in a way a generalization of Koebe quarter theorem to domains with holes; see [ALS20a, Lemma 5.13]. Fix $\varepsilon_{0} \in\left(0, d\left(\partial_{o} \mathcal{C}_{k}, \partial D_{k}^{*} \backslash \partial_{o} \mathcal{C}_{k}\right)\right)$. Then for every $x \in D_{k}^{*}$ such that $d\left(x, \partial_{o} \mathcal{C}_{k}\right)<$ $1 \wedge\left(\varepsilon_{0} / 2\right)$, we have

$$
\begin{aligned}
& \frac{1}{Z_{\gamma}}\left(1-e^{\gamma^{2} \pi\left(G_{D_{k}}(x, x)-G_{D_{k-1}}(x, x)\right)}\right) \leq \frac{1}{Z_{\gamma}}\left(1-c\left(D_{k-1}\right)^{\gamma^{2} / 2} \frac{d\left(x, \partial D_{k}^{*}\right)^{\gamma^{2} / 2}}{d\left(x, \partial D_{k-1}\right)^{\gamma^{2} / 2}}\right) \\
\leq & \frac{1}{Z_{\gamma}}\left(1-c\left(D_{k-1}\right)^{\gamma^{2} / 2} \frac{d\left(x, \partial_{o} \mathcal{C}_{k}\right)^{\gamma^{2} / 2}}{\operatorname{diam}(D)^{\gamma^{2} / 2}}\right)=\frac{1}{Z_{\gamma}}\left(1-d\left(x, \partial_{o} \mathcal{C}_{k}\right)^{\gamma^{2} / 2}\right)+\frac{1}{Z_{\gamma}}\left(1-\frac{c\left(D_{k-1}\right)^{\gamma^{2} / 2}}{\operatorname{diam}(D)^{\gamma^{2} / 2}}\right) d\left(x, \partial_{o} \mathcal{C}_{k}\right)^{\gamma^{2} / 2}
\end{aligned}
$$

Since

$$
\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}}\left(1-\frac{c\left(D_{k-1}\right)^{\gamma^{2} / 2}}{\operatorname{diam}(D)^{\gamma^{2} / 2}}\right)=0
$$

we only need to consider the term $\left(1-d\left(x, \partial_{o} \mathcal{C}_{k}\right)^{\gamma^{2} / 2}\right) / Z_{\gamma}$. Further,

$$
\begin{equation*}
\frac{1}{Z_{\gamma}} \int_{d\left(x, \partial_{o} \mathcal{C}_{k}\right)<1}\left(1-d\left(x, \partial_{o} \mathcal{C}_{k}\right)^{\gamma^{2} / 2}\right) d x=\frac{\gamma^{2}}{2 Z_{\gamma}} \int_{0}^{1} d r r^{\gamma^{2} / 2-1} \int_{d\left(x, \partial_{o} \mathcal{C}_{k}\right)<r} d x \tag{5.4}
\end{equation*}
$$

Since $\partial_{o} \mathcal{C}_{k}$ is an $\operatorname{SLE}_{\kappa(\theta)}$ type curve, it is of dimension $1+\kappa(\theta) / 8 \leq 3 / 2<2$ [Bef08]. In particular, for $\beta \in(0,1 / 2)$, there is a.s. a (random) constant $c(\beta)>0$ such that for every $r \in(0,1)$,

$$
\int_{d\left(x, \partial_{o} \mathcal{C}_{k}\right)<r} d x \leq c(\beta) r^{\beta}
$$

Thus, (5.4) is bounded by

$$
c(\beta) \frac{\gamma^{2}}{2 Z_{\gamma}} \int_{0}^{1} r^{\gamma^{2} / 2+\beta-1} d r,
$$

which tends to 0 as $\gamma$ to 0 . This concludes.
We now have all the ingredients to prove Theorem 1.10.
Proof of Theorem 1.10. The only thing that remains to be proved is that the random generalised function $\nu_{k}$ agrees a.s. with the measure $\mu_{k}$ from Theorem 1.9. Let $f \in \mathcal{C}_{c}^{\infty}(\mathbb{C})$. It is enough to show that

$$
\begin{equation*}
\left(\nu_{k}, f\right)=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \int_{d\left(x, \mathcal{C}_{k}\right)<1} f(x)\left(1-d\left(x, \mathcal{C}_{k}\right)^{\gamma^{2} / 2}\right) d x \tag{5.5}
\end{equation*}
$$

in probability. We have that

$$
\left(\nu_{k}, f\right)=\sigma_{k} \mathbb{E}\left[\left(h_{\theta, k-1}, f\right) \mid \mathcal{F}_{k}\right]
$$

where by convention, $h_{\theta, 0}=h_{\theta}$. Since $\nu_{k}$ and $\sigma_{k}$ are independent conditionally on $\mathcal{F}_{k}$, we get that

$$
\begin{equation*}
\left(\nu_{k}, f\right)=-\mathbb{E}\left[\left(h_{\theta, k-1}, f\right) \mid \mathcal{F}_{k},\left\{\sigma_{k}=-1\right\}\right] \tag{5.6}
\end{equation*}
$$

Since

$$
\left(h_{\theta, k-1}, f\right)=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \int_{D_{k-1}} f(x)\left(e^{\gamma^{2} \pi\left(G_{D}(x, x)-G_{D_{k-1}}(x, x)\right)} \mathcal{M}_{\gamma}^{+}(d x)-d x\right)
$$

where the convergence is a.s. in $L^{2}$ conditionally on $\mathcal{F}_{k-1}$ (that is to say $\lim _{\gamma \rightarrow 0} \mathbb{E}\left[(\cdot)^{2} \mid \mathcal{F}_{k-1}\right]=0$ a.s.). Therefore, in (5.6) one can interchange the conditional expectation and the limit in $\gamma$ and get
$\left(\nu_{k}, f\right)=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}}\left(\int_{D_{k-1}} f(x) d x-\mathbb{E}\left[\int_{D_{k-1}} f(x) e^{\gamma^{2} \pi\left(G_{D}(x, x)-G_{D_{k-1}}(x, x)\right)} \mathcal{M}_{\gamma}^{+}(d x) \mid \mathcal{F}_{k},\left\{\sigma_{k}=-1\right\}\right]\right)$,
where the convergence is a.s. in $L^{2}$ conditionally on $\mathcal{F}_{k-1}$. By Theorem 2.4, $\overline{\mathcal{C}}_{k}$ has a.s. zero Lebesgue measure (the expectation of the Lebesgue measure of its $r$-neighbourhood vanishes as $r \rightarrow 0$ ). So $\int_{D_{k-1}} f(x) d x=\int_{D_{k}} f(x) d x$ a.s. Moreover, since on the event $\left\{\sigma_{k}=-1\right\}, \mathbf{1}_{\left\{D_{k-1}\right\}} \mathcal{M}_{\gamma}^{+}=\mathbf{1}_{\left\{D_{k}\right\}} \mathcal{M}_{\gamma}^{+}$, and since $\sigma_{k}$ is independent from $\mathbf{1}_{\left\{D_{k}\right\}} \mathcal{M}_{\gamma}^{+}$conditionally on $\mathcal{F}_{k}$, we get that

$$
\left(\nu_{k}, f\right)=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}}\left(\int_{D_{k}} f(x) d x-\mathbb{E}\left[\int_{D_{k}} f(x) e^{\gamma^{2} \pi\left(G_{D}(x, x)-G_{D_{k-1}}(x, x)\right)} \mathcal{M}_{\gamma}^{+}(d x) \mid \mathcal{F}_{k}\right]\right)
$$

Now we partition $D_{k}=D_{k}^{0} \cup D_{k}^{*}$, where $D_{k}^{0}$ is the union of the simply connected components of $D_{k}$ (there are infinitely many of them) and $D_{k}^{*}$ is the union of the multiply connected components of $D_{k}$ (there are finitely many of them). Then Lemma 5.3 ensures that

$$
\left(\nu_{k}, f\right)=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}}\left(\int_{D_{k}^{0}} f(x) d x-\mathbb{E}\left[\int_{D_{k}^{0}} f(x) e^{\gamma^{2} \pi\left(G_{D}(x, x)-G_{D_{k-1}}(x, x)\right)} \mathcal{M}_{\gamma}^{+}(d x) \mid \mathcal{F}_{k}\right]\right) .
$$

Since conditionally on $\mathcal{F}_{k}$, the loops in $D_{k}^{0}$ form a Poisson point process without conditioning, we get that

$$
\mathbb{E}\left[\int_{D_{k}^{0}} f(x) e^{\gamma^{2} \pi\left(G_{D}(x, x)-G_{D_{k-1}}(x, x)\right)} \mathcal{M}_{\gamma}^{+}(d x) \mid \mathcal{F}_{k}\right]=\int_{D_{k}^{0}} f(x) e^{\gamma^{2} \pi\left(G_{D_{k}}(x, x)-G_{D_{k-1}}(x, x)\right)} d x .
$$

The function $G_{D_{k-1}}(x, x)-G_{D_{k}}(x, x)$ is bounded for $x$ away from $\mathcal{C}_{k}$ and explodes when $x$ approaches $\partial \mathcal{C}_{k}$. Further, [ALS20a, Lemma 5.13] provides a comparison with the Euclidean distance: there is a constant $c\left(D_{k-1}\right) \in(0,1)$ depending on $D_{k-1}$ such that for every $x \in D_{k}^{0}$,

$$
c\left(D_{k-1}\right) \frac{d\left(x, \partial D_{k}^{0}\right)}{d\left(x, \partial D_{k-1}\right)} \leq e^{2 \pi\left(G_{D_{k}}(x, x)-G_{D_{k-1}}(x, x)\right)} \leq 4 \frac{d\left(x, \partial D_{k}^{0}\right)}{d\left(x, \partial D_{k-1}\right)} .
$$

Then using these bounds, similarly to the proof of (5.3), we get that

$$
\left(\nu_{k}, f\right)=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \int_{\substack{x \in D_{k}^{0} \\ d\left(x, \mathcal{C}_{k}\right)<1}} f(x)\left(1-d\left(x, \mathcal{C}_{k}\right)^{\gamma^{2} / 2}\right) d x
$$

Since the dimension of the outer boundary of $\mathcal{C}_{k}$ is strictly smaller than 2 , we get that (see the proof of (5.3))

$$
\left(\nu_{k}, f\right)=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \int_{d\left(x, \mathcal{C}_{k}\right)<1} f(x)\left(1-d\left(x, \mathcal{C}_{k}\right)^{\gamma^{2} / 2}\right) d x
$$

which concludes.

## 6 Excursions from the boundary of a cluster

In this section, we will obtain estimates about the excursions induced by the Brownian loops that touch the outer boundary of a loop soup cluster.

Let $\mathcal{L}$ be a loop soup with intensity $\theta \in(0,1 / 2]$ in the unit disk $\mathbb{D}$, and let $\mathcal{C}_{0}$ be the outermost cluster in $\mathcal{L}$ that encircles the origin. Let $O$ be the domain encircled by the outermost boundary of $\mathcal{C}_{0}$. We will denote by $\mathcal{L}_{O}$ the subset of $\mathcal{L}$ consisting in loops included in $\bar{O}$. The set of loops in $\mathcal{L}_{O}$ that touch $\partial O$ induce a collection $\mathcal{E}\left(\mathcal{L}_{O}\right)$ of excursions in $O$ with endpoints in $\partial O$. If one maps $O$ onto $\mathbb{H}$ by some conformal map $f$, then we say that $f\left(\mathcal{L}_{O}\right)$ is a loop soup in $\mathbb{H}$ with wired boundary conditions. It was shown in [QW19] that the law of $f\left(\mathcal{L}_{O}\right)$ is conformally invariant, and does not depend on the choice of $f$. Moreover, the following properties were proved in [QW19, QW18].

Theorem 6.1 ([QW19, QW18]). The law of $f\left(\mathcal{L}_{O}\right)$ is independent from $\partial O$ and the distribution of $\mathcal{L}$ outside of $O$. Inside $f\left(\mathcal{L}_{O}\right)$ (a loop soup in $\mathbb{H}$ at intensity $\theta \in(0,1 / 2]$ with wired boundary conditions), the set of loops that touch $\mathbb{R}$ are independent from the set of loops that stay in $\mathbb{H}$. The latter set is distributed as a loop soup in $\mathbb{H}$ (with free boundary conditions). Let $\mathcal{E}$ be the collection of excursions induced by the loops in $f\left(\mathcal{L}_{O}\right)$ that touch $\mathbb{R}$. Then at $\theta=1 / 2, \mathcal{E}$ is distributed as a Poisson point process of excursions of intensity $1 / 4$.

As one knows precisely the law of $\mathcal{E}$ for $\theta=1 / 2$, much less is known for the subcritical intensities $\theta \in(0,1 / 2)$. However, [Qia19] proved that the excursions attached to the boundary of a cluster satisfy a conformal restriction property that we describe now (we give some background on conformal restriction measures in Section 6.1). One can explore the outer boundaries of the outermost clusters in $\mathcal{L}$ progressively, instead of discovering an entire cluster at once, using the CLE exploration [SW12]. This exploration process allows one to define a loop soup wired on a portion of its boundary (see [Qia19] for a precise definition). Such a configuration was shown to be conformally invariant (with two marked points on the boundary). As a consequence, it is sufficient to consider a loop soup in the upper half plane $\mathbb{H}$ which is wired on $\mathbb{R}^{-}$and free on $\mathbb{R}^{+}$.

Theorem 6.2 ([Qia19]). Let $\mathcal{L}_{\mathbb{R}^{-}}$be a loop soup in $\mathbb{H}$ with intensity $\theta \in(0,1 / 2]$ which is wired on $\mathbb{R}^{-}$and free on $\mathbb{R}^{+}$. The set of loops in $\mathcal{L}_{\mathbb{R}^{-}}$that touch $\mathbb{R}^{-}$are independent from the set of loops
that stay in $\mathbb{H}$. The latter set is distributed as a loop soup in $\mathbb{H}$ (with free boundary conditions). Let $\mathcal{E}_{\mathbb{R}^{-}}$be the collection of excursions induced by the loops in $\mathcal{L}_{\mathbb{R}^{-}}$that touch $\mathbb{R}$. Then the filling of $\mathcal{E}_{\mathbb{R}^{-}}$(namely the complement in $\mathbb{C}$ of the unbounded connected component of $\mathbb{C} \backslash K$, where $K$ is the closure of the union of all the excursions in $\mathcal{E}_{\mathbb{R}^{-}}$) satisfies one-sided restriction in $\mathbb{H}$ with exponent $\alpha(\theta):=(6-\kappa) /(2 \kappa)$, where $\kappa \in(8 / 3,4]$ is related to $\theta$ via (1.1).

Throughout this section, we use the following notations:
Notation 6.3. For any interval $I \subset \mathbb{R}$, denote by $\mathcal{L}_{I}$ a loop soup in $\mathbb{H}$ wired on $I$ and free elsewhere. We will use $\mathcal{E}_{I}$ to denote the boundary-touching excursions induced by $\mathcal{L}_{I}$.

For $z \in \mathbb{H}$, let $f_{z}(u)=(u-z) /(u-\bar{z})$ be the conformal map from $\mathbb{H}$ onto $\mathbb{D}$ that sends $z$ to 0 . For all $r \in(0,1)$, let $U(z, r):=f_{z}^{-1}(D(0, r))$.

Our main result on the boundary excursions in a cluster with any intensity $\theta \in(0,1 / 2]$ is encapsulated in Proposition 6.4 below. This proposition will be crucial to define and study the field $h_{\theta}$ with wired boundary condition.

Proposition 6.4. Let $\mathcal{L}_{\mathbb{R}}$ be a loop soup in $\mathbb{H}$ with intensity $\theta \in(0,1 / 2]$ with wired boundary conditions. Let $\mathcal{E}_{\mathbb{R}}$ be the Brownian excursions in $\mathbb{H}$ attached on $\mathbb{R}$, induced by $\mathcal{L}_{\mathbb{R}}$. For all $\eta>0$, there exists $C>0$, such that the following holds. For all $z \in \mathbb{H}$ and $r \in(0,1-\eta)$, we have

$$
\begin{equation*}
\mathbb{P}\left[\mathcal{E}_{\mathbb{R}} \cap U(z, r) \neq \emptyset\right] \leq C|\log r|^{-1} \tag{6.1}
\end{equation*}
$$

For all $z_{1}, z_{2} \in \mathbb{H}$ and $r_{1}, r_{2} \in(0,1-\eta)$, we have

$$
\begin{equation*}
\mathbb{P}\left[\mathcal{E}_{\mathbb{R}} \cap U\left(z_{1}, r_{1}\right) \neq \emptyset, \mathcal{E}_{\mathbb{R}} \cap U\left(z_{2}, r_{2}\right) \neq \emptyset\right] \leq C\left(1+G_{\mathbb{H}}\left(z_{1}, z_{2}\right)\right)\left|\log r_{1}\right|^{-1}\left|\log r_{2}\right|^{-1} \tag{6.2}
\end{equation*}
$$

In the special case of $\theta=1 / 2$, Proposition 6.4 can be obtained directly using the Poisson point process description of $\mathcal{E}_{\mathbb{R}}$. We would like to emphasise that, contrary to the restriction property stated in Theorem 6.2, Proposition 6.4 is not concerned with the outer boundary of $\mathcal{E}_{\mathbb{R}}$ and requires a deeper understanding of these excursions. Our approach to prove Proposition 6.4 is to extract information from the restriction property (Theorem 6.2), and transform this property about the outer boundary of $\mathcal{E}_{\mathbb{R}}$ to a property about the endpoints of the excursions in $\mathcal{E}_{\mathbb{R}}$. More concretely, we deduce the following identities which are of independent interest.

Proposition 6.5. For each excursion e, let $a(e)$ and $b(e)$ be the left and right endpoints of $e$. For all $r>0$, we have

$$
\mathbb{E}\left[\sum_{e \in \mathcal{E}_{\mathbb{R}^{-}}} \frac{(b(e)-a(e))^{2} r^{2}}{(r-b(e))^{2}(r-a(e))^{2}}\right]=\alpha(\theta)
$$

where $\alpha(\theta)$ is the restriction exponent from Theorem 6.2.
A similar but more complicated "second-moment" result is also stated in Proposition 6.16. Note that Propositions 6.5 and 6.16 are exact identities, not only bounds. Nevertheless, a complete description of the laws of $\mathcal{E}_{\mathbb{R}^{-}}$and $\mathcal{E}_{\mathbb{R}}$ remains an open question.
Remark 6.6. In Section 6.3, we prove Propositions 6.5 and 6.16 using only two properties of the set $\mathcal{E}_{\mathbb{R}^{-}}$: it satisfies conformal restriction (Theroem 6.2) and is a locally finite point process of Brownian excursions (Lemma 6.15). Therefore, Propositions 6.5 and 6.16 also hold for any locally finite point process $\mathcal{E}$ of Brownian excursions in $\mathbb{H}$ with endpoints on $\mathbb{R}^{-}$, such that the filling of $\mathcal{E}$ satisfies one-sided conformal restriction. Then in Sections 6.4 and 6.5, we prove Proposition 6.4 using the additional property that we can obtain $\mathcal{E}_{\mathbb{R}}$ by exploring the outer boundary of $\mathcal{E}_{\mathbb{R}^{-}}$in a Markovian way.

### 6.1 Properties and estimates about restriction measures

We will recall some properties of chordal restriction measures introduced in [LSW03b], and deduce some estimates which will be useful later.

Fix a simply connected domain $D$ which is not the whole plane. Fix two points $a, b \in \partial D$. Let $\Omega$ be the collection of all simply connected compact sets $K \subset \bar{D}$, such that $K \cap \partial D=\{a, b\}$. Let $\mathcal{Q}$ be the collection of all compact sets $A \subset \bar{D}$ such that $D \backslash A$ is simply connected and $a, b \notin A$. For all $A \in \mathcal{Q}$, let $f_{A}$ be a conformal map from $D \backslash A$ onto $D$ that leaves $a, b$ fixed. A probability law on $K \in \Omega$ is said to satisfy chordal conformal restriction if

1. The law of $K$ is invariant under conformal maps from $D$ to itself that fixes $a, b$.
2. For any $A \in \mathcal{Q}$, conditionally on $K \cap A=\emptyset, f_{A}(K)$ is distributed as $K$.

It was shown in [LSW03b] that the family of chordal restriction measures is characterized by one parameter $\alpha \geq 5 / 8$. A chordal restriction measure in $D$ with parameter $\alpha$ satisfies

$$
\begin{equation*}
\mathbb{P}(K \cap A=\emptyset)=\left(f_{A}^{\prime}(a) f_{A}^{\prime}(b)\right)^{\alpha} \tag{6.3}
\end{equation*}
$$

The simplest example of chordal restriction measure is provided by:
Proposition 6.7 ([LSW03b], Proposition 4.1). Let $D$ be a simply connected domain different from $\mathbb{C}$. Let $a, b \in \partial D$ be two distinct boundary points. Then the law of the filling of a Brownian excursion from $a$ to $b$ is the chordal restriction measure in $D$ from a to $b$ with exponent $\alpha=1$.

In the following, we obtain an estimate about a chordal restriction measure in $\mathbb{H}$.
Lemma 6.8. Let $a, b, r \in \mathbb{R}$ be three distinct boundary points. Let $K$ be a chordal restriction measure in $\mathbb{H}$ between $a$ and $b$ with exponent $\alpha$. We have

$$
\mathbb{P}[K \cap D(r, \varepsilon) \neq \emptyset]=\alpha \frac{(a-b)^{2}}{(r-a)^{2}(r-b)^{2}} \varepsilon^{2}+O(1) \varepsilon^{3},
$$

where the $O(1)$ term is uniformly bounded for all $\varepsilon \leq 1$ by some function of $a, b, r$. In particular, if $K$ is a Brownian excursion in $\mathbb{H}$ between a and $b$, then $\mathbb{P}[K \cap D(r, \varepsilon) \neq \emptyset]$ is given by the above formula with $\alpha=1$.

Proof. Let $\varepsilon_{0}=\varepsilon_{0}(a, b, r)>0$ be small enough so that $\overline{D\left(r, \varepsilon_{0}\right)}$ does not contain $a$ or $b$. Since the result is clear if $\varepsilon \in\left[\varepsilon_{0}, 1\right)$, we can assume that $\varepsilon<\varepsilon_{0}$. We define the following conformal map $f_{r, \varepsilon}$ from $\mathbb{H} \backslash D(r, \varepsilon)$ onto $\mathbb{H}$, and compute its derivative

$$
\begin{equation*}
f_{r, \varepsilon}(z)=z+\frac{\varepsilon^{2}}{z-r}, \quad f_{r, \varepsilon}^{\prime}(z)=1-\frac{\varepsilon^{2}}{(z-r)^{2}} \tag{6.4}
\end{equation*}
$$

If we rescale $f_{r, \varepsilon}$ by $(b-a)\left(f_{r, \varepsilon}(b)-f_{r, \varepsilon}(a)\right)^{-1}$ and then do a proper translation, then we obtain a conformal map from $\mathbb{H} \backslash D(r, \varepsilon)$ onto $\mathbb{H}$ that fixes $a$ and $b$. By (6.3), we have
$\mathbb{P}[K \cap D(r, \varepsilon)=\emptyset]=\left(f_{r, \varepsilon}^{\prime}(a) f_{r, \varepsilon}^{\prime}(b) \frac{(b-a)^{2}}{\left(f_{r, \varepsilon}(b)-f_{r, \varepsilon}(a)\right)^{2}}\right)^{\alpha}=\left(1-\frac{(a-b)^{2}}{(r-a)^{2}(r-b)^{2}} \varepsilon^{2}+O(1) \varepsilon^{3}\right)^{\alpha}$, where the $O(1)$ term is bounded by some constant $C(a, b, r)$ for all $\varepsilon \leq \varepsilon_{0}$. Since $\mathbb{P}[K \cap D(r, \varepsilon) \neq$ $\emptyset]=1-\mathbb{P}[B \cap D(1, \varepsilon)=\emptyset]$, the lemma follows. The statement concerning Brownian excursion follows from Proposition 6.7.

Next, we need to obtain the following two-point estimate for chordal restriction measures.
Lemma 6.9. Let $a, b, r_{1}, r_{2} \in \mathbb{R}$ be four distinct points. Let $K$ be a chordal restriction measure in $\mathbb{H}$ between $a$ and $b$ with exponent $\alpha$. Then

$$
\begin{align*}
& \mathbb{P}\left[K \cap D\left(r_{1}, \varepsilon\right) \neq \emptyset, K \cap D\left(r_{2}, \varepsilon\right) \neq \emptyset\right]=\frac{\alpha(\alpha-1)(a-b)^{4} \varepsilon^{4}}{\left(r_{1}-a\right)^{2}\left(r_{2}-a\right)^{2}\left(r_{1}-b\right)^{2}\left(r_{2}-b\right)^{2}}  \tag{6.5}\\
&+\frac{\alpha(a-b)^{2} \varepsilon^{4}}{\left(r_{1}-b\right)^{2}\left(r_{2}-a\right)^{2}\left(r_{2}-r_{1}\right)^{2}}+\frac{\alpha(a-b)^{2} \varepsilon^{4}}{\left(r_{1}-a\right)^{2}\left(r_{2}-b\right)^{2}\left(r_{2}-r_{1}\right)^{2}}+O(1) \varepsilon^{5}
\end{align*}
$$

where the $O(1)$ term is uniformly bounded for all $\varepsilon \leq 1$ by some function of $a, b, r_{1}, r_{2}$.
There can be several ways to deduce Lemma 6.9. One can apply (6.3) to the conformal maps that map out either one or both of the balls $D\left(r_{1}, \varepsilon\right)$ and $D\left(r_{2}, \varepsilon\right)$. However, a direct computation seems long and complicated. We opt for a proof of Lemma 6.9 that relates to the trichordal restriction measures introduced in [Qia18], which are measures on random sets in a simply connecte domain $D$ with three marked points $a, b, c \in \partial D$. Let $\Omega_{3}$ be the collection of all simply connected compact set $K \subset \bar{D}$, such that $K \cap \partial D=\{a, b, c\}$. Let $\mathcal{Q}_{3}$ be the collection of all compact sets $A \subset \bar{D}$ such that $D \backslash A$ is simply connected and $a, b, c \notin A$. For all $A \in \mathcal{Q}_{3}$, let $\widetilde{f}_{A}$ be the unique conformal map from $D \backslash A$ onto $D$ that leaves $a, b, c$ fixed. A probability law on $K \in \Omega$ is said to satisfy trichordal conformal restriction if for any $A \in \mathcal{Q}_{3}$, conditionally on $K \cap A=\emptyset, \widetilde{f}_{A}(K)$ is distributed as $K$. It was shown in [Qia18] that the family of trichordal restriction measures is characterized by three parameter $\alpha, \beta, \gamma$. A trichordal restriction measure in $D$ with parameters $\alpha, \beta, \gamma$ is characterized by

$$
\begin{equation*}
\mathbb{P}(K \cap A=\emptyset)=\widetilde{f}_{A}^{\prime}(a)^{\alpha} \widetilde{f}_{A}^{\prime}(b)^{\beta} \widetilde{f}_{A}^{\prime}(c)^{\gamma} \tag{6.6}
\end{equation*}
$$

The connection to trichordal restriction measures comes from the following lemma.

Lemma 6.10. Let $a, b, c \in \mathbb{R}$ be three distinct points. Suppose that $K$ is a chordal restriction measure in $\mathbb{H}$ with marked points $a, b$ and exponent $\alpha$, then the law of $K$ conditionally on $K \cap$ $D(c, \varepsilon) \neq \emptyset$ converges as $\varepsilon \rightarrow 0$ to that of a trichordal restriction measure in $\mathbb{H}$ with marked points $a, b, c$ and exponents $\alpha, \alpha, 2$. Moreover, if $a<b<c<r$ and $A=D(r, \delta)$, then there exist $\varepsilon_{0}, \delta_{0}>0$ and a constant $C(a, b, c, r)$ such that for all $\varepsilon \leq \varepsilon_{0}, \delta \leq \delta_{0}$,

$$
\begin{equation*}
\left|\mathbb{P}[K \cap A=\emptyset \mid K \cap D(c, \varepsilon) \neq \emptyset]-\widetilde{f}_{A}^{\prime}(a)^{\alpha} \widetilde{f}_{A}^{\prime}(b)^{\alpha} \widetilde{f}_{A}^{\prime}(c)^{2}\right| \leq C(a, b, c, r) \varepsilon \delta^{2} \tag{6.7}
\end{equation*}
$$

Proof. Here $D=\mathbb{H}$. For $A \in \mathcal{Q}_{3}$, we have

$$
\begin{align*}
& \mathbb{P}[K \cap A=\emptyset \mid K \cap D(c, \varepsilon) \neq \emptyset]=\mathbb{P}[K \cap D(c, \varepsilon) \neq \emptyset \mid K \cap A=\emptyset] \frac{\mathbb{P}[K \cap A=\emptyset]}{\mathbb{P}[K \cap D(c, \varepsilon) \neq \emptyset]} \\
& =\mathbb{P}\left[K \cap \widetilde{f}_{A}(D(c, \varepsilon)) \neq \emptyset\right] \frac{\mathbb{P}[K \cap A=\emptyset]}{\mathbb{P}[K \cap D(c, \varepsilon) \neq \emptyset]}=\frac{\mathbb{P}\left[K \cap \widetilde{f}_{A}(D(c, \varepsilon)) \neq \emptyset\right]}{\mathbb{P}[K \cap D(c, \varepsilon) \neq \emptyset]} \widetilde{f}_{A}^{\prime}(a)^{\alpha} \widetilde{f}_{A}^{\prime}(b)^{\alpha} \tag{6.8}
\end{align*}
$$

Since $\widetilde{f}_{A}$ is analytic in a neighbourhood of $c$, there exist $\varepsilon_{0}>0$ and $C=\widetilde{f}_{A}^{\prime \prime}(c)$, such that for all $\varepsilon \leq \varepsilon_{0}$,

$$
B\left(c, \widetilde{f}_{A}^{\prime}(c) \varepsilon-C \varepsilon^{2}\right) \subset \tilde{f}_{A}(D(c, \varepsilon)) \subset B\left(c, \widetilde{f}_{A}^{\prime}(c) \varepsilon+C \varepsilon^{2}\right)
$$

By Lemma 6.8, we can deduce

$$
\begin{equation*}
\frac{\mathbb{P}\left[K \cap \tilde{f}_{A}(D(c, \varepsilon)) \neq \emptyset\right]}{\mathbb{P}[K \cap D(c, \varepsilon) \neq \emptyset]}=\widetilde{f}_{A}^{\prime}(c)^{2}+O(1) \varepsilon \tag{6.9}
\end{equation*}
$$

where $O(1)$ is uniformly bounded for $\varepsilon \leq \varepsilon_{0}$ by a function of $a, b, c, A$. A trichordal restriction measure $\widetilde{K}$ in $\mathbb{H}$ with marked points $a, b, c$ and exponents $\alpha, \alpha, 2$ is characterized by the formula $\mathbb{P}[\widetilde{K} \cap A=\emptyset]=f_{A}^{\prime}(a)^{\alpha} f_{A}^{\prime}(b)^{\alpha} f_{A}^{\prime}(c)^{2}$ for all $A \in \mathcal{Q}_{3}$. Plugging (6.9) back into (6.8) proves the weak convergence of the law of $K$ conditionally on $K \cap D(c, \varepsilon) \neq \emptyset$. Now, suppose $A=D(r, \delta)$, then $C=C(a, b, c, r) \delta^{2}$ for all $\delta \leq(r-c) / 2:=\delta_{0}$. One can compute using Lemma 6.8 that the $O(1)$ term in (6.9) is bounded by $2 C(a, b, c, r) \delta^{2}$ for all $\varepsilon \leq \varepsilon_{0}$ and $\delta \leq \delta_{0}$.

Lemma 6.11. Let $K$ be a trichordal restriction measure in $\mathbb{H}$ with marked points $x_{1}, x_{2}, x_{3} \in \mathbb{R}$ and respective exponents $\alpha_{1}, \alpha_{2}, \alpha_{3}$. Let $A \in \mathcal{Q}_{3}$ and $f: \mathbb{H} \backslash A \rightarrow \mathbb{H}$ be any conformal map. Then

$$
\begin{equation*}
\mathbb{P}[K \cap A=\emptyset]=\prod_{i=1}^{3}\left[f^{\prime}\left(x_{i}\right) f^{\prime}\left(x_{i+1}\right) \frac{\left(x_{i}-x_{i+1}\right)^{2}}{\left(f\left(x_{i}\right)-f\left(x_{i+1}\right)\right)^{2}}\right]^{\frac{\alpha_{i}+\alpha_{i+1}-\alpha_{i+2}}{2}} \tag{6.10}
\end{equation*}
$$

where we let $x_{4}=x_{1}, \alpha_{4}=\alpha_{1}, \alpha_{5}=\alpha_{2}$.
Proof. Let $f_{A}$ be the unique conformal map from $\mathbb{H} \backslash A$ onto $\mathbb{H}$ that fixes $x_{1}, x_{2}, x_{3}$. By (6.6), we have

$$
\mathbb{P}[K \cap A=\emptyset]=f_{A}^{\prime}\left(x_{1}\right)^{\alpha_{1}} f_{A}^{\prime}\left(x_{2}\right)^{\alpha_{2}} f_{A}^{\prime}\left(x_{3}\right)^{\alpha_{3}}=\prod_{i=1}^{3}\left(f_{A}^{\prime}\left(x_{i}\right) f_{A}^{\prime}\left(x_{i+1}\right)\right)^{\frac{\alpha_{i}+\alpha_{i+1}-\alpha_{i+2}}{2}}
$$

Let $\varphi: \mathbb{H} \rightarrow \mathbb{H}$ be the unique conformal map that maps $f\left(x_{i}\right)$ to $x_{i}, i=1,2,3$, so that $f_{A}=\varphi \circ f$. With explicit computations, we obtain that for $i=1,2,3$,

$$
\varphi^{\prime}\left(f\left(x_{i}\right)\right)=\frac{\left(x_{i}-x_{i+1}\right)\left(x_{i}-x_{i+2}\right)\left(f\left(x_{i+1}\right)-f\left(x_{i+2}\right)\right)}{\left(x_{i+1}-x_{i+2}\right)\left(f\left(x_{i}\right)-f\left(x_{i+1}\right)\left(f\left(x_{i}\right)-f\left(x_{i+2}\right)\right)\right.}
$$

We thus get that, for $i=1,2,3$,

$$
f_{A}^{\prime}\left(x_{i}\right) f_{A}^{\prime}\left(x_{i+1}\right)=f^{\prime}\left(x_{i}\right) f^{\prime}\left(x_{i+1}\right) \varphi^{\prime}\left(f\left(x_{i}\right)\right) \varphi^{\prime}\left(f\left(x_{i+1}\right)\right)=f^{\prime}\left(x_{i}\right) f^{\prime}\left(x_{i+1}\right) \frac{\left(x_{i}-x_{i+1}\right)^{2}}{\left(f\left(x_{i}\right)-f\left(x_{i+1}\right)\right)^{2}}
$$

This completes the proof.
We can now return to the proof of Lemma 6.9.

Proof of Lemma 6.9. As in the proof of Lemma 6.8, we can assume that $\varepsilon_{1}$ and $\varepsilon_{2}$ are small enough so that $\overline{D\left(r_{1}, \varepsilon_{1}\right)} \cup \overline{D\left(r_{2}, \varepsilon_{2}\right)}$ does not contain $a$ or $b$. Note that $\mathbb{P}\left[K \cap D\left(r_{1}, \varepsilon_{1}\right) \neq \emptyset, K \cap D\left(r_{2}, \varepsilon_{2}\right) \neq \emptyset\right]$ is equal to

$$
\begin{equation*}
\mathbb{P}\left[K \cap D\left(r_{1}, \varepsilon_{1}\right) \neq \emptyset\right] \mathbb{P}\left[K \cap D\left(r_{2}, \varepsilon_{2}\right) \neq \emptyset \mid K \cap D\left(r_{1}, \varepsilon_{1}\right) \neq \emptyset\right] \tag{6.11}
\end{equation*}
$$

By Lemma 6.8, we have

$$
\begin{equation*}
\mathbb{P}\left[K \cap D\left(r_{1}, \varepsilon_{1}\right) \neq \emptyset\right]=\alpha \frac{(a-b)^{2}}{\left(r_{1}-a\right)^{2}\left(r_{1}-b\right)^{2}} \varepsilon_{1}^{2}+O(1) \varepsilon_{1}^{3} \tag{6.12}
\end{equation*}
$$

By Lemma 6.10, we know that the law of $K$ conditioned on $K \cap D\left(r_{1}, \varepsilon_{1}\right) \neq \emptyset$ converges as $\varepsilon_{1} \rightarrow 0$ to the law of a trichordal restriction measure $\widetilde{K}$ in $\mathbb{H}$ with marked points $a, b, r_{1}$ and respective exponents $\alpha, \alpha, 2$. More quantitatively, there exist $\varepsilon_{0}, \delta_{0} \geq 0$, such that

$$
\begin{equation*}
\mathbb{P}\left[K \cap D\left(r_{2}, \varepsilon_{2}\right) \neq \emptyset \mid K \cap D\left(r_{1}, \varepsilon_{1}\right) \neq \emptyset\right]=\mathbb{P}\left[\widetilde{K} \cap D\left(r_{2}, \varepsilon_{2}\right) \neq \emptyset\right]+O(1) \varepsilon_{1} \varepsilon_{2}^{2} \tag{6.13}
\end{equation*}
$$

where $O(1)$ is bounded by $C\left(a, b, r_{1}, r_{2}\right)$ for all for all $\varepsilon_{1} \leq \varepsilon_{0}$ and $\varepsilon_{2} \leq \delta_{0}$. Let $f_{r_{2}, \varepsilon}: \mathbb{H} \backslash D\left(r_{2}, \varepsilon\right) \rightarrow \mathbb{H}$ be the map defined in (6.4). By (6.4), we have

$$
\begin{aligned}
& f_{r_{2}, \varepsilon}^{\prime}(a) f_{r_{2}, \varepsilon}^{\prime}(b) \frac{(a-b)^{2}}{\left(f_{r_{2}, \varepsilon}(a)-f_{r_{2}, \varepsilon}(b)\right)^{2}}=1-\frac{(a-b)^{2}}{\left(r_{2}-a\right)^{2}\left(r_{2}-b\right)^{2}} \varepsilon^{2}+O(1) \varepsilon^{4}, \\
& f_{r_{2}, \varepsilon}^{\prime}(a) f_{r_{2}, \varepsilon}^{\prime}\left(r_{1}\right) \frac{\left(a-r_{1}\right)^{2}}{\left(f_{r_{2}, \varepsilon}(a)-f_{r_{2}, \varepsilon}\left(r_{1}\right)\right)^{2}}=1-\frac{\left(a-r_{1}\right)^{2}}{\left(r_{2}-a\right)^{2}\left(r_{2}-r_{1}\right)^{2}} \varepsilon^{2}+O(1) \varepsilon^{4}, \\
& f_{r_{2}, \varepsilon}^{\prime}\left(r_{1}\right) f_{r_{2}, \varepsilon}^{\prime}(b) \frac{\left(r_{1}-b\right)^{2}}{\left(f_{r_{2}, \varepsilon}\left(r_{1}\right)-f_{r_{2}, \varepsilon}(b)\right)^{2}}=1-\frac{\left(r_{1}-b\right)^{2}}{\left(r_{2}-r_{1}\right)^{2}\left(r_{2}-b\right)^{2}} \varepsilon^{2}+O(1) \varepsilon^{4} .
\end{aligned}
$$

Plugging them into Lemma 6.11, we can compute $\mathbb{P}\left[\widetilde{K} \cap D\left(r_{2}, \varepsilon_{2}\right)=\emptyset\right]$, and then deduce that

$$
\begin{equation*}
\mathbb{P}\left[\widetilde{K} \cap D\left(r_{2}, \varepsilon_{2}\right) \neq \emptyset\right]=\frac{(\alpha-1)(a-b)^{2}}{\left(r_{2}-a\right)^{2}\left(r_{2}-b\right)^{2}} \varepsilon_{2}^{2}+\frac{\left(a-r_{1}\right)^{2}}{\left(r_{2}-a\right)^{2}\left(r_{2}-r_{1}\right)^{2}} \varepsilon_{2}^{2}+\frac{\left(r_{1}-b\right)^{2}}{\left(r_{2}-r_{1}\right)^{2}\left(r_{2}-b\right)^{2}} \varepsilon_{2}^{2}+O(1) \varepsilon_{2}^{4} \tag{6.14}
\end{equation*}
$$

Combining (6.11), (6.12), (6.13), (6.14) and letting $\varepsilon_{1}=\varepsilon_{2}$ proves (6.5) where the $O(1)$ term therein is uniformly bounded for $\varepsilon \leq \min \left(\varepsilon_{0}, \delta_{0}\right)$. It is clear that the $O(1)$ term is also bounded for $\varepsilon \in\left[\min \left(\varepsilon_{0}, \delta_{0}\right), 1\right]$. This completes the proof of the lemma.

We immediately get the following estimate on Brownian excursions.
Corollary 6.12. Let $a, b, r_{1}, r_{2} \in \mathbb{R}$ be four distinct points. Let $K$ be a Brownian excursion in $\mathbb{H}$ between $a$ and $b$. Then

$$
\begin{aligned}
& \mathbb{P}\left[K \cap D\left(r_{1}, \varepsilon\right) \neq \emptyset, K \cap D\left(r_{2}, \varepsilon\right) \neq \emptyset\right] \\
= & \frac{(a-b)^{2}}{\left(r_{1}-a\right)^{2}\left(r_{2}-b\right)^{2}\left(r_{1}-r_{2}\right)^{2}} \varepsilon^{4}+\frac{(a-b)^{2}}{\left(r_{2}-a\right)^{2}\left(r_{1}-b\right)^{2}\left(r_{1}-r_{2}\right)^{2}} \varepsilon^{4}+O(1) \varepsilon^{5},
\end{aligned}
$$

where the $O(1)$ term is uniformly bounded for all $\varepsilon \leq 1$ by some function of $a, b, r_{1}, r_{2}$.
Proof. The formula follows from (6.5) applied to $\alpha=1$. In the case of a Brownian motion, one can alternatively compute $\mathbb{P}\left[K \cap D\left(r_{1}, \varepsilon\right) \neq \emptyset, K \cap D\left(r_{2}, \varepsilon\right) \neq \emptyset\right]$ using the heat kernel. The latter computation will show that $\mathbb{P}\left[K \cap D\left(r_{1}, \varepsilon\right) \neq \emptyset, K \cap D\left(r_{2}, \varepsilon\right) \neq \emptyset\right]$ is analytic in $\varepsilon$ near 0 . Therefore the $o\left(\varepsilon^{4}\right)$ term in (6.5) is in fact $O\left(\varepsilon^{5}\right)$.

### 6.2 Estimates about Brownian excursions

In this subsection, we aim to obtain estimates about the probability that a Brownian excursion gets close to one interior point (Lemma 6.13) and two interior points (Lemma 6.14). We derive these standard estimates for ease of reference. First recall some definitions from [Law05, Section 5].

Green's function and Poisson kernel For any domain $D$, let $G_{D}$ be the Green's function in $D$ as defined in Section 2.1. In our normalisation,

$$
\begin{equation*}
\forall x, y \in \mathbb{D}, G_{\mathbb{D}}(x, y)=\frac{1}{2 \pi} \log \frac{|1-x \bar{y}|}{|x-y|} \quad \text { and } \quad \forall x, y \in \mathbb{H}, G_{\mathbb{H}}(x, y)=\frac{1}{2 \pi} \log \frac{|x-\bar{y}|}{|x-y|} . \tag{6.15}
\end{equation*}
$$

Suppose that $\partial D$ is smooth. Then for $x \in D$ and $z \in \partial D$, the Poisson kernel is given by $H_{D}(x, z)=\lim _{\varepsilon \rightarrow 0} \varepsilon^{-1} G\left(x, z+\varepsilon \mathbf{n}_{z}\right)$, where $\mathbf{n}_{z}$ is the inward unit normal vector of $\partial D$ at $z$. We have

$$
\begin{equation*}
\forall x \in \mathbb{D}, \forall z \in \partial \mathbb{D}, H_{\mathbb{D}}(x, z)=\frac{1}{2 \pi} \frac{1-|x|^{2}}{|x-z|^{2}} \quad \text { and } \quad \forall x \in \mathbb{H}, \forall z \in \partial \mathbb{H}, H_{\mathbb{H}}(x, z)=\frac{\operatorname{Im}(x)}{\pi|x-z|^{2}} . \tag{6.16}
\end{equation*}
$$

For $z, w \in \partial D$, let the boundary Poisson kernel be $H_{D}(z, w)=\lim _{\varepsilon \rightarrow 0} \varepsilon^{-1} H_{D}\left(z+\varepsilon \mathbf{n}_{z}, w\right)$. Under this normalisation, we have

$$
\begin{equation*}
\forall z, w \in \partial \mathbb{D}, H_{\mathbb{D}}(z, w)=\frac{1}{\pi|z-w|^{2}} \quad \text { and } \quad \forall z, w \in \partial \mathbb{H}, H_{\mathbb{H}}(z, w)=\frac{1}{\pi(z-w)^{2}} . \tag{6.17}
\end{equation*}
$$

Finally recall the definitions introduced in Notation 6.3 of the conformal map $f_{z}: \mathbb{H} \rightarrow \mathbb{D}$ mapping $z$ to 0 and $U(z, r)=f_{z}^{-1}(D(0, r))$.
Lemma 6.13 (Getting close to one interior point). For all $\eta \in(0,1)$, there exists $C=C(\eta)>0$ such that the following holds. Let $a, b \in \mathbb{R}$ be two distinct boundary points and let $B$ be a Brownian excursion in $\mathbb{H}$ between a and b. For all $r \in(0,1-\eta)$ and $z=x+y i \in \mathbb{H}$,

$$
\begin{equation*}
\mathbb{P}[B \cap U(z, r) \neq \emptyset] \leq C \frac{(a-b)^{2} y^{2}}{|a-z|^{2}|b-z|^{2}}|\log r|^{-1} \tag{6.18}
\end{equation*}
$$

Proof. Consider the conformal map $f_{z}: \mathbb{H} \rightarrow \mathbb{D}$ that sends $z$ to 0 . Let $\beta_{0} \in[0,2 \pi)$ be the angle between $f_{z}(a)$ and $f_{z}(b)$. By conformal invariance, the left hand side of (6.18) is equal to the probability $p\left(\beta_{0}, r\right)$ that a Brownian excursion in $\mathbb{D}$ between 1 and $e^{i \beta_{0}}$ visits $D(0, r)$. Let $\mu$ be the infinite measure on excursions $B$ in $\mathbb{D}$ started from 1 , defined by $\mu=\int_{0}^{2 \pi} H_{\mathbb{D}}\left(1, e^{i \beta}\right) \mu_{\mathbb{D}}^{\#}\left(1, e^{i \beta}\right) d \beta$. Let $T$ be the total time length of $B$. We have

$$
\begin{aligned}
& p(\beta, r) H_{\mathbb{D}}\left(1, e^{i \beta}\right) d \beta=\mu\left(B \cap D(0, r) \neq \emptyset, \arg B_{T} \in(\beta, \beta+d \beta)\right) \\
& =\mathbb{P}\left(\arg B_{T} \in(\beta, \beta+d \beta) \mid B \cap D(0, r) \neq \emptyset\right) \mu(B \cap D(0, r) \neq \emptyset) .
\end{aligned}
$$

Moreover,

$$
\mu(B \cap D(0, r) \neq \emptyset)=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \mathbb{P}_{1-\varepsilon}\left(\tau_{D(0, r)}<\tau_{\partial \mathbb{D}}\right)=|\log r|^{-1},
$$

where the probability above stands for the probability that a Brownian motion starting at $1-\varepsilon$ hits $D(0, r)$ before $\partial \mathbb{D}$. For fixed $\eta \in(0,1)$ and $r \in(0, \eta)$, for an excursion $B$ started from 1 and conditioned to hit $D(0, r)$, there exists a constant $C(\eta)>0$, such that

$$
\mathbb{P}\left(\arg B_{T} \in(\beta, \beta+d \beta) \mid B \cap D(0, r) \neq \emptyset\right) \leq C(\eta) d \beta .
$$

Therefore

$$
p(\beta, r) \leq C(\eta) H_{\mathbb{D}}\left(1, e^{i \beta}\right)^{-1}|\log r|^{-1} \quad \text { for all } r \leq 1-\eta .
$$

Finally, by (6.17),

$$
H_{\mathbb{D}}\left(1, e^{i \beta_{0}}\right)=\frac{1}{\pi\left|f_{z}(a)-f_{z}(b)\right|^{2}}=\frac{|a-z|^{2}|b-z|^{2}}{4 \pi y^{2}(a-b)^{2}} .
$$

This concludes the proof.
Lemma 6.14 (Getting close to two interior points). For all $\eta \in(0,1)$, there exist $\nu=\nu(\eta)>0$ and $C=C(\eta)>0$ such that the following holds. Let $a, b \in \mathbb{R}$ be two distinct boundary points and let $B$ be a Brownian excursion in $\mathbb{H}$ between a and b. For all $z_{j}=x_{j}+y_{j} i \in \mathbb{H}, j=1,2$, and $r_{1}, r_{2} \in(0,1-\eta)$ such that $r_{j} \operatorname{Im}\left(z_{j}\right) \leq \nu\left|z_{1}-z_{2}\right|, j=1,2$, we have

$$
\begin{aligned}
& \mathbb{P}\left[B \cap U\left(z_{1}, r_{1}\right) \neq \emptyset, B \cap U\left(z_{2}, r_{2}\right) \neq \emptyset\right] \\
& \leq C\left(\frac{(a-b)^{2} y_{1} y_{2}}{\left|a-z_{1}\right|^{2}\left|b-z_{2}\right|^{2}}+\frac{(a-b)^{2} y_{1} y_{2}}{\left|a-z_{2}\right|^{2}\left|b-z_{1}\right|^{2}}\right)\left(1+G_{\mathbb{H}}\left(z_{1}, z_{2}\right)\right)\left|\log r_{1}\right|^{-1}\left|\log r_{2}\right|^{-1}
\end{aligned}
$$

The condition that $r_{j} \operatorname{Im}\left(z_{j}\right) \leq \nu\left|z_{1}-z_{2}\right|, j=1,2$ ensures that $U\left(z_{1}, r_{1}\right)$ and $U\left(z_{2}, r_{2}\right)$ do not intersect and are at distance of order $\left|z_{1}-z_{2}\right|$ to each other.

Proof. We start by recording two facts for ease of future reference:

1. For all $w \in \partial \mathbb{D}$ and $r \in(0,1)$,

$$
\begin{equation*}
\int_{\partial D(0, r)} H_{\mathbb{D} \backslash D(0, r)}(w, z) \mathrm{d} z=|\log r|^{-1} . \tag{6.19}
\end{equation*}
$$

Indeed, the left hand side is equal to
$\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \int_{\partial D(0, r)} H_{\mathbb{D} \backslash D(0, r)}\left(w+\varepsilon \mathbf{n}_{w}, z\right) \mathrm{d} z=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \mathbb{P}_{w+\varepsilon \mathbf{n}_{w}}\left(\tau_{D(0, r)}<\tau_{\partial \mathbb{D}}\right)=\lim _{\varepsilon \rightarrow 0} \frac{\log (1-\varepsilon)}{\varepsilon \log r}=\frac{1}{|\log r|}$,
where the probability appearing in the above display stands for the probability that a Brownian motion starting from $w+\varepsilon \mathbf{n}_{w}$ hits $D(0, r)$ before hitting $\partial \mathbb{D}$.
2. There exists $C_{0}>0$ such that for all $z_{3} \in \partial U\left(z_{1}, r_{1}\right)$ and $z_{4} \in \partial U\left(z_{2}, r_{2}\right)$,

$$
\begin{equation*}
G_{\mathbb{H}}\left(z_{3}, z_{4}\right) \leq C_{0}\left(1+G_{\mathbb{H}}\left(z_{1}, z_{2}\right)\right) . \tag{6.20}
\end{equation*}
$$

This follows from the fact that there exists $\nu=\nu(\eta)>0$ such that for all $z_{2 j} \in U\left(z_{j}, r_{j}\right)$, $\left|z_{2 j}-z_{j}\right| \leq(10 \nu)^{-1} r_{j} \operatorname{Im}\left(z_{j}\right), j=1,2$. The assumption that $r_{j} \operatorname{Im}\left(z_{j}\right) \leq \nu\left|z_{1}-z_{2}\right|, j=1,2$, then ensures that the points of $U\left(z_{1}, r_{1}\right)$ stay much closer to $z_{1}$ than to any other point of $U\left(z_{2}, r_{2}\right)$. A direct computation using (6.15) then concludes the proof of (6.20).

Having collected these two initial facts, we can now proceed with the proof of Lemma 6.14. The event $B \cap U\left(z_{1}, r_{1}\right) \neq \emptyset, B \cap U\left(z_{2}, r_{2}\right) \neq \emptyset$ is the disjoint union of the two events $E_{1}$ and $E_{2}$ :

- Let $E_{1}$ be the event that $B$ first visits $U\left(z_{1}, r_{1}\right)$ before $U\left(z_{2}, r_{2}\right)$.
- Let $E_{2}$ be the event that $B$ first visits $U\left(z_{2}, r_{2}\right)$ before $U\left(z_{1}, r_{1}\right)$.

On $E_{1}$, we can decompose $B$ into an excursion from $a$ to $z_{3} \in \partial U\left(z_{1}, r_{1}\right)$ in $\mathbb{H} \backslash\left(U\left(z_{1}, r_{1}\right) \cup U\left(z_{2}, r_{2}\right)\right)$, an excursion from $z_{3}$ to $z_{4} \in \partial U\left(z_{2}, r_{2}\right)$ in $\mathbb{H}$ and an excursion from $z_{4}$ to $b$ in $\mathbb{H} \backslash U\left(z_{2}, r_{2}\right)$. This results in the following identity
$H_{\mathbb{H}}(a, b) \mathbb{P}\left[E_{1}\right]=\int_{\partial U\left(z_{1}, r_{1}\right)} \mathrm{d} z_{3} \int_{\partial U\left(z_{2}, r_{2}\right)} \mathrm{d} z_{4} H_{\mathbb{H} \backslash\left(U\left(z_{1}, r_{1}\right) \cup U\left(z_{2}, r_{2}\right)\right)}\left(a, z_{3}\right) G_{\mathbb{H}}\left(z_{3}, z_{4}\right) H_{\mathbb{H} \backslash U\left(z_{2}, r_{2}\right)}\left(b, z_{4}\right)$.

Increasing the domain can only increase the pointwise values of the Poisson kernel. We can thus bound $H_{\mathbb{H} \backslash\left(U\left(z_{1}, r_{1}\right) \cup U\left(z_{2}, r_{2}\right)\right)}\left(a, z_{3}\right) \leq H_{\mathbb{H} \backslash U\left(z_{1}, r_{1}\right)}\left(a, z_{3}\right)$ for all $z_{3} \in \partial U\left(z_{1}, r_{1}\right)$. Using further (6.20), we deduce that
$H_{\mathbb{H}}(a, b) \mathbb{P}\left[E_{1}\right] \leq C_{0}\left(1+G_{\mathbb{H}}\left(z_{1}, z_{2}\right)\right) \int_{\partial U\left(z_{1}, r_{1}\right)} \mathrm{d} z_{3} H_{\mathbb{H} \backslash U\left(z_{1}, r_{1}\right)}\left(a, z_{3}\right) \times \int_{\partial U\left(z_{2}, r_{2}\right)} \mathrm{d} z_{4} H_{\mathbb{H} \backslash U\left(z_{2}, r_{2}\right)}\left(b, z_{4}\right)$.
With a change of variable and conformal covariance of the boundary Poisson kernel, this is further equal to
$C_{0}\left(1+G_{\mathbb{H}}\left(z_{1}, z_{2}\right)\right) f_{z_{1}}^{\prime}(a) f_{z_{2}}^{\prime}(b) \int_{\partial D\left(0, r_{1}\right)} H_{\mathbb{D} \backslash D\left(0, r_{1}\right)}\left(f_{z_{1}}(a), w_{3}\right) \mathrm{d} w_{3} \int_{\partial D\left(0, r_{2}\right)} H_{\mathbb{D} \backslash D\left(0, r_{2}\right)}\left(f_{z_{2}}(b), w_{4}\right) \mathrm{d} w_{4}$.
By (6.19), the product of the last two integrals equals $\left|\log r_{1}\right|^{-1}\left|\log r_{2}\right|^{-1}$. Finally, using that (see (6.17))

$$
H_{\mathbb{H}}(a, b)=\frac{1}{\pi(a-b)^{2}}, \quad f_{z_{1}}^{\prime}(a)=\frac{2 y_{1}}{\left|a-z_{1}\right|^{2}}, \quad f_{z_{2}}^{\prime}(b)=\frac{2 y_{2}}{\left|b-z_{2}\right|^{2}},
$$

we obtain that

$$
\mathbb{P}\left[E_{1}\right] \leq \pi^{-1} C_{1}\left(1+G_{\mathbb{H}}\left(z_{1}, z_{2}\right)\right) \frac{(a-b)^{2} y_{1} y_{2}}{\left|a-z_{1}\right|^{2}\left|b-z_{2}\right|^{2}}\left|\log r_{1}\right|^{-1}\left|\log r_{2}\right|^{-1}
$$

To bound $\mathbb{P}\left[E_{2}\right]$ simply exchange the roles of $z_{1}$ and $z_{2}$. This concludes the proof.

### 6.3 Boundary excursions in a loop soup with mixed boundary conditions

In this subsection, we aim to prove Propositions 6.5 and 6.16 which provide quantitative controls on the number of excursions in $\mathcal{E}_{\mathbb{R}^{-}}$. Proposition 6.5 can be understood as a first moment estimate, and Propositions 6.16 can be understood as a second moment estimate.

The proofs of Propositions 6.5 and 6.16 rely essentially on the restriction property of $\mathcal{E}$ (Theorem 6.2) and the independence of the excursions conditionally on their endpoints (Lemma 6.15). Lemma 6.15 is a variation of [QW18, Lemma 9$]$ which states that $\mathcal{E}_{\mathbb{R}}$ is a locally finite point process of Brownian excursions. Changing $\mathcal{E}_{\mathbb{R}}$ to $\mathcal{E}_{\mathbb{R}^{-}}$only modifies the setup of the proof, not the essential arguments, so we omit the proof of Lemma 6.15.

Lemma 6.15. The collection $\mathcal{E}_{\mathbb{R}^{-}}$is a locally finite point process of Brownian excursions in $\mathbb{H}$.
The "point process of Brownian excursions" property means that, conditionally on the endpoints of the excursions, $\mathcal{E}_{\mathbb{R}^{-}}$is distributed as the collection of independent Brownian excursions between the given endpoints. Throughout, for each excursion $e$, we assign an i.i.d. orientation with probability $1 / 2$. Let $a(e)$ and $b(e)$ be respectively the starting and ending endpoints of an excursion $e$. The "locally finite" property means that for each $\delta>0$, the collection of excursions $e \in \mathcal{E}_{\mathbb{R}^{-}}$with $|a(e)-b(e)| \geq \delta$ is a.s. finite.

Let us first prove Proposition 6.5.
Proof of Proposition 6.5. We write $\mathcal{E}$ for $\mathcal{E}_{\mathbb{R}^{-}}$for simplicity. We define for each $e \in \mathcal{E}$ and $r>0$,

$$
p_{r}(e):=\frac{(b(e)-a(e))^{2}}{(r-b(e))^{2}(r-a(e))^{2}} .
$$

By Lemma 6.15 and Lemma 6.8, we know that

$$
\begin{equation*}
\mathbb{P}[e \cap D(r, \varepsilon) \neq \emptyset \mid a(e), b(e)]=p_{r}(e) \varepsilon^{2}+O(1) \varepsilon^{4} \tag{6.22}
\end{equation*}
$$

where the $O(1)$ term depends on $a(e), b(e)$ and $r$, but is uniformly bounded for $\varepsilon \leq 1$. Note that for all $a(e)<b(e)<0$ and $r>0$, we have $p_{r}(e) \leq r^{-2}$. For each $M>0$, let $\mathcal{E}^{M}$ denote the collection of the $M$ excursions in $\mathcal{E}$ with the largest $p_{r}(e)$. Then $\mathcal{E}=\cup_{M>0} \mathcal{E}^{M}$. Let us first show that

$$
\begin{equation*}
\mathbb{P}\left[\mathcal{E}^{M} \cap D(r, \varepsilon) \neq \emptyset \mid\{(a(e), b(e))\}_{e \in \mathcal{E}^{M}}\right]=\sum_{e \in \mathcal{E}^{M}} p_{r}(e) \varepsilon^{2}+O(1) \varepsilon^{4}, \tag{6.23}
\end{equation*}
$$

where the $O(1)$ term depends on $r, M$ and the random set $\{(a(e), b(e))\}_{e \in \mathcal{E}^{M}}$, but is uniformly bounded for $\varepsilon \leq 1$. The $\leq$ direction in (6.23) directly follows from Lemma 6.15 and (6.22). To prove the $\geq$ direction, note that by the inclusion-exclusion principle, the left-hand side of (6.23) is at least

$$
\begin{aligned}
& \sum_{e \in \mathcal{E}^{M}} \mathbb{P}[e \cap D(r, \varepsilon) \neq \emptyset]-\sum_{e_{1} \neq e_{2} \in \mathcal{E}^{M}} \mathbb{P}\left[e_{1} \cap D(r, \varepsilon) \neq \emptyset, e_{2} \cap D(r, \varepsilon) \neq \emptyset\right] \\
= & \sum_{e \in \mathcal{E}^{M}} p_{r}(e) \varepsilon^{2}-\sum_{e_{1} \neq e_{2} \in \mathcal{E}^{M}} p_{r}\left(e_{1}\right) p_{r}\left(e_{2}\right) \varepsilon^{4}+O(1) \varepsilon^{4}=\sum_{e \in \mathcal{E}^{M}} p_{r}(e) \varepsilon^{2}+O(1) \varepsilon^{4} .
\end{aligned}
$$

In the last equality, we have used the bound $\sum_{e_{1} \neq e_{2} \in \mathcal{E}^{M}} p_{r}\left(e_{1}\right) p_{r}\left(e_{2}\right) \leq M^{2} r^{-4}$. This completes the proof of (6.23). Note that the $O(1)$ term in (6.23) has finite expectation, since $\mathbb{P}\left[\mathcal{E}^{M} \cap D(r, \varepsilon) \neq \emptyset\right] \in[0,1]$. Taking expectations on both sides of (6.23), we get

$$
\begin{equation*}
\mathbb{P}\left[\mathcal{E}^{M} \cap D(r, \varepsilon) \neq \emptyset\right]=\mathbb{E}\left[\sum_{e \in \mathcal{E}^{M}} p_{r}(e)\right] \varepsilon^{2}+O(1) \varepsilon^{4}, \tag{6.24}
\end{equation*}
$$

where the $O(1)$ term depends on $M$ and $r$, but is uniformly bounded for $\varepsilon \leq 1$.
On the other hand, by Theorem 6.2, we know that $\mathcal{E}$ is distributed as a restriction measure of exponent $\alpha(\theta)$. Applying Lemma 6.8 to $a=\infty$ and $b=0$, we get

$$
\begin{equation*}
\mathbb{P}[\mathcal{E} \cap D(r, \varepsilon) \neq \emptyset]=\alpha(\theta) \varepsilon^{2} / r^{2}+O(1) \varepsilon^{4} \tag{6.25}
\end{equation*}
$$

Since $\mathbb{P}\left[\mathcal{E}^{M} \cap D(r, \varepsilon) \neq \emptyset\right] \leq \mathbb{P}[\mathcal{E} \cap D(r, \varepsilon) \neq \emptyset]$, together with (6.24), we deduce that

$$
\mathbb{E}\left[\sum_{e \in \mathcal{E}^{M}} p_{r}(e)\right] \leq \alpha(\theta) / r^{2} .
$$

Letting $M \rightarrow \infty$, by monotone convergence, we have

$$
\begin{equation*}
\mathbb{E}\left[\sum_{e \in \mathcal{E}} p_{r}(e)\right] \leq \alpha(\theta) / r^{2} \tag{6.26}
\end{equation*}
$$

Let $M \rightarrow \infty$ in both sides of (6.24). The left-hand side of (6.24) tends to $\mathbb{P}[\mathcal{E} \cap D(r, \varepsilon) \neq \emptyset]$ which is less than 1. In the right-hand side of (6.24), the coefficient in front of $\varepsilon^{2}$ is increasing as $M \rightarrow \infty$, and tends to the same expected sum over $\mathcal{E}$ instead of $\mathcal{E}^{M}$, which is less than $\alpha(\theta) / r^{2}$ by (6.26). Therefore, the $O(1)$ term in (6.24) should also be bounded as $M \rightarrow \infty$. This implies

$$
\mathbb{P}[\mathcal{E} \cap D(r, \varepsilon) \neq \emptyset]=\mathbb{E}\left[\sum_{e \in \mathcal{E}} p_{r}(e)\right] \varepsilon^{2}+O(1) \varepsilon^{4}
$$

where the $O(1)$ term depends only on $r$. Comparing with (6.25) yields the lemma.
Let us now deduce a "second moment" estimate.
Proposition 6.16. For all $0<r_{1}<r_{2}$, we have

$$
\begin{align*}
& \mathbb{E}\left[\sum_{e \in \mathcal{E}_{\mathbb{R}^{-}}} \frac{(b(e)-a(e))^{2}}{\left(r_{1}-b(e)\right)^{2}\left(r_{2}-a(e)\right)^{2}\left(r_{1}-r_{2}\right)^{2}}\right]+\mathbb{E}\left[\sum_{e \in \mathcal{E}_{\mathbb{R}^{-}}} \frac{(b(e)-a(e))^{2}}{\left(r_{1}-a(e)\right)^{2}\left(r_{2}-b(e)\right)^{2}\left(r_{1}-r_{2}\right)^{2}}\right] \\
& +\mathbb{E}\left[\sum_{e_{1} \neq e_{2} \in \mathcal{E}_{\mathbb{R}^{-}}} \frac{\left(b\left(e_{1}\right)-a\left(e_{1}\right)\right)^{2}}{\left(r_{1}-b\left(e_{1}\right)\right)^{2}\left(r_{1}-a\left(e_{1}\right)\right)^{2}} \frac{\left(b\left(e_{2}\right)-a\left(e_{2}\right)\right)^{2}}{\left(r_{2}-b\left(e_{2}\right)\right)^{2}\left(r_{2}-a\left(e_{2}\right)\right)^{2}}\right]  \tag{6.27}\\
& =\frac{\alpha(\theta)}{r_{1}^{2}\left(r_{2}-r_{1}\right)^{2}}+\frac{\alpha(\theta)}{r_{2}^{2}\left(r_{2}-r_{1}\right)^{2}}+\frac{\alpha(\theta)(\alpha(\theta)-1)}{r_{1}^{2} r_{2}^{2}} .
\end{align*}
$$

Remark 6.17. When $\theta=1 / 2$, the endpoints of $\mathcal{E}_{\mathbb{R}^{-}}$are distributed according to a Poisson point process with intensity $1 / 4$ (see Theorem 6.1 for $\mathcal{E}_{\mathbb{R}}$ instead of $\mathcal{E}_{\mathbb{R}^{-}}$). At this value of $\theta$, the restriction exponent $\alpha(\theta)$ equals $1 / 4$ and thus also corresponds to the intensity of the point process. With a simple Poisson point process computation, one can deduce from Proposition 6.5 that the third expectation on the left hand side of (6.27) is equal to the third term on the right hand side. There is a priori no reason to believe that this still holds for other values of $\theta$. However, we will only need to upper bound the terms on the left hand side of (6.27).

Proof. We write $\mathcal{E}$ for $\mathcal{E}_{\mathbb{R}^{-}}$for simplicity. By Theorem 6.2 and Lemma 6.9 applied to $a=\infty$ and $b=0$, we have

$$
\begin{equation*}
\mathbb{P}\left[\mathcal{E} \cap D\left(r_{1}, \varepsilon\right) \neq \emptyset, \mathcal{E} \cap D\left(r_{2}, \varepsilon\right) \neq \emptyset\right]=\frac{\alpha(\theta)(\alpha(\theta)-1) \varepsilon^{4}}{r_{1}^{2} r_{2}^{2}}+\frac{\alpha(\theta) \varepsilon^{4}}{r_{1}^{2}\left(r_{2}-r_{1}\right)^{2}}+\frac{\alpha(\theta) \varepsilon^{4}}{r_{2}^{2}\left(r_{2}-r_{1}\right)^{2}}+O(1) \varepsilon^{5} \tag{6.28}
\end{equation*}
$$

The event $\left\{\mathcal{E} \cap D\left(r_{1}, \varepsilon\right) \neq \emptyset, \mathcal{E} \cap D\left(r_{2}, \varepsilon\right) \neq \emptyset\right\}$ is equal to the union of the two following events:

- Let $E_{1}$ be the event that $D\left(r_{1}, \varepsilon\right)$ and $D\left(r_{2}, \varepsilon\right)$ are visited by a same excursion in $\mathcal{E}$.
- Let $E_{2}$ be the event that $D\left(r_{1}, \varepsilon\right)$ and $D\left(r_{2}, \varepsilon\right)$ are visited by two different excursions in $\mathcal{E}$.

We first evaluate $\mathbb{P}\left[E_{1}\right]$. Let

$$
s_{r_{1}, r_{2}}(e):=\frac{(b(e)-a(e))^{2}}{\left(r_{1}-b(e)\right)^{2}\left(r_{2}-a(e)\right)^{2}\left(r_{1}-r_{2}\right)^{2}}+\frac{(b(e)-a(e))^{2}}{\left(r_{1}-a(e)\right)^{2}\left(r_{2}-b(e)\right)^{2}\left(r_{1}-r_{2}\right)^{2}}
$$

By Lemma 6.15 and Corollary 6.12, we have

$$
\mathbb{P}\left[e \cap D\left(r_{1}, \varepsilon\right) \neq \emptyset, e \cap D\left(r_{2}, \varepsilon\right) \neq \emptyset\right]=s_{r_{1}, r_{2}}(e) \varepsilon^{4}+O(1) \varepsilon^{5}
$$

where the $O(1)$ term depends on $a(e), b(e)$ and $r_{1}, r_{2}$, but is uniformly bounded for $\varepsilon \leq 1$. Note that for all $a(e)<b(e)<0$ and $r_{1}, r_{2}>0$, we have $p_{r}(e) \leq\left(r_{1}-r_{2}\right)^{-2}\left(r_{1}^{-2}+r_{2}^{-2}\right)$.

For each $M>0$, let $\mathcal{E}^{M}$ be the set of the $M$ excursions in $\mathcal{E}$ with the largest $s_{r_{1}, r_{2}}(e)$. Then $\mathcal{E}=\cup_{M>0} \mathcal{E}^{M}$. Let $E_{1}^{M}$ and $E_{2}^{M}$ be defined respectively as $E_{1}$ and $E_{2}$ where we replace $\mathcal{E}$ by $\mathcal{E}^{M}$ in their definitions. By Lemma 6.15, Corollary 6.12, and a use of the inclusion-exclusion principle as in the proof of 6.5 , we can deduce

$$
\mathbb{P}\left[E_{1}^{M} \mid\{(a(e), b(e))]=\sum_{e \in \mathcal{E}^{M}} s_{r_{1}, r_{2}}(e) \varepsilon^{4}+O(1) \varepsilon^{5}\right.
$$

where the $O(1)$ term depends on $r_{1}, r_{2}$ and the random set $\{(a(e), b(e))\}_{e \in \mathcal{E}^{M}}$, but is uniformly bounded for $\varepsilon \leq 1$. Moreover, this $O(1)$ term has finite expectation, since $\mathbb{P}\left[E_{1}^{M}\right] \in[0,1]$. A similar reasoning as in the proof of Proposition 6.5 will allow us to take the expectations on both sides of the previous equality and then let $M \rightarrow \infty$. We will get that

$$
\mathbb{P}\left[E_{1}\right]=\mathbb{E}\left[\sum_{e \in \mathcal{E}} s_{r_{1}, r_{2}}(e)\right] \varepsilon^{4}+O(1) \varepsilon^{5} .
$$

Let us now evaluate $\mathbb{P}\left[E_{2}\right]$. By Lemmas 6.15 and 6.8 , we have

$$
\mathbb{P}\left[E_{2}^{M} \left\lvert\,\{(a(e), b(e))]=\sum_{e_{1} \neq e_{2} \in \mathcal{E}} \frac{\left(b\left(e_{1}\right)-a\left(e_{1}\right)\right)^{2} \varepsilon^{2}}{\left(r_{1}-b\left(e_{1}\right)\right)^{2}\left(r_{1}-a\left(e_{1}\right)\right)^{2}} \frac{\left(b\left(e_{2}\right)-a\left(e_{2}\right)\right)^{2} \varepsilon^{2}}{\left(r_{2}-b\left(e_{2}\right)\right)^{2}\left(r_{2}-a\left(e_{2}\right)\right)^{2}}+O\left(\varepsilon^{5}\right) .\right.\right.
$$

The same reasoning will again allow us to conclude that $\mathbb{P}\left[E_{2}\right]$ is equal to the line (6.27) times $\varepsilon^{4}$ plus $O(1) \varepsilon^{5}$.

Finally, one can see that $\mathbb{P}\left[E_{1} \cap E_{2}\right]$ is of smaller order than $\varepsilon^{4}$, because on $E_{1} \cap E_{2}$, there needs to be one excursion $e_{1} \in \mathcal{E}$ that visits both $D\left(r_{1}, \varepsilon\right)$ and $D\left(r_{2}, \varepsilon\right)$ and a different excursion $e_{2} \in \mathcal{E}$ that visits $D\left(r_{1}, \varepsilon\right)$ or $D\left(r_{2}, \varepsilon\right)$. This implies that

$$
\mathbb{P}\left[\mathcal{E} \cap D\left(r_{1}, \varepsilon\right) \neq \emptyset, \mathcal{E} \cap D\left(r_{2}, \varepsilon\right) \neq \emptyset\right]=\mathbb{P}\left[E_{1}\right]+\mathbb{P}\left[E_{2}\right]+o\left(\varepsilon^{4}\right)
$$

Combining with (6.28) and the previous evaluations of $\mathbb{P}\left[E_{1}\right]$ and $\mathbb{P}\left[E_{2}\right]$, we obtain the lemma.

### 6.4 Boundary excursions in a loop soup with wired boundary conditions

In this section, we will use the results from Section 6.3 to obtain quantitative controls on excursions in $\mathcal{E}_{\mathbb{R}}$, i.e., from a loop soup in $\mathbb{H}$ which is wired on the entire boundary. The main step is to prove Lemma 6.18 below. After that, we will deduce Lemmas 6.19 and 6.20 as consequences.

Lemma 6.18. We have

$$
\begin{align*}
& S_{1}:=\mathbb{E}\left[\sum_{e \in \mathcal{E}_{\mathbb{R}}, a(e), b(e) \in[0,1]}(a(e)-b(e))^{2}\right]<\infty .  \tag{6.29}\\
& S_{2}:=\mathbb{E}\left[\sum_{e_{1}, e_{2} \in \mathcal{E}_{\mathbb{R}} ; a\left(e_{1}\right), b\left(e_{1}\right), a\left(e_{2}\right), b\left(e_{2}\right) \in[0,1]}\left(b\left(e_{1}\right)-a\left(e_{1}\right)\right)^{2}\left(b\left(e_{2}\right)-a\left(e_{2}\right)\right)^{2}\right]<\infty . \tag{6.30}
\end{align*}
$$

Proof. We use $\mathcal{E}$ to denote $\mathcal{E}_{\mathbb{R}}$ for simplicity. We apply the conformal map $z \in \mathbb{H} \mapsto 1 /(1-z) \in \mathbb{H}$ that maps $\mathbb{R}^{-}$to $[0,1]$ to Proposition 6.5 (with $r=1$ ), and get

$$
\mathbb{E}\left[\sum_{e \in \mathcal{E}_{[0,1]}}(a(e)-b(e))^{2}\right]=\alpha(\theta) .
$$

By scaling invariance and translation invariance, for all $R>0$, we have

$$
\mathbb{E}\left[\sum_{e \in \mathcal{E}_{[-R, R]}}(a(e)-b(e))^{2}\right]=4 R^{2} \alpha(\theta)
$$

Therefore

$$
\mathbb{E}\left[\sum_{e \in \mathcal{E}_{[-R, R]}, a(e), b(e) \in[0,1]}(a(e)-b(e))^{2}\right] \leq 4 R^{2} \alpha(\theta) .
$$

In a loop soup $\mathcal{L}_{[-R, R]}$ in $\mathbb{H}$ wired on $[-R, R]$ and free elsewhere, let $\eta$ be the curve from $-R$ to $R$ which is the outer boundary of the cluster glued at $[-R, R]$. Then $\eta$ is distributed as a SLE ${ }_{\kappa}$ from $-R$ to $R$. Let $g_{t}$ be the conformal map from $\mathbb{H} \backslash \eta([0, t])$ onto $\mathbb{H}$ that fixes $0,1, \infty$. Let $E$ be the event that $\eta \cap D(0,10)=\emptyset$. We can take $R$ big enough so that $\mathbb{P}(E) \geq 1 / 2$. Let us first prove that on the event $E$,

$$
\begin{equation*}
\sum_{e \in \mathcal{E}_{[-R, R]}, a(e), b(e) \in[0,1]}\left(g_{t}(a(e))-g_{t}(b(e))\right)^{2} \leq C \sum_{e \in \mathcal{E}_{[-R, R]}, a(e), b(e) \in[0,1]}(a(e)-b(e))^{2} . \tag{6.31}
\end{equation*}
$$

There is an infinite measure $\mu$ on Brownian excursions in $\mathbb{H}$ between a point $x \in \mathbb{R}$ and $\infty$, so that the endpoint $x$ is distributed according to the Lebesgue measure [LSW03b]. For a given $g_{t}$, there is a constant $C$ (which depends only on $g_{t}$ ) such that for all $-R<a<b<R, g_{t}(b)-g_{t}(a)$ is equal to $C$ times the $\mu$-measure of excursions in $\mathbb{H}$ between $\infty$ and an endpoint in $[a, b]$ which do not intersect $\eta([0, t])$. On the event $E$, an excursion in $\mathbb{H} \backslash \eta([0, t])$ from $\infty$ to $[a, b]$ can further be decomposed as the concatenation of an excursion $\xi_{1}$ between $z_{0} \in \partial D(0,10)$ in $\mathbb{H} \backslash \eta([0, t])$ and an excursion $\xi_{2}$ between $z_{0}$ and a point in $[a, b]$ in $D(0,10)$. The distribution of $z_{0}$ depends on $\eta([0, t])$, and we denote it by $\mathbb{P}_{0}$. However, given $z_{0}$, the distribution of $\xi_{2}$ is independent from $\eta([0, t])$. For all $0 \leq a<b \leq 1$, the ratio

$$
\begin{equation*}
\frac{g_{t}(b)-g_{t}(a)}{g_{t}(1)-g_{t}(0)}=\mathbb{E}_{0}\left[\frac{\int_{a}^{b} H_{D(0,10)}\left(z_{0}, x\right) d x}{\int_{0}^{1} H_{D(0,10)}\left(z_{0}, x\right) d x}\right] \tag{6.32}
\end{equation*}
$$

Since $\partial D(0,10)$ has positive distance from $[0,1]$, there exist $C_{1}>c_{1}>0$ such that for all $z_{0} \in \partial D(0,10)$ and $x \in[0,1]$, we have $c_{1} \leq H_{D(0,10)}\left(z_{0}, x\right) \leq C_{1}$. Therefore (6.32) is at most $\left(C_{1} / c_{1}\right)(b-a)$. This implies that $g_{t}(b)-g_{t}(a) \leq C(b-a)$ for all $0 \leq a<b \leq 1$ where $C$ is some universal constant, hence (6.31) follows.

As $t \rightarrow \infty, g_{t}$ converges to the conformal map $g_{\infty}$ from the bounded connected component of $\mathbb{H} \backslash \eta([0, \infty])$ onto $\mathbb{H}$ that sends $0,1, R$ to $0,1, \infty$. The left-hand side of (6.31) is at least

$$
\sum_{e \in \mathcal{E}_{[-R, R]}, a(e), b(e) \in[0,1], e \cap \eta=\emptyset}\left(g_{t}(a(e))-g_{t}(b(e))\right)^{2},
$$

which converges a.s. to

$$
\begin{equation*}
\sum_{e \in \mathcal{E}, a(e), b(e) \in[0,1]}(a(e)-b(e))^{2}, \tag{6.33}
\end{equation*}
$$

where $\mathcal{E}$ is the set of excursions induced from $g_{\infty}\left(\mathcal{L}_{[-R, R]}\right)$, a loop soup in $\mathbb{H}$ with wired boundary conditions. By Theorem 6.1, the law of (6.33) is independent from $\eta$, hence remains unchanged if we condition on $E$. Taking the conditional expectation on $E$ of both sides of (6.31), letting $t \rightarrow \infty$, and using the dominated convergence where the dominator is given by the right-hand side of (6.31), we get

$$
\begin{align*}
& \mathbb{E}\left[\sum_{e \in \mathcal{E}, a(e), b(e) \in[0,1]}(a(e)-b(e))^{2}\right] \leq C \mathbb{E}\left[\sum_{e \in \mathcal{E}_{[-R, R]}, a(e), b(e) \in[0,1]}(a(e)-b(e))^{2} \mid E\right]  \tag{6.34}\\
& \leq C \mathbb{E}\left[\sum_{e \in \mathcal{E}_{[-R, R]}, a(e), b(e) \in[0,1]}(a(e)-b(e))^{2}\right] \mathbb{P}(E)^{-1} \leq 8 C R^{2} \alpha(\theta) . \tag{6.35}
\end{align*}
$$

This completes the proof of (6.29).
The proof of (6.30) follows a similar line. From Proposition 6.16, we can deduce that for $0<r_{1}<r_{2}<1$,

$$
\begin{align*}
& \mathbb{E}\left[\sum_{e_{1} \neq e_{2} \in \mathcal{E}_{\mathbb{R}^{-}}} \frac{\left(b\left(e_{1}\right)-a\left(e_{1}\right)\right)^{2}}{\left(1-b\left(e_{1}\right)\right)^{2}\left(1-a\left(e_{1}\right)\right)^{2}} \frac{\left(b\left(e_{2}\right)-a\left(e_{2}\right)\right)^{2}}{\left(1-b\left(e_{2}\right)\right)^{2}\left(1-a\left(e_{2}\right)\right)^{2}}\right]  \tag{6.36}\\
& \leq \mathbb{E}\left[\sum_{e_{1} \neq e_{2} \in \mathcal{E}_{\mathbb{R}^{-}}} \frac{\left(b\left(e_{1}\right)-a\left(e_{1}\right)\right)^{2}}{\left(r_{1}-b\left(e_{1}\right)\right)^{2}\left(r_{1}-a\left(e_{1}\right)\right)^{2}} \frac{\left(b\left(e_{2}\right)-a\left(e_{2}\right)\right)^{2}}{\left(r_{2}-b\left(e_{2}\right)\right)^{2}\left(r_{2}-a\left(e_{2}\right)\right)^{2}}\right]<\infty .
\end{align*}
$$

Under the conformal map $f(z)=1 /(1-z), f\left(\mathcal{E}_{\mathbb{R}^{-}}\right)$is distributed as $\mathcal{E}_{[0,1]}$, and (6.36) becomes

$$
\mathbb{E}\left[\sum_{e_{1} \neq e_{2} \in \mathcal{E}_{[0,1]}}\left(b\left(e_{1}\right)-a\left(e_{1}\right)\right)^{2}\left(b\left(e_{2}\right)-a\left(e_{2}\right)\right)^{2}\right]<\infty .
$$

Following the same strategy as before, we deduce that

$$
\mathbb{E}\left[\sum_{e_{1} \neq e_{2} \in \mathcal{E}_{\infty} ; a\left(e_{1}\right), b\left(e_{1}\right), a\left(e_{2}\right), b\left(e_{2}\right) \in[0,1]}\left(b\left(e_{1}\right)-a\left(e_{1}\right)\right)^{2}\left(b\left(e_{2}\right)-a\left(e_{2}\right)\right)^{2}\right]<\infty .
$$

To deal with the case $e_{1}=e_{2}$, we simply bound $(b(e)-a(e))^{4} \leq(b(e)-a(e))^{2}$ and rely on (6.29). This completes the proof of (6.30).

Lemma 6.19. For all $\varepsilon \in[0,1]$, let

$$
X(\varepsilon):=\sum_{e \in \mathcal{E}_{\mathbb{R}} ; a(e) \in[0, \varepsilon) ; b(e) \in[0,1]}(b(e)-a(e))^{2} .
$$

Then there exists a universal constant $C>0$ such that $\mathbb{E}[X(\varepsilon)] \leq C \varepsilon$ and $\mathbb{E}\left[X(\varepsilon)^{2}\right] \leq C \varepsilon$.
Proof. Without loss of generality, assume that $\varepsilon=1 / N$ for some integer $N \geq 1$. Note that $[0,1)$ is the disjoint union of the sets $I_{n}$ for $0 \leq n \leq N-1$, where $I_{n}:=[n / N,(n+1) / N)$. Let

$$
X_{n}(\varepsilon):=\sum_{e \in \mathcal{E}_{\mathbb{R}} ; a(e) \in I_{n} ; b(e) \in[n / N, n / N+1]}(b(e)-a(e))^{2} .
$$

By translation invariance, $X_{n}(\varepsilon)$ has the same distribution as $X(\varepsilon)$. Hence

$$
\mathbb{E}\left[\sum_{e \in \mathcal{E}_{\mathbb{R}} ; a(e), b(e) \in[0,2]}(b(e)-a(e))^{2}\right] \geq \sum_{n=0}^{N-1} \mathbb{E}\left[X_{n}(\varepsilon)\right] \geq N \mathbb{E}[X(\varepsilon)]
$$

By (6.29), this implies that $\mathbb{E}[X(\varepsilon)] \leq C N^{-1}=C \varepsilon$. The upper bound on $\mathbb{E}\left[X(\varepsilon)^{2}\right]$ is obtained similarly using (6.30) and

$$
\mathbb{E}\left[\left(\sum_{e \in \mathcal{E}_{\mathbb{R}} ; a(e), b(e) \in[0,2]}(b(e)-a(e))^{2}\right)^{2}\right] \geq \mathbb{E}\left[\left(\sum_{n=0}^{N-1} X_{n}(\varepsilon)\right)^{2}\right] \geq \sum_{n=0}^{N-1} \mathbb{E}\left[X_{n}(\varepsilon)^{2}\right] \geq N \mathbb{E}\left[X(\varepsilon)^{2}\right]
$$

Lemma 6.20. For all intervals $I_{1}, I_{2} \subset \mathbb{R}$ with respective lengths $r_{1}$ and $r_{2}$, there is a universal constant $C>0$, such that

$$
\mathbb{E}\left[\sum_{e \in \mathcal{E}_{\mathbb{R}}, a(e) \in I_{1}, b(e) \in I_{2}}(b(e)-a(e))^{2}\right] \leq C r_{1} r_{2}
$$

Proof. By decomposing $I_{1}=\left(I_{1} \backslash I_{2}\right) \cup\left(I_{1} \cap I_{2}\right)$, it is enough to treat two cases: $I_{1} \subset I_{2}$ and $I_{1} \cap I_{2}=\varnothing$.

Case 1. $I_{1} \subset I_{2}$. We can decompose $I_{2}$ into the union of two subintervals sharing an endpoint with $I_{1}$. We can therefore assume that $I_{2}$ shares an endpoint with $I_{1}$. By scaling and translation, this case reduces to Lemma 6.19.

Case 2. $I_{1} \cap I_{2}=\varnothing$. By scaling and translation, it is enough to consider the case where $I_{1}=[0, x]$ and $I_{2}=[y, 1]$, where $0<x \leq y<1$. If $I_{1}$ or $I_{2}$ has length at least $1 / 4$, then the result is a direct consequence of Lemma 6.19. We can thus suppose that both $I_{1}$ and $I_{2}$ have length less than $1 / 4$. We apply the conformal map $f: z \in \mathbb{H} \mapsto \frac{(1-x) z}{(1-2 x) z+x} \in \mathbb{H}$ that fixes 0 and 1 and sends $x$ to $1 / 2$. Then

$$
\begin{equation*}
\mathbb{E}\left[\sum_{a(e) \in[0, x], b(e) \in[y, 1]}(b(e)-a(e))^{2}\right]=\mathbb{E}\left[\sum_{a(e) \in[0, f(x)], b(e) \in[f(y), 1]}\left(f^{-1}(b(e))-f^{-1}(a(e))\right)^{2}\right] . \tag{6.37}
\end{equation*}
$$

Note that

$$
y-x+2 x(1-y) \geq y-x \geq 1 / 2 \quad \text { and } \quad 1-f(y)=\frac{x(1-y)}{y-x+2 x(1-y)} \leq 2 x(1-y) \leq 1 / 8
$$

This implies that for all $a \in[0, x]$ and $b \in[y, 1]$, we have $f(b)-f(a) \geq 3 / 8 \geq 3 / 8(b-a)$. Conversely, for all $a \in[0, f(x)]$ and $b \in[f(y), 1]$, we have $f^{-1}(b)-f^{-1}(a) \leq 8 / 3(b-a)$. Therefore (6.37) is at most

$$
\frac{64}{9} \mathbb{E}\left[\sum_{a(e) \in[0, f(x)], b(e) \in[f(y), 1]}(b(e)-a(e))^{2}\right] \leq \frac{64}{9} \mathbb{E}\left[\sum_{a(e) \in[0,1], b(e) \in[f(y), 1]}(b(e)-a(e))^{2}\right]
$$

which is bounded by $C(1-f(y)) \leq 2 C x(1-y)$ by Lemma 6.19. This concludes Case 2 and the proof of Lemma 6.20.

### 6.5 Proof of Proposition 6.4

We have now gathered all the ingredients to prove Proposition 6.4. In this section, we will only deal with $\mathcal{E}_{\mathbb{R}}$, so will write $\mathcal{E}$ for $\mathcal{E}_{\mathbb{R}}$. Let us first prove the one-point estimate (6.1).

Proof of (6.1). By conformal invariance, it is enough to prove (6.1) for $z=i$. Fix $\eta>0$. By Lemma 6.13, there exists $C>0$, such that for all $r \in(0,1-\eta)$,

$$
\begin{equation*}
\mathbb{P}[\mathcal{E} \cap U(i, r) \neq \emptyset] \leq C \mathbb{E}\left[\sum_{e \in \mathcal{E}} \frac{(a(e)-b(e))^{2}}{|a(e)-i|^{2}|b(e)-i|^{2}}\right]|\log r|^{-1} . \tag{6.38}
\end{equation*}
$$

Let $I_{-1}=[-1,1]$ and for each $n \geq 0$, let $I_{n}:=\left[-2^{n+1},-2^{n}\right) \cup\left(2^{n}, 2^{n+1}\right]$ so that $\mathbb{R}=\bigcup_{n \geq-1} I_{n}$. Note that for all $n, m \geq-1$, if $a(e) \in I_{n}$ and $b(e) \in I_{m}$, then $|a(e)-i| \geq 2^{n}$ and $|b(e)-i| \geq 2^{m}$. We can thus bound the expectation in (6.38) by

$$
\sum_{n, m \geq-1} 2^{-2 n-2 m} \mathbb{E}\left[\sum_{e \in \mathcal{E}, a(e) \in I_{n}, b(e) \in I_{m}}(a(e)-b(e))^{2}\right] .
$$

By Lemma 6.20, the expectation above is bounded by $C 2^{n+m}$. This shows that the expectation in (6.38) is bounded by some constant concluding the proof.

Let us now prove the two-point estimate (6.2).
Proof of (6.2). Suppose $z_{1}=x_{1}+i y_{1}$ and $z_{2}=x_{2}+i y_{2}$. Let $\nu=\nu(\eta)$ be as in Lemma 6.14. Let us first assume that the condition $r_{i} y_{i} \leq \nu\left|z_{1}-z_{2}\right|, i=1,2$, from Lemma 6.14 is violated. For instance, assume that $r_{1} y_{1}>\nu\left|z_{1}-z_{2}\right|$. In that case, we simply bound

$$
\mathbb{P}\left[\mathcal{E} \cap U\left(z_{1}, r_{1}\right) \neq \emptyset, \mathcal{E}_{\mathbb{R}} \cap U\left(z_{2}, r_{2}\right) \neq \emptyset\right] \leq \mathbb{P}\left[\mathcal{E}_{\mathbb{R}} \cap U\left(z_{2}, r_{2}\right) \neq \emptyset\right] \leq C\left|\log r_{2}\right|^{-1}
$$

by (6.1). Since $r_{1} y_{1}>\nu\left|z_{1}-z_{2}\right|$, we further have

$$
\left|\log r_{2}\right|^{-1} \leq C \log \frac{y_{1}}{\left|z_{1}-z_{2}\right|}\left|\log r_{1}\right|^{-1}\left|\log r_{2}\right|^{-1} \leq C G_{\mathbb{H}}\left(z_{1}, z_{2}\right)\left|\log r_{1}\right|^{-1}\left|\log r_{2}\right|^{-1} .
$$

This concludes the proof of (6.2) in this case.
Let us now assume that $z_{1}$ and $z_{2}$ are not too close to each other so that $r_{i} y_{i} \leq \nu\left|z_{1}-z_{2}\right|$, $i=1,2$. This will allow us to apply Lemma 6.14. The event $\mathcal{E} \cap U\left(z_{1}, r_{1}\right) \neq \emptyset, \mathcal{E} \cap U\left(z_{2}, r_{2}\right) \neq \emptyset$ is the union of the following two events:

- Let $E_{1}$ be the event that $U\left(z_{1}, r_{1}\right)$ and $U\left(z_{2}, r_{2}\right)$ are both visited by a same excursion in $\mathcal{E}$.
- Let $E_{2}$ be the event that $U\left(z_{1}, r_{1}\right)$ and $U\left(z_{2}, r_{2}\right)$ are visited by two different excursions in $\mathcal{E}$. We are going to show that

$$
\mathbb{P}\left[E_{1}\right] \leq C\left(1+G_{\mathbb{H}}\left(z_{1}, z_{2}\right)\right)\left|\log r_{1}\right|^{-1}\left|\log r_{2}\right|^{-1} \quad \text { and } \quad \mathbb{P}\left[E_{2}\right] \leq C\left|\log r_{1}\right|^{-1}\left|\log r_{2}\right|^{-1}
$$

which will conclude the proof of (6.2).
Contribution of $E_{1}$. By Lemma 6.14, $\mathbb{P}\left[E_{1}\right]$ is at most
$C \mathbb{E}\left[\sum_{e \in \mathcal{E}}\left(\frac{(a(e)-b(e))^{2} y_{1} y_{2}}{\left|a(e)-z_{1}\right|^{2}\left|b(e)-z_{2}\right|^{2}}+\frac{(a(e)-b(e))^{2} y_{1} y_{2}}{\left|a(e)-z_{2}\right|^{2}\left|b(e)-z_{1}\right|^{2}}\right)\right]\left(1+G_{\mathbb{H}}\left(z_{1}, z_{2}\right)\right)\left|\log r_{1}\right|^{-1}\left|\log r_{2}\right|^{-1}$.
By symmetry, it is enough to prove that there exists a universal constant $C>0$ such that

$$
\begin{equation*}
\mathbb{E}\left[\sum_{e \in \mathcal{E}} \frac{(a(e)-b(e))^{2} y_{1} y_{2}}{\left|a(e)-z_{1}\right|^{2}\left|b(e)-z_{2}\right|^{2}}\right] \leq C \tag{6.39}
\end{equation*}
$$

For $j=1,2$ and $n \geq 0$, let

$$
\begin{equation*}
I_{j,-1}:=\left[x_{j}-y_{j}, x_{j}+y_{j}\right] \quad \text { and } \quad I_{j, n}:=\left[x_{j}-y_{j} 2^{n+1}, x_{j}-y_{j} 2^{n}\right) \cup\left(x_{j}+y_{j} 2^{n}, x_{j}+y_{j} 2^{n+1}\right] . \tag{6.40}
\end{equation*}
$$

As in the proof of (6.1), we can bound the left hand side of (6.39) by

$$
y_{1} y_{2} \sum_{n, m \geq-1}\left(y_{1} 2^{n}\right)^{-2}\left(y_{2} 2^{n}\right)^{-2} \mathbb{E}\left[\sum_{e \in \mathcal{E} ; a(e) \in I_{1, n}, b(e) \in I_{2, m}}(a(e)-b(e))^{2}\right] \leq C \sum_{n, m \geq-1} 2^{-n-m}
$$

using Lemma 6.20 in the last inequality.
Contribution of $E_{2}$. By Lemma $6.13, \mathbb{P}\left[E_{2}\right]$ is upper bounded by a constant times

$$
\begin{equation*}
\mathbb{E}\left[\sum_{e_{1} \in \mathcal{E}} \sum_{e_{2} \in \mathcal{E}} \frac{\left(b\left(e_{1}\right)-a\left(e_{1}\right)\right)^{2} y_{1}^{2}}{\left|z_{1}-b\left(e_{1}\right)\right|^{2}\left|z_{1}-a\left(e_{1}\right)\right|^{2}} \frac{\left(b\left(e_{2}\right)-a\left(e_{2}\right)\right)^{2} y_{2}^{2}}{\left|z_{2}-b\left(e_{2}\right)\right|^{2}\left|z_{2}-a\left(e_{2}\right)\right|^{2}}\right]\left|\log r_{1}\right|^{-1}\left|\log r_{2}\right|^{-1} \tag{6.41}
\end{equation*}
$$

Let $I_{j, n}, j=1,2, n \geq-1$, be as in (6.40). We can bound the above expectation by
$y_{1}^{-2} y_{2}^{-2} \sum_{\substack{n_{1}, m_{1} \geq-1 \\ n_{2}, m_{2} \geq-1}} 2^{-2\left(n_{1}-m_{1}-n_{2}-m_{2}\right)} \mathbb{E}\left[\sum_{\begin{array}{l}e_{1} \in \mathcal{E} ; a\left(e_{1}\right) \in I_{1, n_{1}}, b\left(e_{1}\right) \in I_{1, m_{1}} \\ e_{2} \in \mathcal{E}_{2} ; a\left(e_{2}\right) \in I_{2, n_{2}}, b\left(e_{2}\right) \in I_{2, m_{2}}\end{array}}\left(b\left(e_{1}\right)-a\left(e_{1}\right)\right)^{2}\left(b\left(e_{2}\right)-a\left(e_{2}\right)\right)^{2}\right]$.
By Cauchy-Schwarz, the expectation inside the sum is at most $\sqrt{X_{1} X_{2}}$ where

$$
X_{j}:=\mathbb{E}\left[\left(\sum_{e \in \mathcal{E} ; a(e) \in I_{j, n_{j}}, b(e) \in I_{j, m_{j}}}(b(e)-a(e))^{2}\right)^{2}\right], \quad j=1,2 .
$$

It is enough to show that $X_{j} \leq C y_{j}^{4} 2^{3 n_{j}+3 m_{j}}$ to conclude the proof. If $n=m$, then by scaling, $X_{j}$ is at most $C y_{j}^{4} 2^{4 n_{j}} S_{2}$, where $S_{2}$ is defined in (6.30). By symmetry, we can now suppose that $m_{j}>n_{j}$. By scaling, we have

$$
X_{j} \leq y_{j}^{4} 2^{4 m_{j}} \mathbb{E}\left[\left(\sum_{e \in \mathcal{E} ; a(e) \in\left[-2^{\left.n_{j}-m_{j}, 2^{n_{j}-m_{j}}\right], b(e) \in[-2,2]}\right.}(b(e)-a(e))^{2}\right)^{2}\right] \leq C y_{j}^{4} 2^{4 m_{j}} 2^{n_{j}-m_{j}}
$$

by Lemma 6.19. This shows that $X_{j} \leq C y_{j}^{4} 2^{3 m_{j}+n_{j}} \leq C y_{j}^{4} 2^{3 m_{j}+3 n_{j}}$ as desired.
The previous proofs already indicate that the probability of $\mathcal{E}_{\mathbb{R}}$ intersecting a neighborhood of $z \in \mathbb{H}$ is mainly contributed by the excursions in $\mathcal{E}_{\mathbb{R}}$ which are "close" to $z$. We formulate this precisely in the following lemmas, which will be useful in the proof of Proposition 7.3; see Section 7.4.

Lemma 6.21. Fix $R>0$. Let $\mathcal{E}_{0}$ be the set of excursions in $\mathcal{E}_{\mathbb{R}}$ with endpoints in $[-R, R]$. For all $\eta>0$ and $r \in(0,1-\eta)$, we have

$$
\mathbb{P}\left[\mathcal{E}_{\mathbb{R}} \cap U(i, r) \neq \emptyset\right]-\mathbb{P}\left[\mathcal{E}_{0} \cap U(i, r) \neq \emptyset\right]=o(1)|\log r|^{-1}
$$

where the o(1) term goes to 0 as $R \rightarrow \infty$, uniformly for all $r \in(0,1-\eta)$.
Proof. By Lemma 6.13, there exists $C>0$, such that for all $r \in(0,1-\eta)$,

$$
\begin{equation*}
\mathbb{P}\left[\mathcal{E}_{\mathbb{R}} \cap U(i, r) \neq \emptyset, \mathcal{E}_{0} \cap U(i, r)=\emptyset\right] \leq C \mathbb{E}\left[\sum_{e \in \mathcal{E}_{\mathbb{R}} \backslash \mathcal{E}_{0}} \frac{(a(e)-b(e))^{2}}{|a(e)-i|^{2}|b(e)-i|^{2}}\right]|\log r|^{-1} \tag{6.42}
\end{equation*}
$$

By monotonicity, it suffices to prove the result for $R=2^{N}$ and $N \rightarrow \infty$. Using the intervals $I_{-1}=[-1,1]$ and $I_{n}=\left[-2^{n+1},-2^{n}\right) \cup\left(2^{n} 2^{n+1}\right]$ as in the proof of (6.1) and with the help of Lemma 6.20 , the expectation in the right-hand side of (6.42) is upper bounded by

$$
\sum_{n \geq N, m \geq-1} 2^{-2(n+m)} \mathbb{E}\left[\sum_{a(e) \in I_{m}, b(e) \in I_{n}}(a(e)-b(e))^{2}\right] \leq C \sum_{n \geq N, m \geq-1} 2^{-n-m} \leq C^{\prime} 2^{-N} \rightarrow 0
$$

as $N \rightarrow \infty$. This completes the proof.
Lemma 6.22. Fix $\varepsilon>0$ and $\nu \in(0,1)$. Let $\mathcal{E}_{1}$ (resp. $\mathcal{E}_{2}$ ) be the set of excursions in $\mathcal{E}_{\mathbb{R}}$ with both endpoints in $\left[-\varepsilon^{\nu}, \varepsilon^{\nu}\right]$ (resp. $\left[1-\varepsilon^{\nu}, 1+\varepsilon^{\nu}\right]$ ). Fix $\eta \in(0,1)$. For all $z_{1} \in D(0, \varepsilon) \cap \mathbb{H}, z_{2} \in D(1, \varepsilon) \cap \mathbb{H}$ and $r_{1}, r_{2} \in(0,1-\eta)$, we have

$$
\begin{align*}
& \mathbb{P}\left[\mathcal{E}_{\mathbb{R}} \cap U\left(z_{1}, r_{1}\right) \neq \emptyset, \mathcal{E}_{\mathbb{R}} \cap U\left(z_{2}, r_{2}\right) \neq \emptyset\right]-\mathbb{P}\left[\mathcal{E}_{1} \cap U\left(z_{1}, r_{1}\right) \neq \emptyset, \mathcal{E}_{2} \cap U\left(z_{2}, r_{2}\right) \neq \emptyset\right]  \tag{6.43}\\
& =o(1)\left|\log r_{1}\right|^{-1}\left|\log r_{2}\right|^{-1}
\end{align*}
$$

where the o(1) term goes to 0 as $\varepsilon \rightarrow 0$, uniformly for all $r_{1}, r_{2} \in(0,1-\eta)$.
Proof. As we explained in details, the proof of Lemma 6.21 followed from our approach to proving (6.1). Similarly, the proof of Lemma 6.22 follows from the method we developed in the proof of (6.2). We omit the details.

## 7 Properties of $h_{\theta}$ and height gap

In this section, we prove Theorems 1.3, 1.7 and 1.8, starting with Theorem 1.3. Note that the spatial Markov property in Theorem 1.7, as well as Theorem 1.8, follow directly from the corresponding spatial Markov property of the loop soup, proved respectively in [QW19] and [Qia19], as we explained before the statement of these theorems.

### 7.1 Proof of Theorem 1.3

Proof of Theorem 1.3. Point 1: See Lemma 4.1 and Proposition 4.3.
Point 2: The conformal invariance of the field follows directly from the conformal covariance of the approximation procedure used to define it, together with the fact that the conformal anomaly disappears when $\gamma \rightarrow 0$ (derivative of the conformal map to the power $\gamma^{2} / 2$ ). See [ABJL23, Theorem 1.1].

Point 3: By definition, $h_{\theta}+h_{\theta}^{-}=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}}\left(\mathcal{M}_{\gamma}-\mathbb{E}\left[\mathcal{M}_{\gamma}\right]\right)$. Because the second term in the expansion of $\mathcal{M}_{\gamma}$ is $\gamma^{2}$ times the occupation measure of $\mathcal{L}_{D}^{\theta}$ (see Theorem 9.2) and because $Z_{\gamma} \geq \gamma^{2(1-\theta)+o(1)}$, this limit equals zero.

Point 4: Let $f: D \rightarrow \mathbb{R}$ be a smooth test function, not identically zero. By Theorem 1.10,

$$
\left(h_{\theta}, f\right)=\sum_{k \geq 1} \sigma_{k}\left(\mu_{k}, f\right) \quad \text { a.s. }
$$

and by Theorem 1.9, there is a.s. an infinite number of $k$ such that $\left(\mu_{k}, f\right) \neq 0$. Lemma 7.1 below then concludes the proof.

Lemma 7.1. Let $\left(a_{n}\right)_{n \geq 1}$ be a sequence of non zero real numbers and let $\left(\sigma_{n}\right)_{n \geq 1}$ be i.i.d. spins taking values in $\{ \pm 1\}$ with equal probability 1/2. Assume that $\sum_{n} \sigma_{n} a_{n}$ converges almost surely. Then the distribution of $\sum_{n} \sigma_{n} a_{n}$ is non-atomic.

Proof. Let $x \in \mathbb{R}$. We are going to show that $\sum_{n} \sigma_{n} a_{n} \neq x$ a.s. which will conclude the proof. The conditional probability $\mathbb{P}\left(\sum_{n} \sigma_{n} a_{n}=x \mid \sigma_{1}, \ldots, \sigma_{k-1}\right)$ converges a.s. to $\mathbf{1}_{\left\{\sum_{n} \sigma_{n} a_{n}=x\right\}}$ as $k \rightarrow \infty$. But, by flipping the $k$-th spin and using the fact that $a_{k} \neq 0$, we see that

$$
\mathbb{P}\left(\sum_{n} \sigma_{n} a_{n}=x \mid\left\{\sigma_{i}\right\}_{i=1}^{k-1}\right) \leq \mathbb{P}\left(\sum_{n \neq k} \sigma_{n} a_{n}-\sigma_{k} a_{k} \neq x \mid\left\{\sigma_{i}\right\}_{i=1}^{k-1}\right)=\mathbb{P}\left(\sum_{n} \sigma_{n} a_{n} \neq x \mid\left\{\sigma_{i}\right\}_{i=1}^{k-1}\right) .
$$

Rearranging, this shows that $\mathbb{P}\left(\sum_{n} \sigma_{n} a_{n}=x \mid \sigma_{1}, \ldots, \sigma_{k-1}\right) \leq 1 / 2$ a.s. Therefore, $\mathbf{1}_{\left\{\sum_{n} \sigma_{n} a_{n}=x\right\}}$ is at most $1 / 2$ a.s., meaning that $\sum_{n} \sigma_{n} a_{n} \neq x$ a.s.

### 7.2 First moment of $h_{\theta}$ with wired boundary conditions

We now move to the proof of (1.7) in Theorem 1.7.
Proof of (1.7) in Theorem 1.7. Let $f$ be a smooth test function compactly included in $\mathbb{D}$. We will denote by $\mathcal{M}_{\gamma}^{\mathcal{L}_{\mathrm{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}}$ and $\mathcal{M}_{\gamma}^{\mathcal{L}_{\mathbb{D}}^{\theta}}$ the multiplicative chaos associated to $\mathcal{L}_{\mathbb{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}$ and $\mathcal{L}_{\mathbb{D}}^{\theta}$ respectively. The definition of the latter has been recalled in Section 2.2. The former is more complicated since it involves the interaction of $\mathcal{L}_{\mathbb{D}}^{\theta}$ and $\mathcal{E}_{\partial \mathbb{D}}^{\theta}$. This has been extensively studied in [Jeg22] and [ABJL23]. We will only need to use the simple fact that

$$
\begin{equation*}
\mathcal{M}_{\gamma}^{\mathcal{L}_{\mathrm{D}}^{\theta} \cup \mathcal{E}_{\partial \mathrm{D}}^{\theta}}(\mathrm{d} z) \mathbf{1}_{\left\{z \notin R\left(\mathcal{E}_{\partial \mathrm{D}}^{\theta}\right)\right\}}=\mathcal{M}_{\gamma}^{\mathcal{L}_{\mathrm{D}}^{\theta}}(\mathrm{d} z) \mathbf{1}_{\left\{z \notin R\left(\mathcal{E}_{\partial \mathrm{D}}^{\theta}\right)\right\}} \quad \text { a.s. } \tag{7.1}
\end{equation*}
$$

where we denoted by $R\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)$ the range of $\mathcal{E}_{\partial \mathbb{D}}^{\theta}$, i.e. the set of points visited by some trajectory in $\mathcal{E}_{\partial \mathbb{D}}^{\theta}$. This property is simply saying that a point not visited by $\mathcal{E}_{\partial \mathbb{D}}^{\theta}$ is thick for $\mathcal{L}_{\mathbb{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}$ if and only if it is thick for $\mathcal{L}_{\mathbb{D}}^{\theta}$.

We have

$$
\mathbb{E}\left[\left(h_{\theta}^{\text {wired }}, f\right) \mid \sigma_{\partial \mathbb{D}}\right]=\lim _{\gamma \rightarrow 0} \int_{\mathbb{D}} f(z) \frac{1}{Z_{\gamma}} \mathbb{E}\left[\mathcal{M}_{\gamma}^{\mathcal{L}_{\mathbb{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}}(\mathrm{d} z) \mathbf{1}_{\left\{z \in \mathfrak{C}^{+}\left(\mathcal{L}_{\mathbb{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right\}}-\mathrm{d} z \mid \sigma_{\partial \mathbb{D}}\right]
$$

where the convergence holds in $L^{2}$. This follows simply from Cauchy-Schwarz and Theorem 1.2. Let us consider first the case $\sigma_{\partial \mathbb{D}}=-1$. If $z$ belongs to the range of $\mathcal{E}_{\partial \mathbb{D}}^{\theta}$, its sign necessarily agrees with $\sigma_{\partial \mathbb{D}}$. Together with (7.1), this gives
$\mathbb{E}\left[\mathcal{M}_{\gamma}^{\mathcal{L}_{\dot{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}}(\mathrm{d} z) \mathbf{1}_{\left\{z \in \mathfrak{C}^{+}\left(\mathcal{L}_{\mathbb{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right\}} \mid \sigma_{\partial \mathbb{D}}=-1\right]=\mathbb{E}\left[\mathcal{M}_{\gamma}^{\mathcal{L}_{\dot{D}}^{\theta}}(\mathrm{d} z) \mathbf{1}_{\left\{z \in \mathfrak{C}^{+}\left(\mathcal{L}_{\mathbb{D}}^{\theta} \cup \mathcal{E}_{\partial \mathrm{D}}^{\theta}\right)\right\}} \mathbf{1}_{\left\{z \notin R\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right\}} \mid \sigma_{\partial \mathbb{D}}=-1\right]$.

By Lemma 2.3, this is further equal to

$$
2 \mathbb{P}\left(z \in \mathfrak{C}^{+}\left(\mathcal{L}_{\mathbb{D}}^{\theta} \cup \Xi_{a}^{z, \mathbb{D}} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right), z \notin R\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta}\right) \mid \sigma_{\partial \mathbb{D}}=-1\right) \mathrm{d} z
$$

Since a Lebesgue-typical point is a.s. not visited by $\mathcal{E}_{\partial \mathbb{D}}^{\theta}$, the above expression further reduces to

$$
\left(1-\mathbb{P}\left(z \xrightarrow{\mathcal{L}_{\overrightarrow{1}}^{\theta} \cup \Xi_{l}^{z, \mathbb{D}}} \longleftrightarrow \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right) \mathrm{d} z=\left(1-\mathbb{P}\left(0 \stackrel{\mathcal{L}_{10}^{\theta} \cup \Xi_{,}^{0, \mathbb{D}}}{\longleftrightarrow} \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right) \mathrm{d} z .
$$

The last equality is obtained by noticing that the probability is conformally invariant. Altogether, we have obtained that

$$
\mathbb{E}\left[\left(h_{\theta}^{\text {wired }}, f\right) \mid \sigma_{\partial \mathbb{D}}=-1\right]=-\left(\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{P}\left(0 \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta} \cup \Xi_{\overrightarrow{0}}^{0, \mathbb{D}}}{\longleftrightarrow} \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right) \int_{\mathbb{D}} f(z) \mathrm{d} z
$$

This proves Theorem 1.7 in the case $\sigma_{\partial \mathbb{D}}=-1$ with

$$
\begin{equation*}
c(\theta)=\lim _{\gamma \rightarrow 0} \mathbb{P}\left(0 \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta} \cup \Xi_{\overrightarrow{0, D}}^{0, \mathbb{D}}}{\longleftrightarrow} \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right) / Z_{\gamma} . \tag{7.2}
\end{equation*}
$$

The convergence of the right hand side of (7.2) follows from the above line of arguments. It could also be obtained directly from Theorem 3.1 and from the estimate (6.1) in Proposition 6.4 on $\mathcal{E}_{\partial \mathbb{D}}^{\theta}$.

To obtain the result when $\sigma_{\partial \mathbb{D}}=+1$, we use Theorem 1.3, Point 3. With the notations therein, and because $\left(h_{\theta}^{\text {wired }}\right)^{-}=-h_{\theta}^{\text {wired }}$ a.s.,

$$
\mathbb{E}\left[\left(h_{\theta}^{\text {wired }}, f\right) \mid \sigma_{\partial \mathbb{D}}=1\right]=-\mathbb{E}\left[\left(\left(h_{\theta}^{\text {wired }}\right)^{-}, f\right) \mid-\sigma_{\partial \mathbb{D}}=-1\right]
$$

From the case of negative sign on $\partial \mathbb{D}$ that we have just treated, we know that the expectation on the right hand side equals $-c(\theta) \int_{\mathbb{D}} f(z) \mathrm{d} z$ a.s. This concludes the proof of the case $\sigma_{\partial \mathbb{D}}=+1$.

### 7.3 Second moment of $h_{\theta}$ with wired boundary conditions

The goal of this section is to prove (1.8) in Theorem 1.7. We start with a preliminary result that relates the second moment of $h_{\theta}^{\text {wired }}$ to connectivity probabilities (see Lemma 4.1 for the analogous result in a domain with zero-boundary condition). As in Notation 4.4 and conditionally given $\mathcal{E}_{\partial \mathbb{D}}^{\theta}$, we will denote by $C_{\theta, \mathbb{D} \backslash \mathcal{E}_{\partial \mathbb{D}}^{\theta}}$ the covariance of $h_{\theta}$ built out of a loop soup in the domain $\mathbb{D} \backslash \mathcal{E}_{\partial \mathbb{D}}^{\theta}$ with zero-boundary condition. Since the loops that are in different connected components of $\mathbb{D} \backslash \mathcal{E}_{\partial \mathbb{D}}^{\theta}$ are independent of each other, if $x$ and $y$ belong to different connecting component of $\mathbb{D} \backslash \mathcal{E}_{\partial \mathbb{D}}^{\theta}$, then $C_{\theta, \mathbb{D} \backslash \mathcal{E}_{\partial \mathbb{D}}^{\theta}}(x, y)=0$.
Lemma 7.2. Let $f: \mathbb{D} \rightarrow[0, \infty)$ be a smooth nonnegative function with compact support in $\mathbb{D}$. Then $\mathbb{E}\left[\left(h_{\theta}^{\text {wired }}, f\right)^{2}\right]$ is equal to

$$
\begin{equation*}
\int_{\mathbb{D} \times \mathbb{D}}\left(\mathbb{E}\left[C_{\theta, \mathbb{D} \backslash \mathcal{E}_{\partial \mathbb{D}}^{\theta}}(x, y)\right]+\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x, \mathbb{D}}, \mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{\mathbb { D }}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y, \mathbb{D}}\right)\right) f(x) f(y) \mathrm{d} x \mathrm{~d} y . \tag{7.3}
\end{equation*}
$$

Proof. By symmetry,

$$
\begin{align*}
& \mathbb{E}\left[\left(h_{\theta}^{\text {wired }}, f\right)^{2}\right]=\mathbb{E}\left[\left(h_{\theta}^{\text {wired }}, f\right)^{2} \mid \sigma_{\partial \mathbb{D}}=-1\right]=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \int_{\mathbb{D} \times \mathbb{D}} f(x) f(y) \times \\
& \times \mathbb{E}\left[\left(\mathcal{M}_{\gamma}^{\mathcal{L}_{\underset{D}{\theta}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}}(\mathrm{d} x) \mathbf{1}_{\left\{x \in \mathfrak{C}^{+}\left(\mathcal{L}_{\mathbb{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right\}}-\mathrm{d} x\right)\left(\mathcal{M}_{\gamma}^{\mathcal{L}_{\mathcal{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}}(\mathrm{d} y) \mathbf{1}_{\left\{y \in \mathfrak{C}^{+}\left(\mathcal{L}_{\mathbb{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right\}}-\mathrm{d} y\right) \mid \sigma_{\partial \mathbb{D}}=-1\right] . \tag{7.4}
\end{align*}
$$

We expand the product in the expectation on the right hand side as a sum of four terms. In Section 7.2 we already dealt with the crossed terms:

$$
\mathbb{E}\left[\mathcal{M}_{\gamma}^{\mathcal{L}_{\mathbb{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}}(\mathrm{d} z) \mathbf{1}_{\left\{z \in \mathfrak{C}^{+}\left(\mathcal{L}_{\mathbb{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right\}} \mid \sigma_{\partial \mathbb{D}}=-1\right]=\left(1-p_{\gamma}\right) \mathrm{d} z \quad \text { where } \quad p_{\gamma}:=\mathbb{P}\left(z \xrightarrow{\mathcal{L}_{\mathbb{P}}^{\theta} \cup \Xi_{z}^{z, \mathbb{D}}} \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)
$$

Let us recall that, by conformal invariance, $p_{\gamma}$ does not depend on $z$. We now focus on

$$
\begin{equation*}
\mathbb{E}\left[\mathcal{M}_{\gamma}^{\mathcal{L}_{\mathrm{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}}(\mathrm{d} x) \mathcal{M}_{\gamma}^{\mathcal{L}_{\mathrm{D}}^{\theta} \cup \mathcal{E}_{\partial \mathrm{D}}^{\theta}}(\mathrm{d} y) \mathbf{1}_{\left\{x, y \in \mathfrak{C}^{+}\left(\mathcal{L}_{\mathrm{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right\}} \mid \sigma_{\partial \mathbb{D}}=-1\right] . \tag{7.5}
\end{equation*}
$$

As in Section 7.2, because $\sigma_{\partial \mathbb{D}}=-1, x$ and $y$ cannot belong to $\mathcal{E}_{\partial \mathbb{D}}^{\theta}$ allowing us to replace $\mathcal{M}_{\gamma}^{\mathcal{L}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}}$ by $\mathcal{M}_{\gamma}^{\mathcal{L}^{\prime}}$. Moreover, by Lemma 2.3 , the contribution of soups $\mathcal{L}_{\mathbb{D}}^{\theta}$ with a loop visiting both $x$ and $y$ vanishes as $\gamma \rightarrow 0$ (this is the same computation as in (4.9)). (7.5) is therefore equal to

$$
\mathbb{E}\left[\mathcal{M}_{\gamma}^{\mathcal{L}_{\mathscr{D}}^{\theta}}(\mathrm{d} x) \mathcal{M}_{\gamma}^{\mathcal{L}_{\mathrm{D}}^{\theta}}(\mathrm{d} y) \mathbf{1}_{\left\{x, y \in \mathfrak{C}^{+}\left(\mathcal{L}_{\mathbb{D}}^{\theta} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right), \nexists \wp \in \mathcal{\mathcal { L } _ { \mathbb { D } } ^ { \theta }}:\{x, y\} \subset \wp\right\}} \mathbf{1}_{\left\{x, y \notin R\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right\}} \mid \sigma_{\partial \mathbb{D}}=-1\right]+o\left(Z_{\gamma}^{2}\right) \mathrm{d} x \mathrm{~d} y .
$$

Now, by Lemma 2.3, this is further equal to

$$
4 \mathbb{P}\left(x, y \in \mathfrak{C}^{+}\left(\mathcal{L}_{\mathbb{D}}^{\theta} \cup \Xi_{a}^{x, \mathbb{D}} \cup \Xi_{a}^{y, \mathbb{D}} \cup \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right), x, y \notin R\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta}\right) \mid \sigma_{\partial \mathbb{D}}=-1\right) \mathrm{d} x \mathrm{~d} y+o\left(Z_{\gamma}^{2}\right) \mathrm{d} x \mathrm{~d} y
$$

Since Lebesgue-typical points are almost surely not visited by $\mathcal{E}_{\partial \mathbb{D}}^{\theta}$, the event $\left\{x, y \notin R\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right\}$ has full probability. Then density of the first measure above is then equal to

$$
\begin{aligned}
& 2 \mathbb{P}\left(\Xi_{a}^{x, \mathbb{D}} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y, \mathbb{D}},\left\{\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x, \mathbb{D}} \cup \Xi_{a}^{y, \mathbb{D}}\right\}^{c}\right)+\mathbb{P}\left(\left\{\Xi_{a}^{x, \mathbb{D}} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y, \mathbb{D}}\right\}^{c},\left\{\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x, \mathbb{D}} \cup \Xi_{a}^{y, \mathbb{D}}\right\}^{c}\right) \\
& =\mathbb{P}\left(\Xi_{a}^{x, \mathbb{D}} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y, \mathbb{D}},\left\{\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x, \mathbb{D}} \cup \Xi_{a}^{y, \mathbb{D}}\right\}^{c}\right)+\mathbb{P}\left(\left\{\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x, \mathbb{D}} \cup \Xi_{a}^{y, \mathbb{D}}\right\}^{c}\right) \\
& =\mathbb{P}\left(\Xi_{a}^{x, \mathbb{D}} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y, \mathbb{D}},\left\{\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x, \mathbb{D}} \cup \Xi_{a}^{y, \mathbb{D}}\right\}^{c}\right)+1-2 p_{\gamma}+\mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x, \mathbb{D}}, \mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y, \mathbb{D}}\right) .
\end{aligned}
$$

By the restriction properties of $\mathcal{L}_{\mathbb{D}}^{\theta}$ and $\Xi_{a}^{z, \mathbb{D}}, z=x, y$, one can show that

$$
\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(\Xi_{a}^{x, \mathbb{D}} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y, \mathbb{D}},\left\{\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x, \mathbb{D}} \cup \Xi_{a}^{y, \mathbb{D}}\right\}^{c}\right)=\mathbb{E}\left[C_{\theta, \mathbb{D} \backslash \mathcal{E}_{\partial \mathbb{D}}^{\theta}}(x, y)\right]
$$

where the expectation is w.r.t. $\mathcal{E}_{\partial \mathbb{D}}^{\theta}$. The term $1-2 p_{\gamma}$ cancels out with the three other terms in the expansion of the product inside the expectation in (7.4). Putting things together leads to (7.3).

We now state another key intermediate result (Proposition 7.3 below) for the proof of (1.8) that we will prove in Section 7.4 below. By Theorem 3.1, we can define

$$
\begin{equation*}
u(z):=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{z, \mathbb{D}} \mid \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right), \quad z \in \mathbb{D} . \tag{7.6}
\end{equation*}
$$

By conformal invariance, the law of $u(z)$ does not depend on $z$. The constant $c(\theta)$ appearing in Theorem 1.7 corresponds exactly to the expectation of $u(z)$; see (7.2). Proposition 7.3 below shows that $u\left(x_{\varepsilon}\right)$ and $u\left(y_{\varepsilon}\right)$ become asymptotically uncorrelated when $\left(x_{\varepsilon}\right)_{\varepsilon}$ and $\left(y_{\varepsilon}\right)_{\varepsilon}$ are targeting two distinct fixed boundary points.
Proposition 7.3. Let $x, y \in \partial \mathbb{D}$ be two distinct boundary points. Let $\left(x_{\varepsilon}\right)_{\varepsilon}$ and $\left(y_{\varepsilon}\right)_{\varepsilon}$ be two sequences of points in $\mathbb{D}$ such that for all $\varepsilon>0,\left|x-x_{\varepsilon}\right|<\varepsilon$ and $\left|y-y_{\varepsilon}\right|<\varepsilon$. Then

$$
\max \left(\mathbb{E}\left[u\left(x_{\varepsilon}\right) u\left(y_{\varepsilon}\right)\right]-c(\theta)^{2}, 0\right) \rightarrow 0 \quad \text { as } \quad \varepsilon \rightarrow 0
$$

Moreover, for all $\delta>0$ fixed, the convergence is uniform in $x, y,\left(x_{\varepsilon}\right)_{\varepsilon},\left(y_{\varepsilon}\right)_{\varepsilon}$, provided that $|x-y| \geq \delta$.
The proof of Proposition 7.3 is written in Section 7.4. When $\theta=1 / 2$, one can use that $\mathcal{E}_{\partial \mathbb{D}}$ is a Poisson point process of Brownian excursions to prove Proposition 7.3 fairly painlessly. No such description is available for general intensities $\theta \leq 1 / 2$ and we will rely on estimates and techniques developed in Section 6. We can now prove:

Proof of (1.8) in Theorem 1.7. Let $\left(f_{\varepsilon}\right)_{0<\varepsilon<1}$ be a sequence of functions satisfying Assumption 1.6. By (1.7), for any $\varepsilon>0, \mathbb{E}\left[\left(h_{\theta}^{\text {wired }}, f_{\varepsilon}\right) \mid \sigma_{\partial \mathbb{D}}\right]=\sigma_{\partial \mathbb{D}} c(\theta)$ a.s. To show that $\left(h_{\theta}^{\text {wired }}, f_{\varepsilon}\right)-\sigma_{\partial \mathbb{D}} c(\theta) \rightarrow 0$ in $L^{2}$, it is therefore enough to show that

$$
\limsup _{\varepsilon \rightarrow 0} \mathbb{E}\left[\left(h_{\theta}^{\text {wired }}, f_{\varepsilon}\right)^{2}\right] \leq c(\theta)^{2}
$$

By Lemma $7.2, \lim \sup _{\varepsilon \rightarrow 0} \mathbb{E}\left[\left(h_{\theta}^{\text {wired }}, f_{\varepsilon}\right)^{2}\right]$ is at most

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \int_{\mathbb{D} \times \mathbb{D}} \lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x, \mathbb{D}}, \mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y, \mathbb{D}}\right) f_{\varepsilon}(x) f_{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y \tag{7.7}
\end{equation*}
$$

plus

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \int_{\mathbb{D} \times \mathbb{D}} \mathbb{E}\left[C_{\theta, \mathbb{D} \backslash \mathcal{E}_{\partial \mathbb{D}}^{\theta}}(x, y)\right] f_{\varepsilon}(x) f_{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y \tag{7.8}
\end{equation*}
$$

Let us first show that (7.8) vanishes. To this end, notice that $C_{\theta, \mathbb{D} \backslash \mathcal{E}_{\partial \mathbb{D}}^{\theta}}(x, y)$ vanishes as soon as $x$ and $y$ belong to different connected components of $\mathbb{D} \backslash \mathcal{E}_{\partial \mathbb{D}}^{\theta}$ and notice also that $C_{\theta, D}(x, y)$ is nondecreasing with the domain $D$ (this follows from the expression (4.3)). We can thus bound $\mathbb{E}\left[C_{\theta, \mathbb{D} \backslash \mathcal{E}_{\partial \mathrm{D}}^{\theta}}(x, y)\right]$ by $C_{\theta, \mathbb{D}}(x, y)$ times the probability $p_{x y}$ that $x$ and $y$ belong to the same connected component of $\mathbb{D} \backslash \mathcal{E}_{\mathbb{D}}^{\theta}$. Let $\delta>0$. If $|x-y|<\delta$, we simply bound $p_{x y} \leq 1$. Otherwise, $p_{x y}$ vanishes uniformly in $x, y$ with $\mathrm{d}(x, \partial \mathbb{D}), \mathrm{d}(y, \partial \mathbb{D}) \rightarrow 0$ and $|x-y| \geq \delta$. (7.8) is therefore at most
$\limsup _{\varepsilon \rightarrow 0} \int_{\mathbb{D} \times \mathbb{D}} \mathbf{1}_{\{|x-y|<\delta\}} C_{\theta, \mathbb{D}}(x, y) f_{\varepsilon}(x) f_{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y+\limsup _{\varepsilon \rightarrow 0} o(1) \int_{\mathbb{D} \times \mathbb{D}} \mathbf{1}_{\{|x-y| \geq \delta\}} C_{\theta, \mathbb{D}}(x, y) f_{\varepsilon}(x) f_{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y$
where $o(1)$ may depend on $\delta$ and vanishes as $\varepsilon \rightarrow 0, \delta>0$ fixed. By (1.5), the second integral above is bounded uniformly in $\varepsilon$, so the second term vanishes. We can now let $\delta \rightarrow 0$ and observe that the first term goes to 0 by (1.6). This shows that (7.8) vanishes.

The rest of the proof consists in showing that (7.7) is at most $c(\theta)^{2}$. Let $\varepsilon>0, \gamma>0, x, y \in \mathbb{D}$. Let us first show that

$$
\begin{equation*}
\frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x, \mathbb{D}}, \mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y, \mathbb{D}}\right) \leq C \max (1,-\log |x-y|) . \tag{7.9}
\end{equation*}
$$

Let

$$
\begin{equation*}
R_{z}:=\sup \left\{R>0: \partial D(z, R) \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{z, \mathbb{D}}\right\}, \quad z \in\{x, y\} . \tag{7.10}
\end{equation*}
$$

We have

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\Perp}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x, \mathbb{D}}, \mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y, \mathbb{D}}\right) \leq \int_{(0,2)^{2}} \mathbb{P}\left(R_{z} \in \mathrm{~d} r_{z}, z=x, y\right) \mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \cap D\left(z, r_{z}\right), z=x, y\right) \tag{7.11}
\end{equation*}
$$

By Proposition 6.2,

$$
\mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \cap D\left(z, r_{z}\right), z=x, y\right) \leq \frac{C \max (1,-\log |x-y|)}{\max \left(1, \log \left(\mathrm{~d}(x, \partial \mathbb{D}) / r_{x}\right)\right) \max \left(1, \log \left(\mathrm{~d}(y, \partial \mathbb{D}) / r_{y}\right)\right)}
$$

Plugging this in (7.11) and integrating by parts with respect to both $r_{x}$ and $r_{y}$ leads to the following upper bound for the left hand side of (7.11):

$$
C \max (1,-\log |x-y|) \int_{0}^{e^{-1} \mathrm{~d}(y, \partial \mathbb{D})} \mathrm{d} r_{y} \int_{0}^{e^{-1} \mathrm{~d}(x, \partial \mathbb{D})} \mathrm{d} r_{x} \frac{\mathbb{P}\left(R_{z} \geq r_{z}, z=x, y\right)}{r_{x} r_{y}\left(\log \mathrm{~d}(x, \partial \mathbb{D}) / r_{x}\right)^{2}\left(\log \left(\mathrm{~d}(y, \partial \mathbb{D}) / r_{y}\right)\right)^{2}} .
$$

The fact that we integrate over the intervals $\left(0, e^{-1} \mathrm{~d}(z, \partial \mathbb{D})\right), z=x, y$, stems from the fact that the derivative of $r_{z} \mapsto 1 / \max \left(1, \log \left(\mathrm{~d}(z, \partial \mathbb{D}) / r_{z}\right)\right.$ vanishes outside of this interval. A slight variant of the argument of the proof of Lemma 4.2 shows that for $\eta$ arbitrary small (for our purposes, $\eta=\theta / 2$ would do), there exists $C=C(\eta)>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(R_{z} \geq r_{z}, z=x, y\right) \leq C Z_{\gamma}^{2} \prod_{z=x, y}\left(\log \frac{\mathrm{~d}(z, \partial \mathbb{D})}{r_{z}}\right)^{1-\theta+\eta}, \quad r_{z} \in\left(0, e^{-1} \mathrm{~d}(z, \partial \mathbb{D})\right), \quad z=x, y \tag{7.12}
\end{equation*}
$$

We omit these details. Putting things together and noticing that

$$
\int_{0}^{e^{-1} \mathrm{~d}(z, \partial \mathbb{D})} \frac{\mathrm{d} r_{z}}{r_{z}\left(\log \mathrm{~d}(z, \partial \mathbb{D}) / r_{z}\right)^{1-\theta+\eta}} \leq C, \quad \text { if } \eta<\theta, \quad z=x, y
$$

proves (7.9).
We now continue the proof that (7.7) is at most $c(\theta)^{2}$. By (7.9) and (1.6), the contribution to (7.8) of points $x, y$ with $|x-y|<\delta$ vanishes as $\delta \rightarrow 0$. More precisely, (7.8) is at most

$$
\limsup _{\delta \rightarrow 0} \limsup _{\varepsilon \rightarrow 0} \int_{\mathbb{D} \times \mathbb{D}} \mathbf{1}_{\{|x-y| \geq \delta\}} \lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x, \mathbb{D}}, \mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y, \mathbb{D}}\right) f_{\varepsilon}(x) f_{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y .
$$

Let $\delta>0$ be fixed. Recalling that $\int_{\mathbb{D}} f_{\varepsilon}=1$ for all $\varepsilon$, in order to conclude that (7.8) is at most $c(\theta)^{2}$, it is enough to show that

$$
\begin{equation*}
\max \left(\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x, \mathbb{D}}, \mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y, \mathbb{D}}\right)-c(\theta)^{2}, 0\right) \tag{7.13}
\end{equation*}
$$

converges uniformly to 0 as $\mathrm{d}(x, \partial \mathbb{D}), \mathrm{d}(y, \partial \mathbb{D}) \rightarrow 0$ while $|x-y|$ stays at least $\delta$. By extracting subsequences if necessary, we can moreover assume that $x$ and $y$ converge to distinct boundary points. So, let $x_{0}, y_{0} \in \partial \mathbb{D}$ be two distinct boundary points and let $\left(x_{\varepsilon}\right)_{\varepsilon}$ and $\left(y_{\varepsilon}\right)_{\varepsilon}$ be two sequences of points in $\mathbb{D}$ that converge to $x_{0}$ and $y_{0}$ respectively. We first notice that the loops in $\mathcal{L}_{\mathbb{D}}^{\theta}$ that will contribute to the probability in (7.13) are localised near $x_{\varepsilon}$ and $y_{\varepsilon}$. More precisely, consider $A>0$ large and denote by $\mathcal{L}_{\mathbb{D}, z}^{\theta}=\left\{\wp \in \mathcal{L}_{\mathbb{D}}^{\theta}: \wp \subset D(z, A \mathrm{~d}(z, \partial \mathbb{D}))\right\}$, for $z \in D$. Then

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x_{\varepsilon}, \mathbb{D}}, \mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y_{\varepsilon}, \mathbb{D}}\right)=(1+o(1)) \mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}, x_{\varepsilon}}{\longleftrightarrow} \Xi_{a}^{x_{\varepsilon}, \mathbb{D}}, \mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y_{\varepsilon}, \mathbb{D}}\right) \tag{7.14}
\end{equation*}
$$

where $o(1) \rightarrow 0$ as $A \rightarrow \infty$, uniformly in $\gamma$ and $\varepsilon>0$. This follows from the same type of considerations as in the proof of (7.9), and eventually boils down to the fact that the random variables $R_{z}, z \in\{x, y\}$, defined in (7.10), are of order $\mathrm{d}(z, \partial \mathbb{D})$. See in particular (7.12). But now, for $A>0$ large but fixed, if $\varepsilon$ is small enough the discs $D\left(x_{\varepsilon}, A \mathrm{~d}\left(x_{\varepsilon}, \partial \mathbb{D}\right)\right)$ and $D\left(y_{\varepsilon}, A \mathrm{~d}\left(y_{\varepsilon}, \partial \mathbb{D}\right)\right)$ are disjoint implying that $\mathcal{L}_{\mathbb{D}, x_{\varepsilon}}^{\theta}$ and $\mathcal{L}_{\mathbb{D}, y_{\varepsilon}}^{\theta}$ are independent. Hence the probability on the right hand side of (7.14) is equal to

$$
\mathbb{E}\left[\mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}, x_{\varepsilon}}{\longleftrightarrow} \Xi_{a}^{x_{\varepsilon}, \mathbb{D}} \mid \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right) \mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{⿷, y_{\xi}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y_{\varepsilon}, \mathbb{D}} \mid \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right] .
$$

As in (7.14) and by sending $A \rightarrow \infty$, we can replace $\mathcal{L}_{\mathbb{D}, x_{\varepsilon}}^{\theta}$ and $\mathcal{L}_{\mathbb{D}, y_{\varepsilon}}^{\theta}$ by $\mathcal{L}_{\mathbb{D}}^{\theta}$ (alternatively, adding more loops can only increase the probability of connection). This shows that

$$
\begin{aligned}
& \limsup _{\varepsilon \rightarrow 0} \lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x_{\varepsilon}, \mathbb{D}}, \mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y_{\varepsilon}, \mathbb{D}}\right) \\
& \leq \limsup _{\varepsilon \rightarrow 0} \lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{E}\left[\mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{x_{\varepsilon}, \mathbb{D}} \mid \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right) \mathbb{P}\left(\mathcal{E}_{\partial \mathbb{D}}^{\theta} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} \Xi_{a}^{y_{\varepsilon}, \mathbb{D}} \mid \mathcal{E}_{\partial \mathbb{D}}^{\theta}\right)\right]=\limsup _{\varepsilon \rightarrow 0} \mathbb{E}\left[u\left(x_{\varepsilon}\right) u\left(y_{\varepsilon}\right)\right]
\end{aligned}
$$

where $u(z), z \in \mathbb{D}$, is defined in (7.6). In the last equality above we applied dominated convergence theorem (the domination is obtained from the estimate (7.12) on $R_{z}$ and by Proposition 6.2). By Proposition 7.3, $\limsup _{\varepsilon \rightarrow 0} \mathbb{E}\left[u\left(x_{\varepsilon}\right) u\left(y_{\varepsilon}\right)\right] \leq c(\theta)^{2}$. This concludes the proof that (7.8) is at most $c(\theta)^{2}$ which concludes the proof of (1.8).

### 7.4 Quasi independence of excursions near two distinct points

This section is devoted to the proof of Proposition 7.3.
Proof of Proposition 7.3. By conformal invariance, we may work in the upper half plane $\mathbb{H}$ instead of the unit disc $\mathbb{D}$ and assume that our boundary points are 0 and 1 . Let $\varepsilon \in(0,1 / 4), z_{1} \in \mathbb{H} \cap D(0, \varepsilon)$, $z_{2} \in \mathbb{H} \cap D(1, \varepsilon)$. Let $\mathcal{E}_{1}$ (resp. $\mathcal{E}_{2}$ ) be the set of excursions in $\mathcal{E}_{\mathbb{R}}$ with both endpoints in $\left[-\varepsilon^{2 / 3}, \varepsilon^{2 / 3}\right]$ (resp. [1- $\left.\varepsilon^{2 / 3}, 1+\varepsilon^{2 / 3}\right]$ ). For $j=1,2$, define

$$
\begin{equation*}
u_{j}:=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{P}\left(\mathcal{E}_{j} \stackrel{\mathcal{L}_{\mathbb{H}}^{\theta} \cup \Xi_{a}^{z_{j}, \mathbb{H}}}{\longleftrightarrow} z_{j} \mid \mathcal{E}_{j}\right) . \tag{7.15}
\end{equation*}
$$

The difference with $u\left(z_{j}\right)$ (7.6) is that the intersection can only come from an excursion from $\mathcal{E}_{j}$, instead of the whole set $\mathcal{E}_{\mathbb{R}}$ of excursions. We are first going to show that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \mathbb{E}\left[u\left(z_{1}\right) u\left(z_{2}\right)\right] \leq \limsup _{\varepsilon \rightarrow 0} \mathbb{E}\left[u_{1} u_{2}\right] \tag{7.16}
\end{equation*}
$$

Let $K_{\gamma, 1}$ and $K_{\gamma, 2}$ be two independent random compacts of $\mathbb{H}$ distributed as (the topological closure of) the cluster of $z_{j}$ in $\mathcal{L}_{\mathbb{H}}^{\theta} \cup \Xi_{a}^{z_{j}, \mathbb{H}}, j=1,2$. We can bound for $j=1,2$,

$$
u\left(z_{j}\right) \leq u_{j}+\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{P}\left(\mathcal{E}_{\mathbb{R}} \backslash \mathcal{E}_{j} \cap K_{\gamma, j} \neq \varnothing \mid \mathcal{E}_{\mathbb{R}}\right)
$$

Multiplying these two inequalities for $j=1,2$ leads to

$$
\begin{aligned}
& \mathbb{E}\left[u\left(z_{1}\right) u\left(z_{2}\right)\right]-\mathbb{E}\left[u_{1} u_{2}\right] \leq \sum_{\substack{i=1,2 \\
j=3-i}} \mathbb{E}\left[\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(\mathcal{E}_{\mathbb{R}} \backslash \mathcal{E}_{i} \cap K_{\gamma, i} \neq \varnothing, \mathcal{E}_{j} \cap K_{\gamma, j} \neq \varnothing \mid \mathcal{E}_{\mathbb{R}}\right)\right] \\
& +\mathbb{E}\left[\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(\forall j=1,2, \mathcal{E}_{\mathbb{R}} \backslash \mathcal{E}_{j} \cap K_{\gamma, j} \neq \varnothing \mid \mathcal{E}_{\mathbb{R}}\right)\right] \\
& \leq 2 \lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \sum_{\substack{i=1,2 \\
j=3-i}} \mathbb{P}\left(\mathcal{E}_{\mathbb{R}} \backslash \mathcal{E}_{i} \cap K_{\gamma, i} \neq \varnothing, \mathcal{E}_{\mathbb{R}} \cap K_{\gamma, j} \neq \varnothing\right) .
\end{aligned}
$$

In the last inequality we exchanged expectation and limit with the help of Fatou's lemma (or alternatively dominated convergence theorem). For $j=1,2$, let $f_{j}: \mathbb{D} \rightarrow \mathbb{H}$ be a conformal map that sends 0 to $z_{j}$ and let

$$
C_{j}(r):=f_{j}(r \partial \mathbb{D}), \quad r \in[0,1], \quad \text { and } \quad R_{\gamma, j}:=\sup \left\{r>0: C_{j}(r) \cap K_{\gamma, j} \neq \varnothing\right\} .
$$

The definition of $C_{j}(r)$ does not depend on the specific choice of $f_{j}$. Note also that, by conformal invariance, $R_{\gamma, 1}$ and $R_{\gamma, 2}$ have the same law as $R_{\gamma}$ defined in (2.19). Let $\eta>0$ and let us first consider the event that $R_{\gamma, 1}$ and $R_{\gamma, 2}$ are at most $1-\eta$. We have

$$
\begin{align*}
& \lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(\mathcal{E}_{\mathbb{R}} \backslash \mathcal{E}_{1} \cap K_{\gamma, 1} \neq \varnothing, \mathcal{E}_{\mathbb{R}} \cap K_{\gamma, 2} \neq \varnothing, R_{\gamma, 1} \leq 1-\eta, R_{\gamma, 2} \leq 1-\eta\right)  \tag{7.17}\\
& \leq \lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \int_{(0,1-\eta)^{2}} \mathbb{P}\left(R_{\gamma, 1} \in \mathrm{~d} r_{1}\right) \mathbb{P}\left(R_{\gamma, 2} \in \mathrm{~d} r_{2}\right) \mathbb{P}\left(\mathcal{E}_{\mathbb{R}} \backslash \mathcal{E}_{1} \cap C_{1}\left(r_{1}\right) \neq \varnothing, \mathcal{E}_{\mathbb{R}} \cap C_{2}\left(r_{2}\right) \neq \varnothing\right)
\end{align*}
$$

For $\eta>0$ fixed, Lemma 6.22 shows that

$$
\mathbb{P}\left(\mathcal{E}_{\mathbb{R}} \backslash \mathcal{E}_{1} \cap C_{1}\left(r_{1}\right) \neq \varnothing, \mathcal{E}_{\mathbb{R}} \cap C_{2}\left(r_{2}\right) \neq \varnothing\right) \leq o_{\varepsilon \rightarrow 0}(1)\left|\log r_{1}\right|^{-1}\left|\log r_{2}\right|^{-1}
$$

where $o_{\varepsilon \rightarrow 0}(1) \rightarrow 0$ as $\varepsilon \rightarrow 0$, uniformly in $r_{1}, r_{2} \in(0,1-\eta)$. Plugging this estimate into (7.17) and integrating by parts shows that the left hand side of (7.17) is at most

$$
\frac{o_{\varepsilon \rightarrow 0}(1)}{Z_{\gamma}^{2}} \int_{(0,1-\eta)^{2}} \frac{\mathbb{P}\left(R_{1} \geq r_{1}\right) \mathbb{P}\left(R_{2} \geq r_{2}\right)}{r_{1} r_{2}\left|\log r_{1} \log r_{2}\right|^{2}} \mathrm{~d} r_{1} \mathrm{~d} r_{2}
$$

Now, by (2.20) in Lemma 2.11 (applied to $\eta=\theta / 2$ ), there exists $C>0$ such that for all $r_{j} \in(0,1-\eta)$, $\mathbb{P}\left(R_{j} \geq r_{j}\right) \leq C Z_{\gamma}\left|\log r_{j}\right|^{1-\theta / 2}$. This shows that (7.17) vanishes as $\varepsilon \rightarrow 0$. On the event that $R_{\gamma, 1}$ or $R_{\gamma, 2}$ is at least $1-\eta$, we have with a union bound,

$$
\begin{aligned}
& \lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \mathbb{P}\left(\mathcal{E}_{\mathbb{R}} \backslash \mathcal{E}_{1} \cap K_{\gamma, 1} \neq \varnothing, \mathcal{E}_{\mathbb{R}} \cap K_{\gamma, 2} \neq \varnothing, R_{\gamma, 1} \text { or } R_{\gamma, 2} \geq 1-\eta\right) \\
& \leq \lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}^{2}} \sum_{\substack{i=1,2 \\
j=3-i}} \mathbb{P}\left(R_{\gamma, i} \geq 1-\eta\right) \mathbb{P}\left(\mathcal{E}_{\mathbb{R}} \cap K_{\gamma, j} \neq \varnothing\right)=2 c(\theta) \lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{P}\left(R_{\gamma} \geq 1-\eta\right)
\end{aligned}
$$

where $R_{\gamma}$ is defined in (2.19). The last equality follows from conformal invariance and (7.2). In particular, the right hand side is independent of $\varepsilon$ and goes to zero as $\eta \rightarrow 0$ ((2.21) in Lemma 2.11). This concludes the proof of (7.16).

The proof of Proposition 7.3 will then follow from (recall that $u_{1}$ and $u_{2}$ are defined in (7.15)):
Lemma 7.4. $\lim \sup _{\varepsilon \rightarrow 0} \mathbb{E}\left[u_{1} u_{2}\right] \leq c(\theta)^{2}$.
Proof of Lemma 7.4. Instead of considering directly a loop soup $\mathcal{L}_{\mathbb{R}}$ which is wired everywhere, we will obtain $\mathcal{L}_{\mathbb{R}}$ and $\mathcal{E}_{\mathbb{R}}$ by exploring a loop soup which is partially wired, and then use the independence between different parts of the loop soup derived for this partial exploration process [Qia19, QW19].

Let $\mathcal{L}_{0}$ be a loop soup in $\mathbb{H}$ wired on $\left[-\varepsilon^{1 / 2}, \varepsilon^{1 / 2}\right]$ and free elsewhere. We will denote by $\mathcal{L}_{0} \cap \mathbb{H}$ the subset of $\mathcal{L}_{0}$ consisting of all the loops that are contained in $\mathbb{H}$. By Theorems 6.1 and 6.2 , we can decompose $\mathcal{L}_{0}$ into several independent parts:

1. The excursions $\widehat{\mathcal{E}}_{1}$ attached to $\left[-\varepsilon^{1 / 2}, \varepsilon^{1 / 2}\right]$.
2. The CLE coming from the outer boundaries of the outermost clusters in $\mathcal{L}_{0} \cap \mathbb{H}$.
3. For each loop $\ell$ in the CLE in the previous item, let $O_{\ell}$ be the domain encircled by $\ell$. Let $f_{\ell}$ be a conformal map from $\mathbb{H}$ onto $O_{\ell}$. For each $\ell$, we sample an independent loop soup $\mathcal{L}_{\ell}$ with wired boundary conditions in $\mathbb{H}$, and put $f_{\ell}\left(\mathcal{L}_{\ell}\right)$ inside $O_{\ell}$.
We will denote by $\mathcal{F}$ the $\sigma$-algebra generated by the items 1 and 2 .
To obtain a loop soup $\mathcal{L}_{\mathbb{R}}$ in $\mathbb{H}$ wired on $\mathbb{R}$ from $\mathcal{L}_{0}$, one can proceed as follows. Let $\eta$ be the outer boundary of the cluster in $\mathcal{L}_{0}$ which is wired on $\left[-\varepsilon^{1 / 2}, \varepsilon^{1 / 2}\right]$. Let $O$ be the domain enclosed by $\eta$ and $\left[-\varepsilon^{1 / 2}, \varepsilon^{1 / 2}\right]$. Let $g$ be the conformal map from $O$ onto $\mathbb{H}$ that sends $-\varepsilon^{2 / 3}, \varepsilon^{2 / 3}, \varepsilon^{1 / 2}$ to $-\varepsilon^{2 / 3}, \varepsilon^{2 / 3}, \infty$. Let $\mathcal{L}_{\mathbb{R}}$ be the image under $g$ of $\mathcal{L}_{0}$ restricted to $\bar{O}$. Then $\mathcal{L}_{\mathbb{R}}$ is distributed as a loop soup in $\mathbb{H}$ with wired boundary conditions. Let $\mathcal{E}$ be the boundary excursions induced by $\mathcal{L}_{\mathbb{R}}$ and let $\mathcal{E}_{1}$ (resp. $\mathcal{E}_{2}$ ) be the set of excursions in $\mathcal{E}$ with both endpoints in $\left[-\varepsilon^{2 / 3}, \varepsilon^{2 / 3}\right]$ (resp.


Figure 7.1: Proof of Lemma 7.4. The excursions in $\widehat{\mathcal{E}}_{0}$ are in red. The set $\widehat{\mathcal{E}}_{1}$ is the union of the red and blue excursions.
$\left.\left[1-\varepsilon^{2 / 3}, 1+\varepsilon^{2 / 3}\right]\right)$. Let $\widetilde{z}_{1}:=g^{-1}\left(z_{1}\right), \widetilde{z}_{2}:=g^{-1}\left(z_{2}\right)$. Let $\widetilde{\mathcal{E}}:=g^{-1}(\mathcal{E}), \widetilde{\mathcal{E}}_{1}:=g^{-1}\left(\mathcal{E}_{1}\right), \widetilde{\mathcal{E}}_{2}:=g^{-1}\left(\mathcal{E}_{2}\right)$. See Figure 7.1 for a schematic representation of some of these notations. Let

$$
\widetilde{u}_{j}:=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{P}\left(\widetilde{\mathcal{E}}_{j} \stackrel{\mathcal{L}_{O}^{\theta} \cup \Xi_{d}^{z_{j}}, O}{\longleftrightarrow} \widetilde{z}_{j} \mid \widetilde{\mathcal{E}}_{j}, O\right), \quad j=1,2
$$

By conformal invariance, $\left(u_{1}, u_{2}\right)$ and $\left(\widetilde{u}_{1}, \widetilde{u}_{2}\right)$ have the same law. Therefore, to prove Lemma 7.4, it is equivalent to prove that $\lim \sup _{\varepsilon \rightarrow 0} \mathbb{E}\left[\widetilde{u}_{1} \widetilde{u}_{2}\right] \leq c(\theta)^{2}$.

Let $\xi$ be the CLE loop that encircles $\widetilde{z}_{2}$. The wired loop soup $f_{\xi}\left(\mathcal{L}_{\xi}\right)$ (see item 3 above) inside the domain $O_{\xi}$ delimited by $\xi$ is composed of excursions $\widetilde{\mathcal{E}}_{\xi}$ attached to $\xi$ and loops $\mathcal{L}_{O_{\xi}}$ contained in $O_{\xi}$. Define

$$
\begin{equation*}
v_{2}:=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{P}\left(\widetilde{\mathcal{E}}_{\xi} \stackrel{\mathcal{L}_{O_{\xi}}^{\theta} \cup \Xi_{a}^{\tilde{z}_{2}, O_{\xi}}}{\longleftrightarrow} \widetilde{z}_{2} \mid \widetilde{\mathcal{E}}_{\xi}, O_{\xi}\right) . \tag{7.18}
\end{equation*}
$$

By conformal invariance and the independence of $\mathcal{L}_{\xi}$ and $\mathcal{F}, \mathbb{E}\left[v_{2} \mid \mathcal{F}\right]=c(\theta)$. We are going to show that

$$
\begin{equation*}
\mathbb{P}\left(\widetilde{u}_{2} \leq v_{2}\right) \rightarrow 1 \quad \text { as } \quad \varepsilon \rightarrow 0 \tag{7.19}
\end{equation*}
$$

Let us explain how we will conclude from this. Notice that $\widetilde{u}_{1}$ is measurable w.r.t. $\mathcal{F}$. Indeed, $\widetilde{\mathcal{E}}_{1}$, the domain $O$ and $\widetilde{z}_{1}$ are all measurable w.r.t. the excursions $\widehat{\mathcal{E}}_{1}$ and the CLE loops. Therefore, we have on the event $E:=\left\{\widetilde{u}_{2} \leq v_{2}\right\}$,

$$
\mathbb{E}\left[\widetilde{u}_{1} \widetilde{u}_{2} \mathbf{1}_{E}\right] \leq \mathbb{E}\left[\widetilde{u}_{1} v_{2} \mathbf{1}_{E}\right] \leq \mathbb{E}\left[\widetilde{u}_{1} v_{2}\right]=\mathbb{E}\left[\widetilde{u}_{1} \mathbb{E}\left[v_{2} \mid \mathcal{F}\right]\right]=c(\theta) \mathbb{E}\left[\widetilde{u}_{1}\right] \leq c(\theta)^{2}
$$

since, by adding more excursions,

$$
\mathbb{E}\left[\widetilde{u}_{1}\right] \leq \lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{E}\left[\mathbb{P}\left(\widetilde{\mathcal{E}}^{\stackrel{\mathcal{L}_{O}^{\theta} \cup \Xi_{a}^{z_{j}, O}}{\longleftrightarrow}} \widetilde{z}_{j} \mid \widetilde{\mathcal{E}}, O\right)\right]=c(\theta)
$$

On the complementary event $E^{c}$ (whose probability vanishes as $\varepsilon \rightarrow 0$ by (7.19)), we can bound for all $M>0$,
$\underset{\varepsilon \rightarrow 0}{\limsup } \mathbb{E}\left[\widetilde{u}_{1} \widetilde{u}_{2} \mathbf{1}_{E^{c}}\right] \leq \limsup _{\varepsilon \rightarrow 0} \mathbb{E}\left[\widetilde{u}_{1} \widetilde{u}_{2} \mathbf{1}_{\left\{\tilde{u}_{1} \tilde{u}_{2}>M\right\}}\right]+M \limsup _{\varepsilon \rightarrow 0} \mathbb{P}\left(E^{c}\right)=\limsup _{\varepsilon \rightarrow 0} \mathbb{E}\left[\widetilde{u}_{1} \widetilde{u}_{2} \mathbf{1}_{\left\{\tilde{u}_{1} \tilde{u}_{2}>M\right\}}\right]$.
We will show in Lemma 7.5 below that the quantity on the right hand side vanishes as $M \rightarrow \infty$. Altogether, this will prove Lemma 7.4.

It remains to prove (7.19). We proceed in several steps.

- Step 1. The goal of this step is to show that $\mathbb{P}\left[g\left(\left[-\varepsilon^{1 / 2}, \varepsilon^{1 / 2}\right]\right) \subseteq\left[-2 \varepsilon^{1 / 2}, 2 \varepsilon^{1 / 2}\right]\right]=1+o(1)$. Let $\varepsilon^{-1 / 2} O$ be the domain $O$ rescaled by $\varepsilon^{-1 / 2}$. Let $f$ be the conformal map from $\varepsilon^{-1 / 2} O$ onto $\mathbb{H}$ that sends $-1 / 2,1 / 2,1$ to $-1,1, \infty$. Then $g(z)=h \circ f\left(\varepsilon^{-1 / 2} z\right)$, where $h$ is a composition of scaling and translation that sends $f\left( \pm \varepsilon^{1 / 6}\right)$ to $\pm \varepsilon^{2 / 3}$. Note that $f$ is analytic, so for all $z \in D\left(0, \varepsilon^{7 / 12}\right) \cap \mathbb{H}$,
$g^{\prime}(z)=\varepsilon^{-1 / 2} f^{\prime}\left(\varepsilon^{-1 / 2} z\right) \frac{2 \varepsilon^{2 / 3}}{f\left(\varepsilon^{1 / 6}\right)-f\left(-\varepsilon^{1 / 6}\right)}=\left(f^{\prime}(0)+O\left(\varepsilon^{1 / 12}\right)\right) \frac{2 \varepsilon^{1 / 6}}{f^{\prime}(0) 2 \varepsilon^{1 / 6}+O\left(\varepsilon^{1 / 3}\right)}=1+O\left(\varepsilon^{1 / 12}\right)$.

Consequently, there exists $x_{0} \in\left[\varepsilon^{2 / 3}, \varepsilon^{1 / 2}\right]$ such that

$$
g\left(\varepsilon^{1 / 2}\right)=g\left(\varepsilon^{2 / 3}\right)+\left(\varepsilon^{1 / 2}-\varepsilon^{2 / 3}\right) g^{\prime}\left(x_{0}\right)=\varepsilon^{1 / 2}+O(1) \varepsilon^{7 / 12}
$$

where $O(1)$ is bounded by some random variable $A_{0}$ whose law only depends on the law of $f$, which does not depend on $\varepsilon$. Let $F_{1}$ be the event that $A_{0} \leq \varepsilon^{-1 / 24}$, so that $\mathbb{P}\left(F_{1}\right)=1+o(1)$. On $F_{1}$, we have $g\left(\varepsilon^{1 / 2}\right) \leq 2 \varepsilon^{1 / 2}$. Similarly, we can define $F_{2}$ with $\mathbb{P}\left(F_{2}\right)=1+o(1)$ so that $g\left(-\varepsilon^{1 / 2}\right) \geq-2 \varepsilon^{1 / 2}$. On the event $F_{1} \cap F_{2}$, we have $g\left(\left[-\varepsilon^{1 / 2}, \varepsilon^{1 / 2}\right]\right) \subseteq\left[-2 \varepsilon^{1 / 2}, 2 \varepsilon^{1 / 2}\right]$. This concludes Step 1 .

- Step 2. Recall that $\widehat{\mathcal{E}}_{1}$ denotes the set of excursions in $\mathcal{E}_{0}$ with both endpoints in $\left[-\varepsilon^{1 / 2}, \varepsilon^{1 / 2}\right]$. The goal of this step is to prove that

$$
\begin{equation*}
\mathbb{P}\left[g\left(\widehat{\mathcal{E}}_{1}\right) \cap D\left(1, \varepsilon^{7 / 12}\right)=\emptyset\right]=1+o(1) \tag{7.20}
\end{equation*}
$$

Let $\mathcal{E}_{4}$ be the set of excursions in $\mathcal{E}$ that have both endpoints in $\left[-2 \varepsilon^{1 / 2}, 2 \varepsilon^{1 / 2}\right]$. Then $g\left(\widehat{\mathcal{E}}_{1}\right) \subset \mathcal{E}_{4}$ on the event that $g\left(\left[-\varepsilon^{1 / 2}, \varepsilon^{1 / 2}\right]\right) \subseteq\left[-2 \varepsilon^{1 / 2}, 2 \varepsilon^{1 / 2}\right]$. Thanks to Step 1, we deduce that

$$
\mathbb{P}\left[g\left(\widehat{\mathcal{E}}_{1}\right) \cap D\left(1, \varepsilon^{7 / 12}\right) \neq \emptyset\right] \leq \mathbb{P}\left[\mathcal{E}_{4} \cap D\left(1, \varepsilon^{7 / 12}\right) \neq \emptyset\right]+o(1)
$$

By Lemma 6.8, we can further bound

$$
\begin{aligned}
\mathbb{P}\left[\mathcal{E}_{4} \cap D\left(1, \varepsilon^{7 / 12}\right) \neq \emptyset\right] & \leq \mathbb{E}\left[\sum_{e \in \mathcal{E} ; a(e), b(e) \in\left[-2 \varepsilon^{1 / 2}, 2 \varepsilon^{1 / 2}\right]} \frac{(b(e)-a(e))^{2}}{(1-a(e))^{2}(1-b(e))^{2}}\right] \varepsilon^{7 / 6}+o(1) \\
& \leq C \mathbb{E}\left[\sum_{e \in \mathcal{E} ; a(e), b(e) \in\left[-2 \varepsilon^{1 / 2}, 2 \varepsilon^{1 / 2}\right]}(b(e)-a(e))^{2}\right] \varepsilon^{7 / 6}+o(1) .
\end{aligned}
$$

With the help of Lemma 6.20, we can bound the last expectation above by $C \varepsilon^{1 / 2} \varepsilon^{1 / 2}$ proving (7.20).

- Step 3. In this step we show that

$$
\mathbb{P}\left[\mathcal{E}_{2} \subset D\left(1, \varepsilon^{7 / 12}\right)\right]=1+o(1)
$$

We have

$$
\mathbb{P}\left[\mathcal{E}_{2} \not \subset D\left(1, \varepsilon^{7 / 12}\right)\right] \leq C_{1} \mathbb{E}\left[\sum_{e \in \mathcal{E}_{2}}(b(e)-a(e))^{2} \varepsilon^{-7 / 6}\right] \leq C_{2} \varepsilon^{4 / 3} \varepsilon^{-7 / 6}=C \varepsilon^{1 / 6}
$$

where the term $C_{1}(b(e)-a(e))^{2} \varepsilon^{-7 / 6}$ represents the probability that an excursion with endpoints $a(e)$ and $b(e)$ has diameter at least $\varepsilon^{7 / 12} / 2$, and the last inequality follows from Lemma 6.20.

- Step 4. Conclusion. On the event $F:=\left\{g\left(\widehat{\mathcal{E}}_{1}\right) \cap D\left(1, \varepsilon^{7 / 12}\right)=\emptyset\right\} \cap\left\{\mathcal{E}_{2} \subset D\left(1, \varepsilon^{7 / 12}\right)\right\}$, $g\left(\widehat{\mathcal{E}}_{1}\right) \cap \mathcal{E}_{2}=\varnothing$ and the loops in $\mathcal{L}_{O}$ that can contribute to $\widetilde{u}_{2}$ can only come from $\mathcal{L}_{O_{\xi}}\left(\widehat{\mathcal{E}}_{1}\right.$ cannot contribute). Hence, on $F$,

$$
\widetilde{u}_{2}=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{P}\left(\widetilde{\mathcal{E}}_{2} \stackrel{\mathcal{L}_{O_{\xi}}^{\theta} \cup \Xi_{a}^{\tilde{z}_{2}, O_{\xi}}}{\longleftrightarrow} \widetilde{z}_{2} \mid \widetilde{\mathcal{E}}_{2}, O_{\xi}\right) .
$$

Now, because on the event $F$, the excursions in $\widetilde{\mathcal{E}}_{2}$ are contained in $\widetilde{\mathcal{E}}_{\xi}$, changing $\widetilde{\mathcal{E}}_{2}$ into $\widetilde{\mathcal{E}}_{\xi}$ can only increase the above probability, i.e. $\widetilde{u}_{2} \leq v_{2}$. Since $\mathbb{P}[F]=1+o(1)$ by Steps 2 and 3 , this concludes the proof of (7.19) and the proof of Lemma 7.4.

To finish the proof of Proposition 7.3, we need to deal with the uniform integrability of $u_{1} u_{2}$ :
Lemma 7.5 (Uniform integrability of $\left.u_{1} u_{2}\right)$. For all $p \in(0,1 /(1-\theta))$, $\limsup _{\varepsilon \rightarrow 0} \mathbb{E}\left[u_{1}^{p} u_{2}^{p}\right]<\infty$. In particular,

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \limsup _{\varepsilon \rightarrow 0} \mathbb{E}\left[u_{1} u_{2} \mathbf{1}_{\left\{u_{1} u_{2}>M\right\}}\right]=0 \tag{7.21}
\end{equation*}
$$

Proof of Lemma 7.5. Let $p \in(0,1 /(1-\theta))$ and let $\eta>0$ be small enough so that $p(1-\theta+\eta)<1$. For $j=1,2$, let $f_{j}: \mathbb{H} \rightarrow \mathbb{D}$ be a conformal map that sends $z_{j}$ to 0 and let $R_{j}:=\mathrm{d}\left(0, f_{j}\left(\mathcal{E}_{j}\right)\right)$. By conformal invariance and Lemma 2.11,

$$
u_{j}=\lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{P}\left(f_{j}\left(\mathcal{E}_{j}\right) \xrightarrow{\mathcal{L}_{\mathbb{D}}^{\theta} \cup \Xi_{c}^{0, \mathbb{D}}} \longleftrightarrow 0 \mid \mathcal{E}_{j}\right) \leq \lim _{\gamma \rightarrow 0} \frac{1}{Z_{\gamma}} \mathbb{P}\left(R_{j} \partial \mathbb{D} \xrightarrow{\mathcal{L}_{\mathrm{B}}^{\theta} \cup \Xi_{d}^{0, \mathbb{D}}} \longleftrightarrow 0 \mid R_{j}\right) \leq C\left(1+\left|\log R_{j}\right|\right)^{1-\theta+\eta} .
$$

Using that for nonnegative random variables $X$ and $Y, \mathbb{E}[X Y]=\int_{(0, \infty)^{2}} \mathbb{P}(X \geq x, Y \geq y) \mathrm{d} x \mathrm{~d} y$, we deduce that $\mathbb{E}\left[u_{1}^{p} u_{2}^{p}\right]$ is at most

$$
C \mathbb{E}\left[\prod_{j=1,2}\left(1+\left|\log R_{j}\right|\right)^{p(1-\theta+\eta)}\right] \leq C \int_{(0, \infty)^{2}} \mathbb{P}\left(\left(1+\left|\log R_{j}\right|\right)^{p(1-\theta+\eta)} \geq t_{j}, j=1,2\right) \mathrm{d} t_{1} \mathrm{~d} t_{2}
$$

By (6.2) in Proposition 6.4, the probability in the integral is equal to

$$
\mathbb{P}\left(\forall j=1,2, R_{j} \leq \exp \left(1-t_{j}^{\frac{1}{p(1-\theta+\eta)}}\right)\right) \leq C\left(\left(t_{1}+1\right)\left(t_{2}+1\right)\right)^{-\frac{1}{p(1-\theta+\eta)}} .
$$

Since $p(1-\theta+\eta)<1$, this implies that the integral converges which concludes the proof of the bound on $\mathbb{E}\left[u_{1}^{p} u_{2}^{p}\right]$. (7.21) then follows by Hölder's inequality and the fact that the interval $(0,1 /(1-\theta))$ contains real numbers that are strictly larger than 1 .

This concludes the proof of Proposition 7.3.

## 8 Approximation of $\mathcal{M}_{a}^{+}$from the discrete

The purpose of this section is to show that the field $h_{\theta}$ agrees with a multiple of the GFF when $\theta=1 / 2$. See Theorem 1.4. To do so, we will show in Theorem 8.3 a stronger version of the convergence of the discrete approximation $\mathcal{M}_{a, N}(2.10)$ to $\mathcal{M}_{a}$ : we will show that this convergence even holds when one restricts the measures to individual clusters. This result of independent interest holds for any subcritical intensity $\theta \in(0,1 / 2]$.

Notation 8.1. For all $x \in D$ and $k \geq 1$, we will denote by $\mathcal{C}(x, k)$ the $k$-th outermost cluster surrounding $x$. ( $k=1$ corresponds to the outermost cluster)

Recall that we denote by $\mathfrak{C}$ the collection of all clusters $\mathcal{C}$ of $\mathcal{L}_{D}^{\theta}$. Let $\mathcal{L}_{D_{N}}^{\theta}$ be a random walk loop soup approximating $\mathcal{L}_{D}^{\theta}$ as in Section 2.2 . We will use analogous notations $\mathfrak{C}_{N}, \mathcal{C}_{N}(x, k)$, etc. in the discrete. In this section we will view clusters (or rather their closures) as elements of $\left(\mathcal{K}, \mathrm{d}_{\mathcal{K}}\right)$ (2.3), i.e. as random compact subsets of $\bar{D}$. We recall that discrete clusters converge to continuous clusters:

Theorem 8.2 ([Lup18a], Section 4.3 in [ALS20b]). Let $n \geq 1, x_{i} \in D, k_{i} \geq 1, i=1, \ldots, n$. The following convergence

$$
\left(\left\{\overline{\mathcal{C}_{N}\left(x_{i}, k_{i}\right)}\right\}_{i=1}^{n}, \mathcal{L}_{D_{N}}^{\theta}\right) \underset{N \rightarrow \infty}{\longrightarrow}\left(\left\{\overline{\mathcal{C}\left(x_{i}, k_{i}\right)}\right\}_{i=1}^{n}, \mathcal{L}_{D}^{\theta}\right)
$$

holds in distribution relatively to the topologies induced by $\mathrm{d}_{\mathcal{K}}$ and $\mathrm{d}_{\mathfrak{L}}$ respectively.
Let $\mathcal{M}_{a, N}$ be the discrete approximation (2.10) of $\mathcal{M}_{a}$. The main result of this section is:
Theorem 8.3. Let $\theta \leq 1 / 2$ and $a \in(0,2)$. For all $n \geq 1, x_{i} \in D, k_{i} \geq 1, i=1 \ldots n$, the following convergence

$$
\left(\left\{\mathcal{M}_{a}^{N} \mathbf{1}_{\mathcal{C}_{N}\left(x_{i}, k_{i}\right)}\right\}_{i=1}^{n},\left\{\overline{\mathcal{C}_{N}\left(x_{i}, k_{i}\right)}\right\}_{i=1}^{n}, \mathcal{L}_{D_{N}}^{\theta}\right) \underset{N \rightarrow \infty}{\longrightarrow}\left(\left\{\mathcal{M}_{a} \mathbf{1}_{\mathcal{C}\left(x_{i}, k_{i}\right)}\right\}_{i=1}^{n},\left\{\overline{\mathcal{C}\left(x_{i}, k_{i}\right)}\right\}_{i=1}^{n}, \mathcal{L}_{D}^{\theta}\right)
$$

holds in distribution relatively to the weak topologies of measures and the topologies induced by $\mathrm{d}_{\mathcal{K}}$ and $\mathrm{d}_{\mathfrak{L}}$.

As in the continuum, let $\mathcal{M}_{a, N}^{+}$be the measure $\mathcal{M}_{a, N}$ restricted to positive clusters, where we assign independent spins to each cluster. As a consequence of Theorem 8.3, we will get:
Corollary 8.4. Let $\theta \in(0,1 / 2]$ and $a \in(0,2)$. The following convergence

$$
\left(\mathcal{L}_{D_{N}}^{\theta}, \mathcal{M}_{a, N}^{+}\right) \rightarrow\left(\mathcal{L}_{D}^{\theta}, \mathcal{M}_{a}^{+}\right) \quad \text { as } \quad N \rightarrow \infty
$$

holds in distribution relatively to the topology induced by $d_{\mathfrak{L}}$ for $\mathcal{L}_{D_{N}}^{\theta}$ and the weak topology on $\mathbb{C}$ for $\mathcal{M}_{a, N}^{+}$.

The exact same result would still hold if we were considering the loop soup on the cable graph where the connection with the Gaussian free field is the strongest [Lup16]. This allows us to prove Theorem 1.4:

Proof of Theorem 1.4, assuming Corollary 8.4. Once Corollary 8.4 is established, the proof of Theorem 1.4 follows along the same lines as the proof of [ABJL23, Theorem 1.5]. The main difference is that we need to use Lupu's version [Lup16] of Le Jan's isomorphism which recovers the signs of the discrete GFF: on the cable graph, $\left(\sigma_{x} \sqrt{2 \ell_{x}}\right)_{x}$ has the same law as the cable graph GFF [Lup16]. In particular, this identifies $\mathcal{M}_{a, N}^{+}$with the uniform measure on the set of $a$-thick points of the cable graph GFF which is known to converge to the exponential of the continous GFF [BL19]. Together with Corollary 8.4 (or rather, the cable graph analogue), this allows us to prove Theorem 1.4. We refer to the proof of [ABJL23, Theorem 1.5] for more details.

The rest of Section 8 is dedicated to the proof of Theorem 8.3 and Corollary 8.4. We will first state and prove some preliminary lemmas before returning to the proof of the main results of this section.

### 8.1 Preliminary lemmas

Let us denote by

$$
\begin{equation*}
\mathfrak{Q}_{p}:=\left\{x+\left[-2^{-p}, 2^{-p}\right]^{2}, x \in 2^{-p} \mathbb{Z}^{2}\right\}, \quad p \geq 1 \tag{8.1}
\end{equation*}
$$

a collection of dyadic squares of side length $2^{-p+1}$. For all $x \in D$ and $k \geq 1$, we enlarge the cluster $\mathcal{C}(x, k)$ with the help of these dyadic squares and we denote by

$$
\begin{equation*}
\mathcal{C}^{(p)}(x, k):=\bigcup_{Q \in \mathfrak{Q}_{p}, Q \cap \mathcal{C}(x, p) \neq \varnothing} Q . \tag{8.2}
\end{equation*}
$$

Lemma 8.5. Let $x \in D, k \geq 1$. Let $O_{i}, i \geq 0$, be the connected components of $D \backslash \mathcal{C}(x, k)$ with $O_{0}$ being the unique component whose boundary include $\partial D$. Conditionally on $\mathcal{C}(x, k)$, we have:

- The collections of loops $\left\{\wp \in \mathcal{L}_{D}^{\theta}, \wp \subset O_{i}\right\}, i \geq 0$, are independent;
- For all $i \geq 1,\left\{\wp \in \mathcal{L}_{D}^{\theta}, \wp \subset O_{i}\right\}$ has the law of a Brownian loop soup in $O_{i}$ with intensity $\theta$;
- $\left\{\wp \in \mathcal{L}_{D}^{\theta}, \wp \subset O_{0}\right\}$ has the law of a Brownian loop soup in $O_{0}$ with intensity $\theta$ conditionally to have exactly $k-1$ clusters surrounding the inner boundary of $O_{0}$.

Proof. This lemma can be proven by working on the event that the enlargement $\mathcal{C}^{(p)}(x, k)$ of $\mathcal{C}(x, k)$ is equal to a specific union $C_{p}$ of dyadic squares. One then uses that the loops that do not intersect $C_{p}$ are independent from $\mathcal{C}(x, k)$ (except that $\mathcal{C}(x, k)$ is exactly the $k$-th outermost cluster surrounding $x$ ) and then let $p \rightarrow \infty$. We omit the details.

Next, we show that the $\mathcal{M}_{a}$-measure of one cluster is well approximated by the $\mathcal{M}_{a}$-measure of its $\varepsilon$-neighbourhood.

Lemma 8.6. Let $n, p \geq 1$, and for $i=1 \ldots n$, let $x_{i} \in D, k_{i} \geq 1$ and let $C_{i, p}$ be a subset of $D$ which is a union of dyadic squares in $\mathfrak{Q}_{p}$. Assume that the sets $C_{i, p}, i=1 \ldots n$, are pairwise disjoint and let $E_{p}$ be the event that for all $i=1 \ldots n, \mathcal{C}^{(p)}\left(x_{i}, k_{i}\right)=C_{i, p}$. Then

$$
\begin{equation*}
\mathbb{E}\left[\sum_{i=1}^{n} \mathcal{M}_{a}\left(C_{i, p} \backslash \mathcal{C}\left(x_{i}, k_{i}\right)\right) \mid \mathcal{C}\left(x_{i}, k_{i}\right), i=1 \ldots n\right] \mathbf{1}_{E_{p}} \leq C 2^{-p a} \mathbf{1}_{E_{p}} \tag{8.3}
\end{equation*}
$$

for some deterministic constant $C>0$ which only depends on the domain $D$.
Proof of Lemma 8.6. To ease notations, we will prove this lemma for the $n$ outermost clusters surrounding a given point $x \in D$. With the notations of the lemma, this corresponds to the particular case $x_{i}=x$ and $k_{i}=i$ for $i=1 \ldots n$. The general case follows from the same proof.

For $j=1 \ldots n$, let $O_{j}$ be the connected component of $D \backslash \bigcup_{i=1}^{n} \mathcal{C}(x, i)$ whose boundary intersects both $\mathcal{C}(x, j-1)$ and $\mathcal{C}(x, j)$, where by convention we write $\mathcal{C}(x, 0)=\partial D$. Let $O_{j}, j \geq n+1$, denote the other connected components of $D \backslash \bigcup_{i=1}^{n} \mathcal{C}(x, i) . O_{1}, \ldots, O_{n}$ are annular-like, whereas $O_{n+1}, O_{n+2}, \ldots$ are disc-like. Conditionally on $\mathcal{C}(x, i), i=1 \ldots n$, the law of the loops in each of these connected components is described in Lemma 8.5. For all $j \geq 1$, let $O_{j}^{p}$ denote the set of points of $O_{j}$ which are at distance at most $\sqrt{2} \cdot 2^{-p+1}$ to the boundary of $O_{j}$. On the event $E_{p}$,

$$
\bigcup_{i=1}^{n} C_{i, p} \backslash \mathcal{C}(x, i) \subset \bigcup_{j \geq 1} O_{j}^{p}
$$

which implies that

$$
\mathbb{E}\left[\sum_{i=1}^{n} \mathcal{M}_{a}\left(C_{i, p} \backslash \mathcal{C}(x, i)\right) \mid \mathcal{C}(x, i), i=1 \ldots n\right] \mathbf{1}_{E_{p}} \leq \sum_{j \geq 1} \mathbb{E}\left[\mathcal{M}_{a}\left(O_{j}^{p}\right) \mid \mathcal{C}(x, i), i=1 \ldots n\right] \mathbf{1}_{E_{p}}
$$

For all $j \geq n+1$, conditionally on $\mathcal{C}(x, i), i=1 \ldots n$, the law of the loops inside $O_{j}$ is that of a Brownian loop soup in $O_{j}$. Therefore, by [ABJL23, Theorem 1.1], we have for all $j \geq n+1$,

$$
\mathbb{E}\left[\mathcal{M}_{a}\left(O_{j}^{p}\right) \mid \mathcal{C}(x, i), i=1 \ldots n\right] \leq C \int_{O_{j}^{p}} \mathrm{CR}\left(z, O_{j}\right)^{a} \mathrm{~d} z \leq C 2^{-p a}\left|O_{j}\right|
$$

because if a point $z$ is a distant at most $\sqrt{2} \cdot 2^{-p+1}$ to the boundary of $O_{j}$, then $\mathrm{CR}\left(z, O_{j}\right)$ is at most $4 \sqrt{2} \cdot 2^{-p+1}$ (Koebe quarter theorem). For $j=1 \ldots n$, the conditional law of the loops in $O_{j}$ is that of a loop soup in $O_{j}$ conditioned to not have any cluster surrounding the inner boundary of $O_{j}$. By FKG inequality, such a loop soup is stochastically dominated by an unconditioned loop soup in the same domain. So the same reasoning applies, except that the domain $O_{j}$ is not simply connected so one has to replace $\log \mathrm{CR}\left(z, O_{j}\right)$ by the harmonic extension of $\log |z-\cdot|$ from $\partial O_{j}$ to $O_{j}$ (see Remark 2.2). Nevertheless, the same conclusion holds: for all $j=1 \ldots n$,

$$
\mathbb{E}\left[\mathcal{M}_{a}\left(O_{j}^{p}\right) \mid \mathcal{C}(x, i), i=1 \ldots n\right] \leq C 2^{-p a}\left|O_{j}\right|
$$

Summing over $j$ leads to

$$
\mathbb{E}\left[\sum_{i=1}^{n} \mathcal{M}_{a}\left(C_{i, p} \backslash \mathcal{C}(x, i)\right) \mid \mathcal{C}(x, i), i=1 \ldots n\right] \mathbf{1}_{E_{p}} \leq C 2^{-p \gamma^{2} / 2} \sum_{j \geq 1}\left|O_{j}\right| \mathbf{1}_{E_{p}} \leq C|D| 2^{-p a} \mathbf{1}_{E_{p}}
$$

This concludes the proof of Lemma 8.6.
We will also need to ensure that most of the $\mathcal{M}_{a}$-mass comes from the "large" clusters:

$$
\mathfrak{C}_{q}:=\left\{\mathcal{C}(x, k), x \in 2^{-q} \mathbb{Z}^{2} \cap D, k \leq 2^{q}\right\}, \quad \mathfrak{C}_{N, q}:=\left\{\mathcal{C}_{N}(x, k), x \in 2^{-q} \mathbb{Z}^{2} \cap D, k \leq 2^{q}\right\}, \quad q \geq 1 .
$$

Lemma 8.7. As $q \rightarrow \infty$,

$$
\mathbb{E}\left[\mathcal{M}_{a}\left(D \backslash \bigcup_{\mathcal{C} \in \mathfrak{C}_{q}} \mathcal{C}\right)\right] \rightarrow 0 \quad \text { and } \quad \limsup _{N \rightarrow \infty} \mathbb{E}\left[\mathcal{M}_{a}^{N}\left(D \backslash \bigcup_{\mathcal{C} \in \mathfrak{C}_{N, q}} \mathcal{C}\right)\right] \rightarrow 0
$$

Proof of Lemma 8.7. We prove the claim in the discrete setting. The continuous case is similar. The proof of this lemma is very close in spirit to the the proof of Lemma 8.6. Let $q \geq 1$ and let $p \leq q$ be much small than $q$. For a cluster $\mathcal{C} \in \mathfrak{C}_{N}$, we will denote by $\mathcal{C}^{(p)}$ its $2^{-p}$-enlargement with dyadic squares as in (8.2). Let $E_{N, q, p}$ be the event that $\bigcup_{\mathcal{C} \in \mathfrak{C}_{N, q}} \mathcal{C}^{(p)}$ covers the whole domain $D$. Since the clusters $\mathcal{C} \in \mathfrak{C}_{N}$ are dense in $D$, for any fixed $p$,

$$
\begin{equation*}
\lim _{q \rightarrow \infty} \liminf _{N \rightarrow \infty} \mathbb{P}\left(E_{N, q, p}\right) \rightarrow 1 \tag{8.4}
\end{equation*}
$$

On this event, we can write

$$
\limsup _{N \rightarrow \infty} \mathbb{E}\left[\mathcal{M}_{a}^{N}\left(D \backslash \bigcup_{\mathcal{C} \in \mathfrak{C}_{N, q}} \mathcal{C}\right) \mathbf{1}_{E_{N, q, p}}\right] \leq \limsup _{N \rightarrow \infty} \mathbb{E}\left[\mathcal{M}_{a}^{N}\left(\bigcup_{\mathcal{C} \in \mathfrak{C}_{N, q}}\left(\mathcal{C}^{(p)} \backslash \mathcal{C}\right)\right)\right]
$$

and we can use the exact same strategy as in the proof of Lemma 8.6 to show that the right hand side term is at most $C 2^{-p a}$ for some constant $C>0$ depending only on the domain $D$. More precisely, we use a discrete version of Lemma 8.5 together with the expression given in [ABJL23, Propostion 10.1] for the first moment of $\mathcal{M}_{a}^{N}$ that converges to the continuum expression.

On the complementary event, we simply bound

$$
\mathbb{E}\left[\mathcal{M}_{a}^{N}\left(D \backslash \bigcup_{\mathcal{C} \in \mathfrak{C}_{N, q}} \mathcal{C}\right) \mathbf{1}_{E_{N, q, p}^{c}}\right] \leq \mathbb{E}\left[\mathcal{M}_{a}^{N}(D) \mathbf{1}_{E_{N, q, p}^{c}}\right]
$$

The uniform integrability of $\left(\mathcal{M}_{a}^{N}(D)\right)_{N \geq 1}$ (see [ABJL23]), together with (8.4), ensures that the right hand side term goes to zero as $N \rightarrow \infty$ and then $q \rightarrow \infty$. Let us give some details. Let $M>0$ be large. We can bound

$$
\mathbb{E}\left[\mathcal{M}_{a}^{N}(D) \mathbf{1}_{E_{N, q, p}^{c}}\right] \leq \mathbb{E}\left[\mathcal{M}_{a}^{N}(D) \mathbf{1}_{\mathcal{M}_{a}^{N}(D)>M}\right]+M \mathbb{P}\left(E_{N, q, p}^{c}\right)
$$

By (8.4), we deduce that

$$
\limsup _{q \rightarrow \infty} \limsup _{N \rightarrow \infty} \mathbb{E}\left[\mathcal{M}_{a}^{N}(D) \mathbf{1}_{E_{N, q, p}^{c}}\right] \leq \limsup _{N \rightarrow \infty} \mathbb{E}\left[\mathcal{M}_{a}^{N}(D) \mathbf{1}_{\mathcal{M}_{a}^{N}(D)>M}\right]
$$

By the uniform integrability of $\left(\mathcal{M}_{a}^{N}(D)\right)_{N \geq 1}$, the right hand side term goes to zero as $M \rightarrow \infty$. The left hand side term being independent of $M$, it has to vanish as well. Wrapping things up, we have

$$
\limsup _{q \rightarrow \infty} \limsup _{N \rightarrow \infty} \mathbb{E}\left[\mathcal{M}_{a}^{N}\left(D \backslash \bigcup_{\mathcal{C} \in \mathfrak{C}_{N, q}} \mathcal{C}\right)\right] \leq C 2^{-p a}
$$

We obtain the desired result by letting $p \rightarrow \infty$.

### 8.2 Proof of Theorem 8.3

Proof of Theorem 8.3. Let $n \geq 1, x_{1}, \ldots, x_{n} \in D$ and $k_{1}, \ldots, k_{n} \geq 1$. First of all, we claim that the convergence in distribution

$$
\begin{equation*}
\left(\mathcal{M}_{a}^{N},\left\{\overline{\mathcal{C}_{N}\left(x_{i}, k_{i}\right)}\right\}_{i=1}^{n}, \mathcal{L}_{D_{N}}^{\theta}\right) \underset{N \rightarrow \infty}{ }\left(\mathcal{M}_{a},\left\{\overline{\mathcal{C}\left(x_{i}, k_{i}\right)}\right\}_{i=1}^{n}, \mathcal{L}_{D}^{\theta}\right) \tag{8.5}
\end{equation*}
$$

holds. Indeed it was proven in [ABJL23] that

$$
\left(\mathcal{M}_{a}^{N}, \mathcal{L}_{D_{N}}^{\theta}\right) \underset{N \rightarrow \infty}{\longrightarrow}\left(\mathcal{M}_{a}, \mathcal{L}_{D}^{\theta}\right)
$$

and in [Lup18b] (see Theorem 8.2) that

$$
\left(\left\{\overline{\mathcal{C}_{N}\left(x_{i}, k_{i}\right)}\right\}_{i=1}^{n}, \mathcal{L}_{D_{N}}^{\theta}\right) \underset{N \rightarrow \infty}{ }\left(\left\{\overline{\mathcal{C}\left(x_{i}, k_{i}\right)}\right\}_{i=1}^{n}, \mathcal{L}_{D}^{\theta}\right) .
$$

The convergence (8.5) then follows from the fact that $\mathcal{M}_{a}$ and $\left\{\mathcal{C}\left(x_{i}, k_{i}\right)\right\}_{i=1}^{n}$ are both measurable with respect to $\mathcal{L}_{D}^{\theta}$. Now, we want to establish the joint convergence of

$$
\begin{equation*}
\left(\left\{\mathcal{M}_{a}^{N} \mathbf{1}_{\mathcal{C}_{N}\left(x_{i}, k_{i}\right)}\right\}_{i=1}^{n},\left\{\mathcal{C}_{N}\left(x_{i}, k_{i}\right)\right\}_{i=1}^{n}, \mathcal{L}_{D_{N}}^{\theta}\right), \quad N \geq 1 \tag{8.6}
\end{equation*}
$$

The convergence (8.5) together with the trivial bound $\mathbf{1}_{\mathcal{C}_{N}\left(x_{i}, k_{i}\right)} \leq 1$ shows that this sequence is tight. To conclude the proof, it is enough to identify the law of the subsequential limits. We will do this in three steps.

Step 1: stochastic domination of the subsequential limits. Let $\left(\left\{\mathcal{M}_{i}\right\}_{i=1}^{n},\left\{\mathcal{C}_{i}\right\}_{i=1}^{n}, \mathcal{L}\right)$ be any subsequential limit of (8.6). In the following and to ease the notations, we will omit the subsequence and we will assume that the convergence holds as $N \rightarrow \infty$. For $i=1 \ldots n$, let $f_{i}: D \rightarrow[0, \infty)$ be bounded nonnegative continuous functions, let $\varphi: \mathbb{R}^{n} \rightarrow[0, \infty)$ be a nondecreasing, bounded, 1-Lipschitz function and let $\psi_{1}, \psi_{2}$ be two nonnegative continuous bounded functions. The goal of this first step is to establish the following stochastic domination:

$$
\begin{equation*}
\varphi\left(\left(\mathcal{M}_{i}, f_{i}\right)_{i=1}^{n}\right) \psi_{1}\left(\left(\mathcal{C}_{i}\right)_{i=1}^{n}\right) \psi_{2}(\mathcal{L}) \preceq \varphi\left(\left(\mathcal{M}_{a} \mathbf{1}_{\mathcal{C}\left(x_{i}, k_{i}\right)}, f_{i}\right)_{i=1}^{n}\right) \psi_{1}\left(\left(\mathcal{C}\left(x_{i}, k_{i}\right)\right)_{i=1}^{n}\right) \psi_{2}\left(\mathcal{L}_{D}^{\theta}\right) . \tag{8.7}
\end{equation*}
$$

Let $p \geq 1$ be large and recall the definition (8.1) of $\mathfrak{Q}_{p}$. Let $\mathcal{C}_{N}^{(p)}\left(x_{i}, k_{i}\right)$ be the discrete analogue of the enlarged version $\mathcal{C}^{(p)}\left(x_{i}, k_{i}\right)$ of $\mathcal{C}\left(x_{i}, k_{i}\right)$ (8.2). For $i=1, \ldots, n$, let $C_{i, p}$ be any subset of $D$ which can be written as a union of dyadic squares $Q \in \mathfrak{Q}_{p}$ and let $E_{N, p}$ (resp. $E_{p}$ ) be the event that for all $i=1 \ldots n, \mathcal{C}_{N}^{(p)}\left(x_{i}, k_{i}\right)=C_{i, p}\left(\right.$ resp. $\left.\mathcal{C}^{(p)}\left(x_{i}, k_{i}\right)=C_{i, p}\right)$. Because we are looking at "large" clusters, we will be able to restrict ourselves to the event that these clusters are well separated. For now, this means that we can assume that the sets $C_{i, p}, i=1 \ldots n$ are pairwise disjoint. As a consequence of this assumption, we will later have to deal with the probability that the clusters $\mathcal{C}\left(x_{i}, k_{i}\right), i=1 \ldots n$, are at distance at least $10.2^{-p}$ to each other, but this probability tends to 1 as $p \rightarrow \infty$. Because the $f_{i}$ 's are nonnegative, on the event $E_{N, p}$, we can bound

$$
\left(\mathcal{M}_{a}^{N} \mathbf{1}_{\mathcal{C}_{N}\left(x_{i}, k_{i}\right)}, f_{i}\right) \leq\left(\mathcal{M}_{a}^{N} \mathbf{1}_{C_{i, p}}, f_{i}\right), \quad i=1 \ldots n .
$$

By the joint convergence (8.5), we deduce that

$$
\begin{align*}
& \limsup _{N \rightarrow \infty} \mathbb{E}\left[\mathbf{1}_{E_{N, p}} \varphi\left(\left(\mathcal{M}_{a}^{N} \mathbf{1}_{\mathcal{C}_{N}\left(x_{i}, k_{i}\right)}, f_{i}\right)_{i=1}^{n}\right) \psi_{1}\left(\left(\mathcal{C}_{N}\left(x_{i}, k_{i}\right)\right)_{i=1}^{n}\right) \psi_{2}\left(\mathcal{L}_{D_{N}}^{\theta}\right)\right]  \tag{8.8}\\
& \leq \mathbb{E}\left[\mathbf{1}_{E_{p}} \varphi\left(\left(\mathcal{M}_{a} \mathbf{1}_{C_{i, p}}, f_{i}\right)_{i=1}^{n}\right) \psi_{1}\left(\left(\mathcal{C}\left(x_{i}, k_{i}\right)\right)_{i=1}^{n}\right) \psi_{2}\left(\mathcal{L}_{D}^{\theta}\right)\right] .
\end{align*}
$$

On the event $E_{p}$, we can bound

$$
\left(\mathcal{M}_{a} \mathbf{1}_{C_{i, p}}, f_{i}\right) \leq\left(\mathcal{M}_{a} \mathbf{1}_{\mathcal{C}\left(x_{i}, k_{i}\right)}, f_{i}\right)+\left\|f_{i}\right\|_{\infty} \mathcal{M}_{a}\left(C_{i, p} \backslash \mathcal{C}\left(x_{i}, k_{i}\right)\right)
$$

Recalling that $\varphi$ is 1-Lipschitz, this leads to the following upper bound for the right hand side of (8.8):

$$
\begin{aligned}
& \mathbb{E}\left[\mathbf{1}_{E_{p}} \varphi\left(\left(\mathcal{M}_{a} \mathbf{1}_{\mathcal{C}\left(x_{i}, k_{i}\right)}, f_{i}\right)_{i=1}^{n}\right) \psi_{1}\left(\left(\mathcal{C}\left(x_{i}, k_{i}\right)\right)_{i=1}^{n}\right) \psi_{2}\left(\mathcal{L}_{D}^{\theta}\right)\right] \\
& +\left\|\psi_{1}\right\|_{\infty}\left\|\psi_{2}\right\|_{\infty} \sum_{i=1}^{n}\left\|f_{i}\right\|_{\infty} \mathbb{E}\left[\mathbf{1}_{E_{p}} \mathcal{M}_{a}\left(C_{i, p} \backslash \mathcal{C}\left(x_{i}, k_{i}\right)\right)\right]
\end{aligned}
$$

By Lemma 8.6, the second term is at most $C 2^{-p a} \mathbb{P}\left(E_{p}\right)$. Summing over all pairwise disjoint $C_{i, p}, i=1 \ldots n$, we obtain that

$$
\begin{aligned}
& \mathbb{E}\left[\varphi\left(\left(\mathcal{M}_{i}, f_{i}\right)_{i=1}^{n}\right) \psi_{1}\left(\left(\mathcal{C}_{i}\right)_{i=1}^{n}\right) \psi_{2}(\mathcal{L})\right] \leq \mathbb{E}\left[\varphi\left(\left(\mathcal{M}_{a} \mathbf{1}_{\mathcal{C}\left(x_{i}, k_{i}\right)}, f_{i}\right)_{i=1}^{n}\right) \psi_{1}\left(\left(\mathcal{C}\left(x_{i}, k_{i}\right)\right)_{i=1}^{n}\right) \psi_{2}\left(\mathcal{L}_{D}^{\theta}\right)\right] \\
& +C 2^{-p a}+\|\varphi\|_{\infty}\left\|\psi_{1}\right\|_{\infty}\left\|\psi_{2}\right\|_{\infty} \mathbb{P}\left(\min _{i \neq j} \mathrm{~d}\left(\mathcal{C}\left(x_{i}, k_{i}\right), \mathcal{C}\left(x_{j}, k_{j}\right)\right) \leq 10.2^{-p}\right) .
\end{aligned}
$$

After letting $p \rightarrow \infty$, this gives

$$
\mathbb{E}\left[\varphi\left(\left(\mathcal{M}_{i}, f_{i}\right)_{i=1}^{n}\right) \psi_{1}\left(\left(\mathcal{C}_{i}\right)_{i=1}^{n}\right) \psi_{2}(\mathcal{L})\right] \leq \mathbb{E}\left[\varphi\left(\left(\mathcal{M}_{a} \mathbf{1}_{\mathcal{C}\left(x_{i}, k_{i}\right)}, f_{i}\right)_{i=1}^{n}\right) \psi_{1}\left(\left(\mathcal{C}\left(x_{i}, k_{i}\right)\right)_{i=1}^{n}\right) \psi_{2}\left(\mathcal{L}_{D}^{\theta}\right)\right] .
$$

Since this is true for any suitable $\varphi, \psi_{1}, \psi_{2}$, this shows the desired stochastic domination (8.7).
Step 2: the expectations agree. We specify the result of the first step to a single test function $f: D \rightarrow[0, \infty)$. Recall the notation of Lemma 8.7. As a consequence of Step 1 , any subsequential limit

$$
\left(\left(\tilde{\mathcal{M}}_{a} \mathbf{1}_{\mathcal{C}}, f\right)_{\mathcal{C} \in \tilde{\mathfrak{C}}_{q_{2}} \backslash \tilde{\mathfrak{C}}_{q_{1}}}, 0 \leq q_{1}<q_{2}\right) \quad \text { of } \quad\left(\left(\mathcal{M}_{a}^{N} \mathbf{1}_{\mathcal{C}_{N}}, f\right)_{\mathcal{C}_{N} \in \mathfrak{C}_{N, q_{2}} \backslash \mathfrak{C}_{N, q_{1}}}, 0 \leq q_{1}<q_{2}\right)_{N \geq 1}
$$

is stochastically dominated by its continuum counterpart (in the sense that each finite dimensional marginals are stochastically dominated). In particular, for all $q_{2}>q_{1} \geq 0$,

$$
\begin{equation*}
\mathbb{E}\left[\sum_{\mathcal{C} \in \tilde{\mathfrak{C}}_{q_{2}} \backslash \tilde{\mathfrak{c}}_{q_{1}}}\left(\tilde{\mathcal{M}}_{a} \mathbf{1}_{\mathcal{C}}, f\right)\right] \leq \mathbb{E}\left[\sum_{\mathcal{C} \in \mathbb{C}_{q_{2}} \backslash \mathfrak{C}_{q_{1}}}\left(\mathcal{M}_{a} \mathbf{1}_{\mathcal{C}}, f\right)\right] . \tag{8.9}
\end{equation*}
$$

Assume that this inequality is strict for some $q_{2}>q_{1} \geq 0$ and let $\varepsilon>0$ be the difference of the right hand side and the left hand side. Applying (8.9) between 0 and $q_{1}$ and between $q_{2}$ and some large $q \geq q_{2}$, we obtain that

$$
\mathbb{E}\left[\sum_{\mathcal{C} \in \tilde{\mathfrak{C}}_{q}}\left(\tilde{\mathcal{M}}_{a} \mathbf{1}_{\mathcal{C}}, f\right)\right] \leq \mathbb{E}\left[\sum_{\mathcal{C} \in \mathfrak{C}_{q}}\left(\mathcal{M}_{a} \mathbf{1}_{\mathcal{C}}, f\right)\right]-\varepsilon
$$

By Lemma 8.7, letting $q \rightarrow \infty$ in the previous inequality yields

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left[\left(\mathcal{M}_{a}^{N}, f\right)\right] \leq \mathbb{E}\left[\left(\mathcal{M}_{a}, f\right)\right]-\varepsilon
$$

But we know that $\mathbb{E}\left[\left(\mathcal{M}_{a}^{N}, f\right)\right]$ converges to $\mathbb{E}\left[\left(\mathcal{M}_{a}, f\right)\right]$. Therefore, it implies that for all $q_{2}>$ $q_{1} \geq 1$, the inequality (8.9) is an equality. Together with the stochastic domination, it proves that

$$
\left(\left(\tilde{\mathcal{M}}_{a} \mathbf{1}_{\mathcal{C}}, f\right)_{\mathcal{C} \in \tilde{\mathfrak{C}}_{q_{2}} \backslash \tilde{\mathfrak{C}}_{q_{1}}}, 0 \leq q_{1}<q_{2}\right) \stackrel{(\mathrm{d})}{=}\left(\left(\mathcal{M}_{a} \mathbf{1}_{\mathcal{C}}, f\right)_{\mathcal{C} \in \mathfrak{C}_{q_{2}} \backslash \mathfrak{C}_{q_{1}}}, 0 \leq q_{1}<q_{2}\right)
$$

Step 3: conclusion. Putting Steps 1 and 2 together, we see that for any $x \in D, k \geq 1$ and $f: D \rightarrow[0, \infty)$,

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left[\left(\mathcal{M}_{a}^{N} \mathbf{1}_{\mathcal{C}_{N}(x, k)}, f\right)\right]=\mathbb{E}\left[\left(\mathcal{M}_{a} \mathbf{1}_{\mathcal{C}(x, k)}, f\right)\right]
$$

Together with the stochastic domination (8.7) proven in Step 1, this proves Theorem 8.3.
We conclude this section with:
Proof of Corollary 8.4. This follows directly from Theorem 8.3 and from Lemma 8.7 that shows that most of the mass is carried by large clusters.

## 9 Wick powers and expansion of $\mathcal{M}_{\gamma}^{+}$

### 9.1 Main results

The Wick powers of the GFF $h$, denoted by : $h^{n}:, n \geq 2$, give a precise meaning to $h^{n}, n \geq 2$. Because the GFF is only a generalised function, taking such powers is a priori not a well defined operation. A non trivial fact is that it is actually possible to make sense of these powers via a renormalisation procedure. Contrary to the renormalisation of the exponential of the field, the renormalisation is not multiplicative but additive: one subtracts to $h(x)^{n}$ a polynomial in $h(x)$ with diverging coefficients and degree strictly smaller than $n$. See Section 9.2 for more details.

The Wick renormalisation of the powers of the GFF $h$ provides another approach to the multiplicative chaos of the field. Indeed, by naively expanding the exponential around 0 , one could hope to define the exponential of $\gamma$ times the GFF $h$ by

$$
\begin{equation*}
: e^{\gamma h(x)} \mathrm{d} x:=\sum_{n \geq 0} \frac{\gamma^{n}}{n!}: h^{n}: \tag{9.1}
\end{equation*}
$$

It is well known that this procedure works in the $L^{2}$-phase (see e.g. [LRV17, Section 2.3]) in the sense that the above sum converges to a random measure that agrees with the exponential of the field. See Remark 9.3 for why (9.1) does not hold outside of the $L^{2}$-phase. Note that it is a priori not obvious that the resulting sum is nonnegative; eventually this boils down to (9.8).

In the Brownian loop soup setting, Le Jan [LJ11] gave a construction of the renormalised powers $: L_{x}^{n}$ : of the local time : $L_{x}$ : for any intensity $\theta$. This is closely related to the (self-)intersection local time of Brownian motion (see the lecture notes [LG92] and the references therein). In Section 9.3, we will give the precise relation between the multiplicative chaos $\mathcal{M}_{\gamma}$ of the loop soup and these intersection local times. When $\theta=1 / 2$, this question reduces to the aforementioned GFF setting and we directly obtain that

$$
\begin{equation*}
\mathcal{M}_{\gamma, \theta=1 / 2}(\mathrm{~d} x)=2 \sum_{n \geq 0} \frac{2^{n} \gamma^{2 n}}{(2 n)!}(2 \pi)^{n}: L_{x}^{n}: \mathrm{d} x \quad \text { a.s. } \tag{9.2}
\end{equation*}
$$

In Theorem 9.2, we show that such a relation also holds for any intensity $\theta>0$. However, the coefficients in the expansion are different and depend on $\theta$ :

$$
\begin{equation*}
\mathcal{M}_{\gamma}(\mathrm{d} x)=2 \sum_{n \geq 0} \frac{\gamma^{2 n}}{2^{n}} \frac{\Gamma(\theta)}{n!\Gamma(n+\theta)}(2 \pi)^{n}: L_{x}^{n}: \mathrm{d} x \quad \text { a.s. } \tag{9.3}
\end{equation*}
$$

See Theorem 9.2 for a precise statement.
As already alluded to, when $\theta=1 / 2$, the Wick powers of the local time reduce to the even powers of the GFF. To define the odd powers, one has to take into account the sign of the field. In Sections 9.4 and 9.5 we address the question of defining all the powers of the field $h_{\theta}$ for any intensity $\theta \in(0,1 / 2)$. We showed in [JLQ23] that the 1D and 2D loop soups are intimately related. We will therefore start in Section 9.4 by building our intuition with the one-dimensional setting. This case is particularly appealing since for any $\theta$, there is an isomorphism relating the local time of the loop soup to a squared Bessel process of dimension $d=2 \theta$, see [Lup18b] and Proposition 9.6 below. In dimension 1 , the analogue of the field $h_{\theta}$ and the local time are both well defined pointwise, so there is no need of normalising the powers to define them. However, we will show in Lemmas 9.7 and 9.9 that there is a unique way of normalising the powers so that the resulting process is a martingale. When these powers are integer powers of the local time, this normalisation agrees with Le Jan's two-dimensional normalisation procedure (generalised Laguerre polynomials).

In Section 9.5, we will come back to the 2D setting and state a precise conjecture about a renormalisation procedure that would define all the Wick powers of $h_{\theta}$; see Conjecture 9.11. This procedure in particular reveals a surprising notion of duality between the intensities $\theta$ and $\theta^{*}=2-\theta$. We then elaborate on this conjecture and show that it would imply the following expansion for the measure $\mathcal{M}_{\gamma}^{+}$: almost surely,

$$
\mathcal{M}_{\gamma}^{+}(\mathrm{d} x)=\left(\sum_{k \geq 0} \frac{\gamma^{2 k}}{2^{k}} \frac{\Gamma(\theta)}{k!\Gamma(k+\theta)}(2 \pi)^{k}: L_{x}^{k}:+c_{\mathrm{conj}} \gamma^{2(1-\theta)} \frac{\gamma^{2 k}}{2^{k}} \frac{\Gamma\left(\theta^{*}\right)}{k!\Gamma\left(k+\theta^{*}\right)}(2 \pi)^{k}: h_{\theta}(x) L_{x}^{k}:\right) \mathrm{d} x
$$

See Section 9.5 for the definition of the different terms appearing in the above display.

### 9.2 Renormalised powers of the GFF and of the occupation field of the loop soup

The purpose of this section is to recall the definition of the Wick powers of the GFF and of the local time of the loop soup. We start by working in the discrete setting where everything is well defined pointwise. Let $D_{N} \subset \frac{1}{N} \mathbb{Z}^{2}$ be a discrete approximation of $D$ as in (2.6). Let $\mathcal{L}_{D_{N}}^{\theta}$ be a random walk loop soup in $D_{N}$ and denote by $\ell_{x}$ the local time at $x$ (see (2.7)). Let $\varphi_{N}$ be a discrete GFF in $D_{N}$ whose covariance is given by the discrete Green function $G_{N}$.

To renormalise the powers of the GFF, the relevant polynomials are the Hermite polynomials $H_{n}, n \geq 0$, which are the only monic ${ }^{2}$ polynomials that are orthogonal w.r.t. the Gaussian measure $e^{-x^{2} / 2} \mathrm{~d} x$ and such that the degree of $H_{n}$ is $n$ for all $n \geq 0$. They can be explicitly written as

$$
\begin{equation*}
H_{n}(X)=\sum_{i=0}^{\lfloor n / 2\rfloor}(-1)^{i} \frac{n!}{i!(n-2 i)!} \frac{X^{n-2 i}}{2^{i}} . \tag{9.4}
\end{equation*}
$$

The $n$-th Wick power of the discrete GFF $\varphi_{N}$ is then defined by

$$
\begin{equation*}
: \varphi_{N}(x)^{n}:=G_{N}(x, x)^{n / 2} H_{n}\left(\varphi_{N}(x) / \sqrt{G_{N}(x, x)}\right) . \tag{9.5}
\end{equation*}
$$

Regarding the local time of the loop soup with intensity $\theta$, the relevant polynomials are the generalised Laguerre polynomials $\mathbf{L}_{n}^{(\theta-1)}, n \geq 0$, which are the only monic polynomials that are orthogonal w.r.t. the $\operatorname{Gamma}(\theta)$-measure $x^{\theta-1} e^{-x} \mathbf{1}_{\{x>0\}} \mathrm{d} x$ (which is natural since for any given point $x, \ell_{x}$ is $\operatorname{Gamma}(\theta)$-distributed) and such that the degree of $\mathbf{L}_{n}^{(\theta-1)}$ is $n$ for all $n$. Their explicit expression is given by

$$
\begin{equation*}
\mathbf{L}_{n}^{(\theta-1)}(X)=\sum_{i=0}^{n}(-1)^{n-i} \frac{\Gamma(n+\theta)}{(n-i)!\Gamma(\theta+i)} \frac{n!}{i!} X^{i} \tag{9.6}
\end{equation*}
$$

The $n$-th Wick power of the local time $\ell_{x}$ is defined by

$$
: \ell_{x}^{n}:=G_{N}(x, x)^{n} \mathbf{L}_{n}^{(\theta-1)}\left(\ell_{x} / G_{N}(x, x)\right)
$$

The following result states that these renormalisations in the discrete possess nondegenerate scaling limits. We will view $\varphi_{N},: \varphi_{N}^{n}: \ell$ and $: \ell^{n}:, n \geq 1$, as random elements of $\mathbb{R}^{C_{0}(D)}$ by setting for all $f \in C_{0}(D)$,

$$
\left(\varphi_{N}, f\right)=\frac{1}{N^{2}} \sum_{x \in D_{N}} \varphi_{N}(x) f(x)
$$

and similarly for the other objects. We will endow $\mathbb{R}^{C_{0}(D)}$ with the product topology.
Theorem 9.1. For all $n \geq 1,\left(\varphi_{N},: \varphi_{N}^{2}:, \ldots,: \varphi_{N}^{n}:\right)$ converges in distribution as $N \rightarrow \infty$ to some nondegenerate $\left(\varphi,: \varphi^{2}:, \ldots,: \varphi^{n}:\right)$ where $: \varphi^{2}:, \ldots,: \varphi^{n}:$ are measurable w.r.t. the Gaussian free field $\varphi$.

For all $n \geq 1,\left(: \ell:,: \ell^{2}:, \ldots,: \ell^{n}:\right)$ converges in distribution as $N \rightarrow \infty$ to some $\left(: L:,: L^{2}:\right.$ $\left., \ldots,: L^{n}:\right)$ where $: L^{2}:, \ldots,: L^{n}$ : are measurable w.r.t. the renormalised occupation field : $L:$. Moreover the convergence is joint with the loop soup.

Proof. This is a folklore result. A proof of the joint convergence of ( $\varphi_{N},: \varphi_{N}^{2}:$ ) can be found in [ABJL23, Appendix A]. This proof generalises to any power. It also applies to the local time case since it relies on the computation of moments that are well understood in the loop soup setting [LJ11].

### 9.3 Expansion of $\mathcal{M}_{\gamma}$

The main result of this section is the expansion (9.3) of the measure $\mathcal{M}_{\gamma}$ that we now state precisely:
Theorem 9.2 (Expansion of $\mathcal{M}_{\gamma}$ ). Let $\theta>0$ and $\gamma \in(0, \sqrt{2})$. For any bounded test function $f: D \rightarrow \mathbb{R}$,

$$
\begin{equation*}
2 \sum_{n=0}^{n_{0}} \frac{\gamma^{2 n}}{2^{n}} \frac{\Gamma(\theta)}{n!\Gamma(n+\theta)} \int(2 \pi)^{n}: L_{x}^{n}: f(x) \mathrm{d} x \underset{n_{0} \rightarrow \infty}{L^{2}}\left(\mathcal{M}_{\gamma}, f\right) . \tag{9.7}
\end{equation*}
$$

[^2]Let us emphasise that, contrary to most of the current article, the above result is not restricted to the subcritical and critical regimes, but holds for any intensity $\theta>0$.
Remark 9.3. By (the proof of) Theorem 9.2, for any bounded test function $f$ and complex values of $\gamma$ with $|\gamma|<\sqrt{2}$, the left hand side of (9.7) converges in $L^{2}$. This gives a direct way of generalising the definition of $\mathcal{M}_{\gamma}$ to complex values of $\gamma$ by defining $\left(\mathcal{M}_{\gamma}, f\right)$ as the limit of the left hand side of (9.7). As in the Gaussian case, when $\gamma \notin \mathbb{R}$, the resulting object should not be a (complex) measure but only a generalised function. In the Gaussian setting, it is actually possible to define a complex multiplicative chaos for complex values of $\gamma$ in the eye-shaped domain

$$
\gamma \in \text { convex hull }( \pm 2 \cup D(0, \sqrt{2}))
$$

We refer to the introduction of [Lac22] for more background on complex Gaussian multiplicative chaos. In our non-Gaussian setting, making sense of $\mathcal{M}_{\gamma}$ for non real values of $\gamma$ outside of the $L^{2}$-regime $\{|\gamma|<\sqrt{2}\}$ is a much more challenging question that we do not address in this article.

Note that since it should not be possible to define $\mathcal{M}_{\gamma}$ outside of the (closure of the - to avoid talking about boundary cases that are not fully understood in the complex case) above eye-shaped domain, the radius of convergence of the left hand side of (9.3) should be $\sqrt{2}$. In other words, the fact that Theorem 9.2 does not consider the regime $\gamma \in[\sqrt{2}, 2)$ is not a limitation of the proof.
Remark 9.4. Extrapolating the above result to the case of one Brownian trajectory $(\theta \rightarrow 0)$, it is likely that the Brownian multiplicative chaos measure associated to one trajectory (considered in [BBK94, AHS20, Jeg20, Jeg22, Jeg21]) can be written as the sum of the $n$-th self intersection local time of the path (see the lecture notes [LG92] and the references therein).

We now move on to the proof of Theorem 9.2. In the GFF case, the relation (9.1) eventually boils down to the identity:

$$
\begin{equation*}
\sum_{n \geq 0} \frac{\gamma^{n} t^{n / 2}}{n!} H_{n}(u / \sqrt{t})=e^{\gamma u-\gamma^{2} t / 2}, \quad t, u \in \mathbb{R} \tag{9.8}
\end{equation*}
$$

Essentially, this identity guarantees that (9.1) holds even at the discrete level. In order to extend (9.2) to general intensities, one has to find a way of summing the Laguerre polynomials in such a way that the resulting sum is positive and behaves asymptotically like the exponential in (9.8). This algebraic property is the content of the next lemma (see (9.11) for the discrete version of (9.3)). This identity does not seem to have been noticed before. Recall the definition (2.11) of the modified Bessel function of the first kind $I_{\theta-1}$. Recall also its asymptotic behaviour (see [AS84, 9.7.1]):

$$
\begin{equation*}
I_{\theta-1}(u) \sim \frac{1}{\sqrt{2 \pi u}} e^{u}, \quad \text { as } \quad u \rightarrow \infty \tag{9.9}
\end{equation*}
$$

Lemma 9.5. For all $t, u, \gamma>0$,

$$
\begin{equation*}
\sum_{n \geq 0}\left(\frac{\gamma^{2} t}{2}\right)^{n} \frac{1}{n!\Gamma(\theta+n)} \mathbf{L}_{n}^{(\theta-1)}\left(\frac{u^{2}}{2 t}\right)=e^{-\gamma^{2} t / 2}\left(\frac{\gamma^{2} u t}{4}\right)^{\frac{1-\theta}{2}} I_{\theta-1}(\gamma u) \tag{9.10}
\end{equation*}
$$

Proof. This is a direct computation using the explicit expressions (9.6) and (2.11) of the Laguerre polynomials and of $I_{\theta-1}$.

Specifying Lemma 9.5 to $u=\sqrt{2 \times 2 \pi \ell_{x}}$ and $t=2 \pi G_{N}(x, x)$, we obtain

$$
\begin{equation*}
\left(\frac{\gamma^{2}}{2} 2 \pi \ell_{x}\right)^{\frac{1-\theta}{2}} e^{-\frac{\gamma^{2}}{2} 2 \pi G_{N}(x, x)} I_{\theta-1}\left(\gamma \sqrt{2 \times 2 \pi \ell_{x}}\right)=\sum_{n \geq 0} \frac{\gamma^{2 n}}{2^{n}} \frac{1}{n!\Gamma(n+\theta)}(2 \pi)^{n}: \ell_{x}^{n}: \tag{9.11}
\end{equation*}
$$

This is the discrete version of Theorem 9.2 that we are now ready to prove.
Proof of Theorem 9.2. Let $f: D \rightarrow \mathbb{R}$ be a bounded test function. We start by showing that the left hand side of (9.7) converges in $L^{2}$. For $n_{0} \geq 1$, we write

$$
S_{n_{0}}:=\sum_{n=0}^{n_{0}} \frac{\gamma^{2 n}}{2^{n}} \frac{\Gamma(\theta)}{n!\Gamma(n+\theta)} \int(2 \pi)^{n}: L_{x}^{n}: f(x) \mathrm{d} x
$$

Let $n_{0}<n_{1}$ be two integers. By the equation (4.6) in [LJ11] (beware that our normalisation of : $L_{x}^{n}$ : is $n$ ! times Le Jan's normalisation), for all $n, m \geq 1$ and $z, w \in D$, we have

$$
\begin{equation*}
\mathbb{E}\left[: L_{z}^{n}:: L_{w}^{m}:\right]=\mathbf{1}_{\{n=m\}} \frac{\Gamma(\theta+n) n!}{\Gamma(\theta)} G_{D}(z, w)^{2 n} . \tag{9.12}
\end{equation*}
$$

Hence,

$$
\mathbb{E}\left[\left(S_{n_{1}}-S_{n_{0}}\right)^{2}\right]=\frac{1}{\Gamma(\theta)} \sum_{n=n_{0}}^{n_{1}} \frac{\gamma^{4 n}}{2^{2 n}} \frac{1}{n!\Gamma(n+\theta)} \int_{D \times D}(2 \pi)^{2 n} G_{D}(z, w)^{2 n} \mathrm{~d} z \mathrm{~d} w
$$

We can moreover bound for all $n \geq 0$,

$$
\int_{D \times D}(2 \pi)^{2 n} G_{D}(z, w)^{2 n} \mathrm{~d} z \mathrm{~d} w \leq C \int_{0}^{1} r(\log r)^{2 n} \mathrm{~d} r=C 2^{-2 n} n(2 n-1)!
$$

which implies that

$$
\mathbb{E}\left[\left(S_{n_{1}}-S_{n_{0}}\right)^{2}\right] \leq C \sum_{n=n_{0}}^{n_{1}} \frac{\gamma^{4 n}}{2^{4 n}} \frac{(2 n)!}{n!\Gamma(n+\theta)} \leq C \sum_{n \geq n_{0}} \sqrt{n} \frac{n!}{\Gamma(n+\theta)} \frac{\gamma^{4 n}}{2^{2 n}}
$$

Since $\gamma<\sqrt{2}$, the above sum is finite and vanishes as $n_{0} \rightarrow \infty$. This shows that $\left(S_{n_{0}}, n_{0} \geq 1\right)$ is a Cauchy sequence in $L^{2}$ and in particular converges to a limiting random variable $S_{\infty}$. The main task actually consists in showing that $S_{\infty}$ agrees almost surely with $\frac{1}{2}\left(\mathcal{M}_{\gamma}, f\right)$.

We explain this identification now. We want to take the limit of the relation (9.11). We start by considering the limit of the right hand side of (9.11). An analogous computation as the one we have just done in the continuum shows that

$$
\lim _{n_{0} \rightarrow \infty} \limsup _{N \rightarrow \infty} \mathbb{E}\left[\left(\sum_{n \geq n_{0}} \frac{\gamma^{2 n}}{2^{n}} \frac{1}{n!\Gamma(n+\theta)} \frac{1}{N^{2}} \sum_{z \in D_{N}} f(z)(2 \pi)^{n}: \ell_{z}^{n}:\right)^{2}\right]=0
$$

This follows from the exact same computation that we just performed since (9.12) also holds in the discrete with the continuum Green function $G_{D}$ replaced by its discrete version $G_{D_{N}}$. These estimates about the tails of the sums in the discrete and in the continuum, in combination with Theorem 9.1, show that

$$
\sum_{n \geq 0} \frac{\gamma^{2 n}}{2^{n}} \frac{1}{n!\Gamma(n+\theta)} \frac{1}{N^{2}} \sum_{z \in D_{N}} f(z)(2 \pi)^{n}: \ell_{z}^{n}: \xrightarrow[N \rightarrow \infty]{(\mathrm{d})} S_{\infty}
$$

Moreover, this convergence is joint with $\mathcal{L}_{D_{N}}^{\theta} \rightarrow \mathcal{L}_{D}^{\theta}$.
We now move to the convergence of the left hand side of (9.11). Recall that $a=\gamma^{2} / 2$. By [ABJL23, Theorem 1.12],

$$
\begin{equation*}
\frac{(\log N)^{1-\theta}}{N^{2-a}} \sum_{z \in D_{N}} \mathrm{CR}(z, D)^{-a} f(z) \mathbf{1}_{\left\{2 \pi \ell_{z} \geq a(\log N)^{2}\right\}} \tag{9.13}
\end{equation*}
$$

converges in distribution as $N \rightarrow \infty$ to $c_{*}\left(\mathcal{M}_{\gamma}, f\right)$ where $c_{*}=\frac{(2 \sqrt{2})^{a} e^{a \gamma_{\mathrm{EM}}}}{2 a^{1-\theta} \Gamma(\theta)}$ and $\gamma_{\mathrm{EM}}$ is the EulerMascheroni constant. Moreover, the convergence is joint with $\mathcal{L}_{D_{N}}^{\theta} \rightarrow \mathcal{L}_{D}^{\theta}$. We now argue that

$$
\begin{align*}
& \frac{1}{N^{2}} \sum_{z \in D_{N}} f(z)\left(\frac{\gamma^{2}}{2} 2 \pi \ell_{z}\right)^{\frac{1-\theta}{2}} e^{-\frac{\gamma^{2}}{2} 2 \pi G_{N}(z, z)} I_{\theta-1}\left(\gamma \sqrt{2 \times 2 \pi \ell_{z}}\right)  \tag{9.14}\\
& -\frac{1}{c_{*} \Gamma(\theta)} \frac{(\log N)^{1-\theta}}{N^{2-a}} \sum_{z \in D_{N}} \mathrm{CR}(z, D)^{-a} f(z) \mathbf{1}_{\left\{2 \pi \ell_{z} \geq a(\log N)^{2}\right\}}
\end{align*}
$$

goes to zero in $L^{2}$ as $N \rightarrow \infty$ (when $\gamma \in\left[\sqrt{2}, 2\right.$ ) this convergence should hold in $L^{1}$, but we do not need to consider this case here). This type of arguments is now fairly routine in the multiplicative chaos literature. Indeed, it amounts to comparing two different types of approximations of the measure. One approximation is based on the uniform measure on the set of thick points. The other one basically consists in taking the exponential of the square root of the local time. See for instance [Jeg20, Theorems 1.1 and 1.2] where a similar result is shown in the context of the local times of
small circles of a given planar Brownian motion. Let us emphasise that the situation we are dealing with in this article is simpler than the one in [Jeg20] since we are only interested in the $L^{2}$-regime.

We are therefore not going to prove that (9.14) goes to zero in $L^{2}$. Instead, we are going to give some heuristics. Using the asymptotic behaviour (9.9) of $I_{\theta-1}$, we see that the first term in (9.14) is very close to

$$
\frac{1}{\sqrt{2 \pi \gamma} 2^{1 / 4}} \frac{1}{N^{2}} \sum_{z \in D_{N}} f(z)\left(2 \pi \ell_{z}\right)^{-1 / 4}\left(\frac{\gamma^{2}}{2} 2 \pi \ell_{z}\right)^{\frac{1-\theta}{2}} e^{-\frac{\gamma^{2}}{2} 2 \pi G_{N}(z, z)} e^{\gamma \sqrt{2 \times 2 \pi \ell_{z}}}
$$

By a Cameron-Martin type result, we also see that the shift $e^{\gamma \sqrt{2 \times 2 \pi \ell_{z}}}$ makes $2 \pi \ell_{z} /(\log N)^{2}$ very much concentrated around the value $a$. Hence, the power of $2 \pi \ell_{z}$ in front of the exponential can be replaced by the same power of $a(\log N)^{2}$ and the first term of (9.14) is very close to

$$
\frac{1}{2 \sqrt{\pi}} a^{1 / 2-\theta} \frac{(\log N)^{1 / 2-\theta}}{N^{2}} \sum_{z \in D_{N}} f(z) e^{-\frac{\gamma^{2}}{2} 2 \pi G_{N}(z, z)} e^{\gamma \sqrt{2 \times 2 \pi \ell_{z}}}
$$

We are now back to the more familiar situation of comparing the uniform measure on the set of thick points and the exponential of the square root of the local time.

Overall, this shows that

$$
\frac{1}{N^{2}} \sum_{z \in D_{N}} f(z)\left(\frac{\gamma^{2}}{2} 2 \pi \ell_{z}\right)^{\frac{1-\theta}{2}} e^{-\frac{\gamma^{2}}{2} 2 \pi G_{N}(z, z)} I_{\theta-1}\left(\gamma \sqrt{2 \times 2 \pi \ell_{z}}\right) \xrightarrow[N \rightarrow \infty]{(\mathrm{d})} \frac{1}{\Gamma(\theta)}\left(\mathcal{M}_{\gamma}, f\right)
$$

jointly with the convergence $\mathcal{L}_{D_{N}}^{\theta} \rightarrow \mathcal{L}_{D}^{\theta}$. Wrapping things up, and recalling that $2 S_{\infty}$ denotes the $L^{2}$ limit of the left hand side of ${ }^{(9.7)}$, we have shown that

$$
\left(\left(\mathcal{M}_{\gamma}, f\right), \mathcal{L}_{D}^{\theta}\right) \stackrel{(\mathrm{d})}{=}\left(2 S_{\infty}, \mathcal{L}_{D}^{\theta}\right)
$$

Because $\left(\mathcal{M}_{\gamma}, f\right)$ and $2 S_{\infty}$ are measurable w.r.t. $\mathcal{L}_{D}^{\theta}$, they must agree almost surely. This concludes the proof.

### 9.4 One-dimensional Brownian loop soup and Wick powers of Bessel processes

In this section, we study the analogue of the field $h_{\theta}$ in the one-dimensional case. This is partly motivated by the recent connection between the 1D and 2D loop soup discovered in [JLQ23]. As we will recall in Proposition 9.6 below, the local time of the 1D loop soup is distributed as a (reflected) squared Bessel process of dimension $d=2 \theta$. When $\theta=1 / 2$, obtaining a Brownian motion (1D analogue of the GFF) from the loop soup then boils down to taking the square root of a (reflected) 1D squared Bessel process and then flipping each excursion independently of each other with equal probability. What is the analogue of this procedure when $\theta \neq 1 / 2$ ? We will see that, surprisingly, taking the square root is not the right thing to do (although this might be very natural since the square root of a squared Bessel process is just a Bessel process) and that one has to take the power $1-\theta=1-d / 2$ instead. This power is exactly the one appearing in the Radon-Nikodym derivative of the Bessel process and its dual Bessel process of dimension $d^{*}=4-d=2 \theta^{*}$ where $\theta^{*}=2-\theta$; see (9.17). The purpose of this section is also to hint at the duality between the intensities $\theta$ and $2-\theta$ that might still hold in some sense in dimension two. See Section 9.5 for more details concerning the 2 D case.

### 9.4.1 Loop soup on $\mathbb{R}^{+}$

Let us start by defining the loop soup on the half line $\mathbb{R}^{+}$. We follow [Lup18b]. For $x, y \in \mathbb{R}^{+}$, let $p(t, x, y)$ and $p_{\mathbb{R}^{+}}(t, x, y)$ be the heat kernels on $\mathbb{R}$ and $\mathbb{R}^{+}$:

$$
p(t, x, y)=\frac{1}{\sqrt{2 \pi t}} e^{-(y-x)^{2} /(2 t)}, \quad p_{\mathbb{R}^{+}}(t, x, y)=p(t, x, y)-p(t, x,-y)
$$

and let $\mathbb{P}_{\mathbb{R}^{+}}^{t, y}$ be the law of a Brownian bridge from $x$ to $y$ of duration $t$ in the half line $\mathbb{R}^{+}$. The Green function and the loop measure are respectively given by

$$
G_{\mathbb{R}^{+}}(x, y)=\int_{0}^{\infty} p_{\mathbb{R}^{+}}(t, x, y) \mathrm{d} t=2 x \wedge y \quad \text { and } \quad \mu_{\mathbb{R}^{+}}^{\text {loop }}=\int_{0}^{\infty} \frac{p_{\mathbb{R}^{+}}(t, x, x)}{t} \mathbb{P}_{\mathbb{R}^{+}}^{t, x, x} \mathrm{~d} t
$$

For $\theta>0$, the loop soup $\mathcal{L}_{\mathbb{R}^{+}}^{\theta}$ in $\mathbb{R}^{+}$with parameter $\theta$ is distributed according to a Poisson Point Process with intensity $\theta \mu_{\mathbb{R}^{+}}^{\text {loop }}$. Compared to the 2 D case, the local time of $\mathcal{L}_{\mathbb{R}^{+}}^{\theta}$ is well defined pointwise and finite and we will denote it

$$
L_{x}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)=\sum_{\wp \in \mathcal{L}_{\mathbb{R}^{+}}^{\theta}} L_{x}(\wp), \quad x \in \mathbb{R}^{+}
$$

Proposition 9.6 ([Lup18b], Proposition 4.6). Let $\theta>0 .\left(L_{x}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)\right)_{x \geq 0}$ has the law of a squared Bessel process of dimension $d=2 \theta$, reflected at 0 when $\theta<1$.

Let $\mathbb{P}^{d}$ be the law under which $\left(R_{x}, x \geq 0\right)$ is a squared Bessel process of dimension $d=2 \theta$, reflected at 0 when $\theta<1$. The clusters of $\mathcal{L}_{\mathbb{R}^{+}}^{\theta}$ correspond to the excursions away from 0 of $R$. Therefore Proposition 9.6 implies that when $\theta<1$ there are infinitely many clusters and when $\theta \geq 1$ there is only one cluster. Notice that the critical point is different from the two-dimensional case. However, we show in [JLQ23, Theorem 1.9] that there is a phase transition at $\theta=1$ in the percolative behaviour of large loops on the half-infinite cylinder $(0, \infty) \times \mathbb{S}^{1}$ (by conformal invariance, this translates to a phase transition in the percolative behaviour of large loops targeting a given point of some bounded 2D domain). See [JLQ23, Section 1.3] for more details.

### 9.4.2 Characterisation of Laguerre polynomials in terms of Bessel processes

As already seen, the generalised Laguerre polynomials $\mathbf{L}_{n}^{(\theta-1)}$ have been used by Le Jan to renormalise the powers of the local time of the loop soup in dimension two. In this section, we show that these polynomials are also special in dimension one in the sense that they are the only polynomials leading to martingales. See Lemma 9.7 for a precise statement.

For any $\theta>0$, the Wick powers of the local time $L_{x}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)$ are defined by

$$
\begin{equation*}
: L_{x}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)^{n}:=(2 x)^{n} \mathbf{L}_{n}^{(\theta-1)}\left(\frac{L_{x}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)}{2 x}\right), \quad x \geq 0, n \geq 1 \tag{9.15}
\end{equation*}
$$

In the special case $\theta=1 / 2$ this corresponds to the even Wick powers of 1 D Brownian motion.
Lemma 9.7. Let $\theta>0$ and $n \geq 1$. The process $\left(: L_{x}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)^{n}:\right)_{x \geq 0}$ is a martingale. Moreover, $\mathbf{L}_{n}^{(\theta-1)}$ is the only monic polynomial such that (9.15) is a martingale.

Let us stress that it is a well known fact that the Wick powers of 1D Brownian motion lead to martingales. Martingales associated to diffusions are very well studied. However, our goal here is to highlight the strong link between Laguerre polynomials and Bessel processes.

Proof. Because in this lemma the space $\mathbb{R}^{+}$is thought of as time, we will change the notations $x$ and $y$ for the space variables by $s$ and $t$. We will denote by $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ the natural filtration of the Bessel process. Let $X_{t}=\sqrt{R_{t}}$ be a Bessel process of dimension $d=2 \theta$. Recall that $X_{t}$ satisfies the stochastic differential equation $\mathrm{d} X_{t}=\frac{d-1}{2 X_{t}} \mathrm{~d} t+\mathrm{d} B_{t}$ where $\left(B_{t}\right)_{t \geq 0}$ is a 1D standard Brownian motion. A computation using Itô formula leads to the following $\operatorname{SDE}$ for : $L_{t}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)^{n}$ : (we write $\mathbf{L}_{n}$ instead of $\mathbf{L}_{n}^{(\theta-1)}$ )

$$
\begin{aligned}
\mathrm{d}\left\{(2 t)^{n} \mathbf{L}_{n}^{(\theta-1)}\left(\frac{X_{t}^{2}}{2 t}\right)\right\} & =2^{n} t^{n-1} X_{t} \mathbf{L}_{n}^{\prime}\left(\frac{X_{t}^{2}}{2 t}\right) \mathrm{d} B_{t} \\
& +2^{n} t^{n-1}\left\{n \mathbf{L}_{n}\left(\frac{X_{t}^{2}}{2 t}\right)+\left(\theta-\frac{X_{t}^{2}}{2 t}\right) \mathbf{L}_{n}^{\prime}\left(\frac{X_{t}^{2}}{2 t}\right)+\frac{X_{t}^{2}}{2 t} \mathbf{L}_{n}^{\prime \prime}\left(\frac{X_{t}^{2}}{2 t}\right)\right\} \mathrm{d} t
\end{aligned}
$$

Because $\mathbf{L}_{n}=\mathbf{L}_{n}^{(\theta-1)}$ satisfies $n \mathbf{L}_{n}(u)+(\theta-u) \mathbf{L}_{n}^{\prime}(u)+u \mathbf{L}_{n}^{\prime \prime}(u)=0$ (see e.g. (22.1.3) and (22.8.6) in [AS84]), we see that the finite variation part vanishes. In other words, $\left(: L_{t}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)^{n}:\right)_{t \geq 0}$ is a local martingale. A routine argument concludes that it is a martingale as desired.

The fact that $\mathbf{L}_{n}=\mathbf{L}_{n}^{(\theta-1)}$ is the only monic polynomial such that (9.15) is a martingale follows from the fact that it is the only monic polynomial satisfying $n \mathbf{L}_{n}(u)+(\theta-u) \mathbf{L}_{n}^{\prime}(u)+u \mathbf{L}_{n}^{\prime \prime}(u)=0$.

### 9.4.3 Analogue of $h_{\theta}$ on $\mathbb{R}^{+}$and renormalisation of its powers

Assume that $\theta<1$ (subcritical regime for 1D loop soups). In this section we define the natural analogue $h_{\theta, \mathbb{R}^{+}}$of $h_{\theta}$ on $\mathbb{R}^{+}$and give a procedure to renormalise its "odd" powers. Let $R$ be a
$2 \theta$-dimensional squared Bessel process. Let $\mathcal{E}$ be the set of excursions of $R$ and, conditionally on $\mathcal{E}$, let $\sigma_{e}, e \in \mathcal{E}$ be i.i.d. spins taking values in $\{ \pm 1\}$ with equal probability. Define

$$
h_{\theta, \mathbb{R}^{+}}(x):=\sigma_{e_{x}} R_{x}^{1-\theta}, \quad x \geq 0
$$

where $e_{x}$ is the excursion containing $x$.
The following result computes the two-point function of the field $h_{\theta, \mathbb{R}^{+}}$and shows that tilting the probability measure by $h_{\theta, \mathbb{R}^{+}}(x) h_{\theta, \mathbb{R}^{+}}(y)$ amounts to changing the dimension of the Bessel process to its dual $d^{*}=4-d$ on the interval $[x, y]$. Equivalently, this changes the intensity of the loop soup to $\theta^{*}=2-\theta$ on the interval $[x, y]$.
Lemma 9.8. Let $\theta \in(0,1)$. For all $0 \leq x \leq y$, and all bounded measurable function $F$,

$$
\begin{equation*}
\mathbb{E}^{d}\left[h_{\theta, \mathbb{R}^{+}}(x) h_{\theta, \mathbb{R}^{+}}(y) F\left(\left(R_{z}\right)_{z \in[x, y]}\right)\right]=\frac{\Gamma\left(\theta^{*}\right)}{\Gamma(\theta)} G_{\mathbb{R}^{+}}(x, y)^{2(1-\theta)} \mathbb{E}^{d^{*}}\left[F\left(\left(R_{z}\right)_{z \in[x, y]}\right)\right] \tag{9.16}
\end{equation*}
$$

where $d^{*}=4-d=2 \theta^{*}$ and $\theta^{*}=2-\theta$.
Proof. By independence of the signs on different clusters and then by Markov property, we have

$$
\begin{aligned}
\mathbb{E}^{d}\left[h_{\theta, \mathbb{R}^{+}}(x) h_{\theta, \mathbb{R}^{+}}(y) F\left(\left(R_{z}\right)_{z \in[x, y]}\right)\right] & =\mathbb{E}^{d}\left[R_{x}^{1-\theta} R_{y}^{1-\theta} \mathbf{1}_{\left\{\forall z \in[x, y], R_{z}>0\right\}} F\left(\left(R_{z}\right)_{z \in[x, y]}\right)\right] \\
& =\mathbb{E}^{d}\left[R_{x}^{1-\theta} \mathbb{E}_{R_{x}}^{d}\left[R_{y-x}^{1-\theta} \mathbf{1}_{\left\{\forall z \in[0, y-x], R_{z}>0\right\}} F\left(\left(R_{z}\right)_{z \in[0, y-x]}\right)\right]\right] .
\end{aligned}
$$

As already mentioned, the key observation is that the power $1-\theta$ is exactly the power one needs to take in order to obtain the dual Bessel process of dimension $d^{*}=4-d$. More precisely, for any $t>0$ and starting point $r>0$, restricted to the event that $\left\{\forall s \in[0, t], R_{s}>0\right\}$, we have

$$
\begin{equation*}
\left.\frac{\mathrm{d} \mathbb{P}_{r}^{d^{*}}}{\mathrm{~d} \mathbb{P}_{r}^{d}}\right|_{\mathcal{F}_{t}}=\left(\frac{R_{t}}{r}\right)^{1-d / 2} \tag{9.17}
\end{equation*}
$$

where $\left(\mathcal{F}_{s}\right)_{s \geq 0}$ is the natural filtration associated to $\left(R_{s}\right)_{s \geq 0}$. See [Law18, Proposition 2.2]. This implies that the left hand side of (9.16) is equal to

$$
\mathbb{E}^{d}\left[R_{x}^{2(1-\theta)} \mathbb{E}_{R_{x}}^{d^{*}}\left[\mathbf{1}_{\left\{\forall z \in[0, y-x], R_{z}>0\right\}} F\left(\left(R_{z}\right)_{z \in[0, y-x]}\right)\right]\right]=\mathbb{E}^{d}\left[R_{x}^{2(1-\theta)} \mathbb{E}_{R_{x}}^{d^{*}}\left[F\left(\left(R_{z}\right)_{z \in[0, y-x]}\right)\right]\right]
$$

since the dual Bessel process does not reach zero a.s. $\left(d^{*} \geq 2\right)$. Under $\mathbb{P}^{d}, R_{x}$ is $\operatorname{Gamma}(\theta, 2 x)$ distributed ( $\theta$ and $2 x$ are respectively the shape and scale parameters). A computation with Gamma distributions shows that for any measurable function $f:[0, \infty) \rightarrow \mathbb{R}$,

$$
\mathbb{E}^{d}\left[R_{x}^{2(1-\theta)} f\left(R_{x}\right)\right]=\mathbb{E}^{d}\left[R_{x}^{2(1-\theta)}\right] \mathbb{E}^{d^{*}}\left[f\left(R_{x}\right)\right]=(2 x)^{2(1-\theta)} \frac{\Gamma(2-\theta)}{\Gamma(\theta)} \mathbb{E}^{d^{*}}\left[f\left(R_{x}\right)\right]
$$

Wrapping things up and by Markov property, we have obtained that the left hand side of (9.16) is equal to

$$
(2 x)^{2(1-\theta)} \frac{\Gamma(2-\theta)}{\Gamma(\theta)} \mathbb{E}^{d^{*}}\left[\mathbb{E}_{R_{x}}^{d^{*}}\left[F\left(\left(R_{z}\right)_{z \in[0, y-x]}\right)\right]\right]=(2 x)^{2(1-\theta)} \frac{\Gamma(2-\theta)}{\Gamma(\theta)} \mathbb{E}^{d^{*}}\left[F\left(\left(R_{z}\right)_{z \in[x, y]}\right)\right] .
$$

Lemma 9.8 then follows from the fact that $G_{\mathbb{R}^{+}}(x, y)=2 x$.
When $\theta \in(0,1)$, Lemma 9.8 suggests to define the "odd" powers (i.e. powers that are not integer powers of the local time) of $h_{\theta, \mathbb{R}^{+}}$by

$$
\begin{equation*}
: h_{\theta, \mathbb{R}^{+}}(x) L_{x}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)^{n}:=(2 x)^{n} h_{\theta, \mathbb{R}^{+}}(x) \mathbf{L}_{n}^{\left(\theta^{*}-1\right)}\left(\frac{L_{x}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)}{2 x}\right), \quad x \geq 0, n \geq 1 \tag{9.18}
\end{equation*}
$$

When $\theta=1 / 2$, this definition agrees with the definition (9.5) of odd Wick powers of 1D Brownian motion. This follows from the identity (9.20) between odd Hermite polynomials and the Laguerre polynomials $\mathbf{L}_{n}^{\left(\theta^{*}-1\right)}$ where $\theta^{*}=3 / 2$. In the following lemma, we show that these renormalised powers define martingales. In view of Lemma 9.7, we believe that this normalisation has the potential to work in 2D as well. See Section 9.5 for much more about the two-dimensional case.
Lemma 9.9. Let $\theta \in(0,1)$. The processes

$$
\left(h_{\theta, \mathbb{R}^{+}}(x)\right)_{x \geq 0}, \quad\left(: h_{\theta, \mathbb{R}^{+}}(x) L_{x}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)^{n}:\right)_{x \geq 0}, \quad, n \geq 1
$$

are martingales.

Proof. Let $n \geq 0$ (the case $n=0$ corresponding to $h_{\theta, \mathbb{R}^{+}}$). As before, denote by $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ the natural filtration associated to $R$. By independence of the spins on different excursions and then by the relation (9.17) between Bessel processes with dimensions $d=2 \theta$ and $d^{*}=4-d=2 \theta^{*}$, we obtain that for any $0 \leq s<t$,

$$
\begin{aligned}
\mathbb{E}^{d}\left[: h_{\theta, \mathbb{R}^{+}}(t) L_{t}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)^{n}: \mid \mathcal{F}_{s}\right] & =\sigma_{e_{s}} \mathbb{E}^{d}\left[\left.R_{t}^{1-\theta} \mathbf{1}_{\left\{\forall u \in[s, t], R_{u}>0\right\}}(2 t)^{n} \mathbf{L}_{n}^{\left(\theta^{*}-1\right)}\left(\frac{L_{t}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)}{2 t}\right) \right\rvert\, \mathcal{F}_{s}\right] \\
& =\sigma_{e_{s}} R_{s}^{1-\theta} \mathbb{E}^{d^{*}}\left[\left.(2 t)^{n} \mathbf{L}_{n}^{\left(\theta^{*}-1\right)}\left(\frac{L_{t}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)}{2 t}\right) \right\rvert\, \mathcal{F}_{s}\right]
\end{aligned}
$$

If $n=0$, this immediately gives the desired martingale property. If $n \geq 1$, we use Lemma 9.7 to conclude that

$$
\mathbb{E}\left[: h_{\theta, \mathbb{R}^{+}}(t) L_{t}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)^{n}: \mid \mathcal{F}_{s}\right]=\sigma_{e_{s}} R_{s}^{1-\theta}(2 s)^{n} \mathbf{L}_{n}^{\left(\theta^{*}-1\right)}\left(\frac{L_{s}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)}{2 s}\right)=: h_{\theta, \mathbb{R}^{+}}(s) L_{s}\left(\mathcal{L}_{\mathbb{R}^{+}}^{\theta}\right)^{n}:
$$

The last equality follows by definition. This concludes the proof.

### 9.5 Wick powers involving $h_{\theta}$ and expansion of $\mathcal{M}_{\gamma}^{+}$

In this section we elaborate on Conjecture 1.14 by giving a much more precise conjecture (Conjecture 9.11 below) that would allow us to define all the Wick powers of $h_{\theta}$. We will then show that this conjecture would have very strong implications concerning the asymptotic behaviour of the crossing probabilities studied in [JLQ23] and would also provide the expansion of the signed measure $\mathcal{M}_{\gamma}^{+}$; see (9.25) and (9.24).

Let us go back to the discrete setting first. Recall the definition (1.10) of $h_{\theta, N}$, the (conjecturally) analogue of $h_{\theta}$ in the discrete. We work on the cable graph so that $h_{\theta, N}$ is simply a discrete GFF. The following lemma shows that the duality between $\theta$ and $\theta^{*}=2-\theta$ that holds in the onedimensional setting (Lemma 9.8) also holds locally in the two-dimensional setting when $\theta=1 / 2$; see also Remark 1.13.
Lemma 9.10. Assume that $\theta=1 / 2$ and let $F:[0, \infty)^{2} \rightarrow \mathbb{R}$ be a bounded measurable function. For all $x, y \in D_{N}$,

$$
\begin{equation*}
\mathbb{E}\left[h_{\theta, N}(x) h_{\theta, N}(y) F\left(\ell_{x}\left(\mathcal{L}_{D_{N}}^{\theta}\right), \ell_{y}\left(\mathcal{L}_{D_{N}}^{\theta}\right)\right)\right]=G_{D_{N}}(x, y) \mathbb{E}\left[F\left(\ell_{x}\left(\mathcal{L}_{D_{N}}^{\theta^{*}}\right), \ell_{y}\left(\mathcal{L}_{D_{N}}^{\theta^{*}}\right)\right)\right] \tag{9.19}
\end{equation*}
$$

where $\theta^{*}=2-\theta=3 / 2$.
The key ingredient in the proof of Lemma 9.10 is that the odd Hermite polynomials are related to the Laguerre polynomials $\mathbf{L}_{n}^{\left(\theta^{*}-1\right)}$ with $\theta^{*}=3 / 2$. See (9.20) below.

Proof. One could use the BFS-Dynkin isomorphism (1.9) to show this lemma. We will use another approach here that allows us to highlight some extra features of the Wick powers. By density-type arguments, it is enough to prove (9.19) when $F(s, t)=P\left(s / G_{D_{N}}(x, x)\right) \times Q\left(t / G_{D_{N}}(y, y)\right)$ is a product of two polynomials $P\left(\cdot / G_{D_{N}}(x, x)\right)$ and $Q\left(\cdot / G_{D_{N}}(y, y)\right)$. We can moreover assume that these polynomials belong to the basis $\left\{\mathbf{L}_{n}^{\left(\theta^{*}-1\right)}, n \geq 0\right\}$, i.e. that $P=\mathbf{L}_{n}^{\left(\theta^{*}-1\right)}$ and $Q=\mathbf{L}_{m}^{\left(\theta^{*}-1\right)}$ for some $n, m \geq 0$. The right hand side of (9.19) can then be computed directly thanks to the study of the renormalised local time of the loop soup with intensity $\theta^{*}$ (see [LJ11])

$$
\mathbb{E}\left[\mathbf{L}_{n}^{\left(\theta^{*}-1\right)}\left(\frac{\ell_{x}\left(\mathcal{L}_{D_{N}}^{\theta^{*}}\right)}{G_{D_{N}}(x, x)}\right) \mathbf{L}_{m}^{\left(\theta^{*}-1\right)}\left(\frac{\ell_{y}\left(\mathcal{L}_{D_{N}}^{\theta^{*}}\right)}{G_{D_{N}}(y, y)}\right)\right]=\mathbf{1}_{\{n=m\}} \frac{\Gamma\left(\theta^{*}+n\right) n!}{\Gamma\left(\theta^{*}\right)} \frac{G_{D_{N}}(x, y)^{2 n}}{G_{D_{N}}(x, x) G_{D_{N}}(y, y)}
$$

Concerning the left hand side term in (9.19), we use the fact that $\ell_{x}\left(\mathcal{L}_{D_{N}}^{\theta}\right)=h_{\theta, N}(x)^{2} / 2$ and the following identity between odd Hermite polynomials and Laguerre polynomials [AS84, (22.5.41)]

$$
\begin{equation*}
\frac{1}{2^{n}} G^{\frac{2 n+1}{2}} H_{2 n+1}\left(\frac{h}{\sqrt{G}}\right)=h G^{n} \mathbf{L}_{n}^{\left(\theta^{*}-1\right)}\left(\frac{h^{2}}{2 G}\right), \quad n \geq 0, h \in \mathbb{R}, G>0 \tag{9.20}
\end{equation*}
$$

Combining these two ingredients gives

$$
\begin{aligned}
& \mathbb{E}\left[h_{\theta, N}(x) h_{\theta, N}(y) \mathbf{L}_{n}^{\left(\theta^{*}-1\right)}\left(\frac{\ell_{x}\left(\mathcal{L}_{D_{N}}^{\theta}\right)}{G_{D_{N}}(x, x)}\right) \mathbf{L}_{m}^{\left(\theta^{*}-1\right)}\left(\frac{\ell_{y}\left(\mathcal{L}_{D_{N}}^{\theta}\right)}{G_{D_{N}}(y, y)}\right)\right] \\
& =\frac{1}{2^{n+m}} G_{D_{N}}(x, x)^{1 / 2} G_{D_{N}}(y, y)^{1 / 2} \mathbb{E}\left[H_{2 n+1}\left(\frac{h_{\theta, N}(x)}{G_{D_{N}}(x, x)^{1 / 2}}\right) H_{2 m+1}\left(\frac{h_{\theta, N}(y)}{G_{D_{N}}(y, y)^{1 / 2}}\right)\right] \\
& =\mathbf{1}_{\{n=m\}} \frac{(2 n+1)!}{2^{2 n}} \frac{G_{D_{N}}(x, y)^{2 n+1}}{G_{D_{N}}(x, x)^{n} G_{D_{N}}(y, y)^{n}}
\end{aligned}
$$

where the last equality comes from the study of the Wick powers of the GFF (see [LJ11]). Recalling that $\theta^{*}=3 / 2$, one can check that $\frac{\Gamma\left(\theta^{*}+n\right) n!}{\Gamma\left(\theta^{*}\right)}=\frac{(2 n+1)!}{2^{2 n}}$ and we obtain that both sides of (9.19) are equal when $F(s, t)=\mathbf{L}_{n}^{\left(\theta^{*}-1\right)}\left(s / G_{D_{N}}(x, x)\right) \mathbf{L}_{m}^{\left(\theta^{*}-1\right)}\left(t / G_{D_{N}}(y, y)\right)$. This concludes the proof.

Let $\theta \in(0,1 / 2]$. Lemmas $9.8,9.9$ and 9.10 suggest to define the Wick renormalisation of $h_{\theta, N}(x) \ell_{x}^{n}$ by

$$
\begin{equation*}
: h_{\theta, N}(x) \ell_{x}^{n}:=h_{\theta, N}(x) G(x, x)^{n} \mathbf{L}_{n}^{\left(\theta^{*}-1\right)}\left(\ell_{x} / G(x, x)\right) \tag{9.21}
\end{equation*}
$$

where $\theta^{*}=2-\theta$. The relation (9.20) between odd Hermite polynomials and Laguerre polynomials $\mathbf{L}_{n}^{(1 / 2)}$ guarantees that this renormalisation of $h_{\theta, N}(x) \ell_{x}^{n}$ is consistent with the usual renormalisation when $\theta=1 / 2$ :

$$
: h_{\theta=1 / 2, N}(x) \ell_{x}^{n}:=\frac{1}{2^{n}} G(x, x)^{\frac{2 n+1}{2}} H_{2 n+1}\left(\frac{h_{\theta=1 / 2, N}(x)}{\sqrt{G(x, x)}}\right) .
$$

We make the following conjecture:
Conjecture 9.11. Let $\theta \in(0,1 / 2)$. The Wick powers : $h_{\theta, N}(x) \ell_{x}^{n}$ : defined in (9.21) have nondegenerate scaling limits. More precisely, for any $n_{0} \geq 1$,

$$
\left(h_{\theta, N},\left(: h_{\theta, N} \ell^{n}:\right)_{n=1 \ldots n_{0}}, \mathcal{L}_{D_{N}}^{\theta}\right) \xrightarrow[N \rightarrow \infty]{(\mathrm{d})}\left(h_{\theta}^{\mathrm{conj}},\left(: h_{\theta}^{\mathrm{conj}} L^{n}:\right)_{n=1 \ldots n_{0}}, \mathcal{L}_{D}^{\theta}\right)
$$

where the right hand side term is defined by this limit. The convergence holds in the space $\left(H^{-\varepsilon}\right)^{n_{0}} \times \mathfrak{L}$ for any $\varepsilon>0$. Moreover, $h_{\theta}^{\text {conj }}$ and $\left(: h_{\theta}^{\text {conj }} L^{n}:\right)_{n=1 \ldots n_{0}}$ are measurable w.r.t. $\mathcal{L}_{D}^{\theta}$.

Let us stress that this conjecture is known when $\theta=1 / 2$; see Theorem 9.1. This conjecture is particularly appealing to us since:

Theorem 9.12. Let $\theta \in(0,1 / 2]$ and $\gamma \in(0, \sqrt{2})$. Define

$$
\begin{equation*}
m_{\gamma, N}(x)=\sum_{k \geq 0} \frac{\gamma^{2 k}}{2^{k}} \frac{\Gamma(\theta)}{k!\Gamma(k+\theta)}(2 \pi)^{k}: \ell_{x}^{k}:+\gamma^{2(1-\theta)} \sum_{k \geq 0} \frac{\gamma^{2 k}}{2^{k}} \frac{\Gamma\left(\theta^{*}\right)}{k!\Gamma\left(k+\theta^{*}\right)}(2 \pi)^{k}: h_{\theta, N}(x) \ell_{x}^{k}: \tag{9.22}
\end{equation*}
$$

where the Wick powers : $h_{\theta, N}(x) \ell_{x}^{k}$ : are defined in (9.21). For any bounded smooth test function $f$,

$$
\begin{equation*}
\frac{1}{N^{2}} \sum_{x \in D_{N}} f(x) m_{\gamma, N}(x) \xrightarrow[N \rightarrow \infty]{(\mathrm{d})}\left(\mathcal{M}_{\gamma}^{+}, f\right) \tag{9.23}
\end{equation*}
$$

jointly with $\mathcal{L}_{D_{N}}^{\theta} \rightarrow \mathcal{L}_{D}^{\theta}$.
Let us emphasise that Theorem 9.12 is not conditionally on Conjecture 9.11. This result is another strong indication that Conjecture 9.11 should hold.

Proof of Theorem 9.12. Let $m_{\gamma, N}^{\text {even }}(x)$ and $m_{\gamma, N}^{\text {odd }}(x)$ be respectively the first and second term on the right hand side of (9.22). Recall that, as a consequence of Lemma 9.5, we obtained that (see (9.11))

$$
m_{\gamma, N}^{\mathrm{even}}(x)=\Gamma(\theta)\left(\frac{\gamma^{2}}{2} 2 \pi \ell_{x}\right)^{\frac{1}{2}-\frac{\theta}{2}} e^{-\frac{\gamma^{2}}{2} G(x, x)} I_{\theta-1}\left(\gamma \sqrt{2 \times 2 \pi \ell_{x}}\right)
$$

Similarly, Lemma 9.5 applied to $\theta^{*}$ instead of $\theta$ yields

$$
\begin{aligned}
m_{\gamma, N}^{\text {odd }}(x) & =\gamma^{2(1-\theta)} h_{\theta, N}(x) \Gamma\left(\theta^{*}\right)\left(\frac{\gamma^{2}}{2} 2 \pi \ell_{x}\right)^{\frac{1}{2}-\frac{\theta^{*}}{2}} e^{-\frac{\gamma^{2}}{2} G(x, x)} I_{\theta^{*}-1}\left(\gamma \sqrt{2 \times 2 \pi \ell_{x}}\right) \\
& =2^{1-\theta} \Gamma\left(\theta^{*}\right)\left(\frac{\gamma^{2}}{2}\right)^{\frac{1}{2}-\frac{\theta}{2}} h_{\theta, N}(x)\left(2 \pi \ell_{x}\right)^{\frac{1}{2}-\frac{\theta^{*}}{2}} e^{-\frac{\gamma^{2}}{2} G(x, x)} I_{\theta^{*}-1}\left(\gamma \sqrt{2 \times 2 \pi \ell_{x}}\right)
\end{aligned}
$$

Recall the definition (1.10) of $h_{\theta, N}: h_{\theta, N}(x)=c_{\theta} \sigma_{x}\left(2 \pi \ell_{x}\right)^{1-\theta}$ where $c_{\theta}=2^{\theta-1} \Gamma(\theta) / \Gamma\left(\theta^{*}\right)$. We can rewrite $h_{\theta, N}(x)\left(2 \pi \ell_{x}\right)^{\frac{1}{2}-\frac{\theta^{*}}{2}}=c_{\theta} \sigma_{x}\left(2 \pi \ell_{x}\right)^{\frac{1}{2}-\frac{\theta}{2}}$ and we overall find that $m_{\gamma, N}(x)$ is equal to

$$
\left(\frac{\gamma^{2}}{2} 2 \pi \ell_{x}\right)^{\frac{1}{2}-\frac{\theta}{2}} e^{-\frac{\gamma^{2}}{2} G(x, x)}\left\{\Gamma(\theta) I_{\theta-1}\left(\gamma \sqrt{2 \times 2 \pi \ell_{x}}\right)+2^{1-\theta} \Gamma\left(\theta^{*}\right) c_{\theta} \sigma_{x} I_{\theta^{*}-1}\left(\gamma \sqrt{2 \times 2 \pi \ell_{x}}\right)\right\}
$$

The constant $c_{\theta}$ has been chosen so that the two constants in front of the modified Bessel functions match (which is particularly important since they have the same asymptotic behaviour at infinity) and

$$
m_{\gamma, N}(x)=\Gamma(\theta)\left(\frac{\gamma^{2}}{2} 2 \pi \ell_{x}\right)^{\frac{1}{2}-\frac{\theta}{2}} e^{-\frac{\gamma^{2}}{2} G(x, x)}\left\{I_{\theta-1}\left(\gamma \sqrt{2 \times 2 \pi \ell_{x}}\right)+\sigma_{x} I_{\theta^{*}-1}\left(\gamma \sqrt{2 \times 2 \pi \ell_{x}}\right)\right\}
$$

In the special case $\theta=1 / 2$, we have

$$
I_{-1 / 2}(z)=\sqrt{\frac{2}{\pi z}} \cosh (z) \quad \text { and } \quad I_{1 / 2}(z)=\sqrt{\frac{2}{\pi z}} \sinh (z)
$$

and we do recover that

$$
m_{\gamma, N}(x)=\Gamma(1 / 2) \frac{1}{\sqrt{\pi}} e^{-\frac{\gamma^{2}}{2} G(x, x)} e^{\sigma_{x} \gamma \sqrt{2 \times 2 \pi \ell_{x}}}=e^{-\frac{\gamma^{2}}{2} G(x, x)} e^{\sigma_{x} \gamma \sqrt{2 \times 2 \pi \ell_{x}}}
$$

which converges to : $e^{\gamma h}$ : as $N \rightarrow \infty$. In general $(\theta \in(0,1 / 2])$, if $\sigma_{x}=-1$, the leading order terms of the two Bessel functions will cancel each other. Since the normalisation factor has been tuned to normalise these leading order terms, the subleading order terms will vanish in the scaling limit and the measure will concentrate on points with a positive spin. One can therefore use a similar reasoning as in the proof of Theorem 9.2 and compare $m_{\gamma, N}(x)$ with $\mathcal{M}_{a, N}(\mathrm{~d} x) \mathbf{1}_{\left\{\sigma_{x}=1\right\}}$. In Corollary 8.4 we showed that this latter measure converges to $\mathcal{M}_{\gamma}^{+}$, so this argument shows that $m_{\gamma, N}(x)$ also converges to $\mathcal{M}_{\gamma}^{+}$.

Consequences of Conjecture 9.11 Let us now assume that Conjecture 9.11 holds and discuss the implications it would have. In the course of proving Conjecture 9.11, it is likely that one would obtain a control on the growth of the correlation of : $h_{\theta, N}(x) \ell_{x}^{n}:$ and $: h_{\theta, N}(y) \ell_{y}^{m}:$ of a similar type as (9.12). This control would ensure that most of the mass of $m_{\gamma, N}$ is carried by, say, the first hundred terms in the two sums in (9.22). This would then allow us to take the scaling limit of these sums (exactly like in the proof of Theorem 9.2) and we would obtain, in conjunction with Theorem 9.12, that

$$
\begin{equation*}
\mathcal{M}_{\gamma}^{+}=\sum_{k \geq 0} \frac{\gamma^{2 k}}{2^{k}} \frac{\Gamma(\theta)}{k!\Gamma(k+\theta)}(2 \pi)^{k}: L_{x}^{k}:+\gamma^{2(1-\theta)} \frac{\gamma^{2 k}}{2^{k}} \frac{\Gamma\left(\theta^{*}\right)}{k!\Gamma\left(k+\theta^{*}\right)}(2 \pi)^{k}: h_{\theta}^{\mathrm{conj}}(x) L_{x}^{k}: . \tag{9.24}
\end{equation*}
$$

In particular, this shows that the second order term in the expansion of $\mathcal{M}_{\gamma}^{+}$is of order $\gamma^{2(1-\theta)}$ which would imply that the limit

$$
\begin{equation*}
c_{\mathrm{conj}}:=\lim _{\gamma \rightarrow 0} \frac{Z_{\gamma}}{\gamma^{2(1-\theta)}} \in(0, \infty) \tag{9.25}
\end{equation*}
$$

exists and is nondegenerate. This would also identify $h_{\theta}^{\text {conj }}$ with $c_{\text {conj }} h_{\theta}$. Finally, with the help of a Tauberian theorem, it may be the case that the above convergence (9.25) implies the convergence of the crossing probability

$$
\begin{equation*}
\lim _{r \rightarrow 0}|\log r|^{1-\theta} \mathbb{P}\left(e^{-1} \partial \mathbb{D} \stackrel{\mathcal{L}_{\mathbb{D}}^{\theta}}{\longleftrightarrow} r \mathbb{D}\right) \in(0, \infty) . \tag{9.26}
\end{equation*}
$$

This would be a considerable strengthening of the main result of [JLQ23] (see Theorem 2.4).

## References

[ABJL23] Élie Aïdékon, Nathanaël Berestycki, Antoine Jego, and Titus Lupu. Multiplicative chaos of the Brownian loop soup. Proc. London Math. Soc., to appear, 2023. https://doi.org/10.1112/plms.12511.
[AHS20] Elie Aïdékon, Yueyun Hu, and Zhan Shi. Points of infinite multiplicity of planar Brownian motion: measures and local times. Ann. Probab., 48(4):1785-1825, 2020.
[ALS20a] Juhan Aru, Titus Lupu, and Avelio Sepúlveda. The first passage sets of the 2D Gaussian free field. Probab. Theory Relat. Fields, 176:1303-1355, 2020.
[ALS20b] Juhan Aru, Titus Lupu, and Avelio Sepúlveda. The first passage sets of the 2D Gaussian free field: convergence and isomorphism. Commun. Math. Phys., 375:18851929, 2020.
[ALS23] Juhan Aru, Titus Lupu, and Avelio Sepúlveda. Excursion decomposition of the 2D continuum GFF. arXiv:2304.03150, 2023.
[AS84] Milton Abramowitz and Irene A. Stegun, editors. Handbook of mathematical functions with formulas, graphs, and mathematical tables. A Wiley-Interscience Publication. John Wiley \& Sons, Inc., New York; John Wiley \& Sons, Inc., New York, 1984. Reprint of the 1972 edition, Selected Government Publications.
[ASW19] Juhan Aru, Avelio Sepúlveda, and Wendelin Werner. On bounded-type thin local sets of the two-dimensional Gaussian free field. J. Inst. Math. Jussieu, 18(3):591-618, 2019.
[BBK94] Richard F. Bass, Krzysztof Burdzy, and Davar Khoshnevisan. Intersection local time for points of infinite multiplicity. Ann. Probab., 22(2):566-625, 041994.
[Bef08] Vincent Beffara. The dimension of the SLE curves. Ann. Probab., 36:1421-1452, 2008.
[Ber17] Nathanaël Berestycki. An elementary approach to Gaussian multiplicative chaos. Electron. Commun. Probab., 22:Paper No. 27, 12, 2017.
[BFS82] David Brydges, Jürg Fröhlich, and Tom Spencer. The random walk representation of classical spin systems and correlation inequalities. Commun. Math. Phys., 83(1):123150, 1982.
[BL19] Marek Biskup and Oren Louidor. On intermediate level sets of two-dimensional discrete Gaussian free field. Ann. Inst. H. Poincaré Probab. Statist., 55(4):1948-1987, 112019.
[BP21] Nathanaël Berestycki and Ellen Powell. Gaussian free field, Liouville quantum gravity and Gaussian multiplicative chaos. Available on the webpages of the authors and the AMS Open Maths Notes, 2021.
[CFGK20] Federico Camia, Valentino F Foit, Alberto Gandolfi, and Matthew Kleban. Exact correlation functions in the Brownian loop soup. J. High Energ. Phys., 2020(67):483507, 2020.
[CFGK22a] Federico Camia, Valentino F Foit, Alberto Gandolfi, and Matthew Kleban. Scalar conformal primary fields in the in the Brownian loop soup. Commun. Math. Phys., 2022. https://doi.org/10.1007/s00220-022-04611-7.
[CFGK22b] Federico Camia, Valentino F Foit, Alberto Gandolfi, and Matthew Kleban. The Brownian loop soup stress-energy tensor. J. High Energ. Phys., 2022(9), 2022. https://doi.org/10.1007/JHEP11(2022)009.
[CGK16] Federico Camia, Alberto Gandolfi, and Matthew Kleban. Conformal correlation functions in the Brownian loop soup. Nucl. Phys. B, 902:483-507, 2016.
[CGN15] Federico Camia, Christophe Garban, and Charles M Newman. Planar Ising magnetization field I. Uniqueness of the critical scaling limit. Ann. Probab., 43(2):528-571, 2015.
[CGN16] Federico Camia, Christophe Garban, and Charles M Newman. Planar Ising magnetization field II. Properties of the critical and near-critical scaling limits. Ann. Inst. H. Poincaré Probab. Statist., 52(1):146-161, 2016.
[CGPRR21] Federico Camia, Alberto Gandolfi, Giovanni Peccati, and Tulasi Ran Reddy. Brownian loops, layering fields and imaginary gaussian multiplicative chaos. Commun. Math. Phys., 381:889-945, 2021.
[DS11] Bertrand Duplantier and Scott Sheffield. Liouville quantum gravity and KPZ. Invent. Math., 185(2):333-393, 2011.
[Dub09] Julien Dubédat. SLE and the free field: partition functions and couplings. J. Amer. Math. Soc., 22(4):995-1054, 2009.
[Dyn84a] Evgeniy Dynkin. Gaussian and non-Gaussian random fields associated with Markov processes. J. Funct. Anal., 55:344-376, 1984.
[Dyn84b] Evgeniy Dynkin. Local times and quantum fields. In Seminar on Stochastic Processes, Gainesville 1983, volume 7 of Progress in Probability and Statistics, pages 69-84. Birkhauser, 1984.
$\left[E K M ~^{+} 00\right]$ Nathalie Eisenbaum, Haya Kaspi, Michael B. Marcus, Jay Rosen, and Zhan Shi. A Ray-Knight theorem for symmetric Markov processes. Ann. Probab., 28(4):1781-1796, 2000.
[ES88] Robert G Edwards and Alan D Sokal. Generalization of the Fortuin-Kasteleyn-Swendsen-Wang representation and Monte Carlo algorithm. Physical review D, 38(6):2009, 1988.
[FK72] Cornelius Marius Fortuin and Piet W Kasteleyn. On the random-cluster model: I. Introduction and relation to other models. Physica, 57(4):536-564, 1972.
[HvNVW16] Tuomas Hytönen, Jan van Neerven, Mark Veraar, and Lutz Weis. Analysis in Banach spaces, volume 12. Springer, 2016.
[Jan84] Svante Janson. Bounds on the distributions of extremal values of a scanning process. Stochastic Process. Appl., 18(2):313-328, 1984.
[Jeg20] Antoine Jego. Planar Brownian motion and Gaussian multiplicative chaos. Ann. Probab., 48(4):1597-1643, 2020.
[Jeg21] Antoine Jego. Critical Brownian multiplicative chaos. Probab. Theory Relat. Fields, 180(1):495-552, Jun 2021.
[Jeg22] Antoine Jego. Characterisation of planar Brownian multiplicative chaos. Commun. Math. Phys., 2022. https://doi.org/10.1007/s00220-022-04570-z.
[JLQ23] Antoine Jego, Titus Lupu, and Wei Qian. Crossing exponent in the Brownian loop soup. ArXiv e-prints, March 2023.
[Jun20] Janne Junnila. On the multiplicative chaos of non-Gaussian log-correlated fields. Int. Math. Res. Not. IMRN, (19):6169-6196, 2020.
[Kah85] Jean-Pierre Kahane. Sur le chaos multiplicatif. Ann. Sci. Math. Québec, 9(2):105-150, 1985.
[KS10] Ioannis Karatzas and Steven E. Shreve. Brownian motion and stochastic calculus, volume 113 of Graduate Texts in Mathematics. Springer, 2nd edition, 2010.
[KS16] Antti Kempainnen and Stanislav Smirnov. Conformal invariance in random cluster models. II. Full scaling limit as a branching SLE. arXiv:1609.08527, 2016.
[Lac22] Hubert Lacoin. A universality result for subcritical complex Gaussian multiplicative chaos. The Annals of Applied Probability, 32(1):269-293, 2022.
[Law05] Gregory F. Lawler. Conformally invariant processes in the plane, volume 114 of Mathematical Surveys and Monographs. American Mathematical Society, Providence, RI, 2005.
[Law18] Gregory F. Lawler. Notes on the Bessel process. Lecture notes. Available on the webpage of the author, 2018.
[LG92] Jean-François Le Gall. Some properties of planar Brownian motion. In Ecole d'Eté de Probabilités de Saint-Flour XX-1990, pages 111-229. Springer, 1992.
[LJ10] Yves Le Jan. Markov loops and renormalization. Ann. Probab., 38(3):1280-1319, 2010.
[LJ11] Yves Le Jan. Markov paths, loops and fields. In 2008 St-Flour summer school, volume 2026 of Lecture Notes in Mathematics. Springer, 2011.
[LJ19] Yves Le Jan. Brownian winding fields. In Séminaire de Probabilités L, volume 2252 of Lecture Notes in Mathematics, pages 487-492, 2019.
[LJMR15] Yves Le Jan, Michael B. Marcus, and Jay Rosen. Permanental fields, loop soups and continuous additive functionals. Ann. Probab., 43(1):44-84, 2015.
[LJMR17] Yves Le Jan, Michael B. Marcus, and Jay Rosen. Intersection local times, loop soups and permanental Wick powers. Mem. Amer. Math. Soc., 247(1171):v+78, 2017.
[LRV17] Hubert Lacoin, Rémi Rhodes, and Vincent Vargas. Semiclassical limit of Liouville field theory. Journal of Functional Analysis, 273(3):875-916, 2017.
[LSW03a] Gregory F. Lawler, Oded Schramm, and Wendelin Werner. Conformal restriction: the chordal case. Journal of the American Mathematical Society, 16(4):917-955, 2003.
[LSW03b] Gregory F. Lawler, Oded Schramm, and Wendelin Werner. Conformal restriction: the chordal case. J. Amer. Math. Soc., 16(4):917-955 (electronic), 2003.
[LTF07] Gregory F. Lawler and José A. Trujillo-Ferreras. Random walk loop soup. Trans. Am. Math. Soc., 359(2):767-787, 2007.
[Lup16] Titus Lupu. From loop clusters and random interlacements to the free field. The Annals of Probability, 44(3):2117-2146, 2016.
[Lup18a] Titus Lupu. Convergence of the two-dimensional random walk loop-soup clusters to CLE. Journal of the European Mathematical Society, 21(4):1201-1227, 2018.
[Lup18b] Titus Lupu. Poisson ensembles of loops of one-dimensional diffusions. Mém. Soc. Math. Fr. (N.S.), (158):158, 2018.
[LW04] Gregory F. Lawler and Wendelin Werner. The Brownian loop soup. Probab. Theory Relat. Fields, 128(4):565-588, 2004.
[Mol05] Ilya Molchanov. Theory of random sets, volume 19. Springer, 2005.
[MR06] Michael B. Marcus and Jay Rosen. Markov processes, Gaussian processes and local times, volume 100. Cambridge University Press, 2006.
[MR13] Michael B. Marcus and Jay Rosen. A sufficient condition for the continuity of permanental processes with applications to local times of Markov processes. Ann. Probab., 41(2):671-698, 2013.
[MS] Jason Miller and Scott Sheffield. CLE(4) and the Gaussian Free Field. In preparation.
[MS16a] Jason Miller and Scott Sheffield. Imaginary geometry I: interacting SLEs. Probab. Theory Relat. Fields, 164(3-4):553-705, 2016.
[MS16b] Jason Miller and Scott Sheffield. Imaginary geometry II: Reversibility of $\operatorname{SLE}_{\kappa}\left(\rho_{1} ; \rho_{2}\right)$ for $\kappa \in(0,4)$. Ann. Probab., 44(3):1647-1722, 2016.
[MS16c] Jason Miller and Scott Sheffield. Imaginary geometry III: reversibility of SLE $\kappa_{\kappa}$ for $\kappa \in(4,8)$. Ann. of Math. (2), 184(2):455-486, 2016.
[MS17] Jason Miller and Scott Sheffield. Imaginary geometry IV: interior rays, whole-plane reversibility, and space-filling trees. Probab. Theory Related Fields, 169(3-4):729-869, 2017.
[MSW14] Jason Miller, Nike Sun, and David B Wilson. The Hausdorff dimension of the CLE gasket. Ann. Probab., 42(4):1644-1665, 2014.
[MSW17] Jason Miller, Scott Sheffield, and Wendelin Werner. CLE percolations. Forum Math. Pi, 5:e4, 102, 2017.
[MWW15] Jason Miller, Samuel S Watson, and David B Wilson. The conformal loop ensemble nesting field. Probab. Theory Relat. Fields, 163(3):769-801, 2015.
[Qia18] Wei Qian. Conformal restriction: the trichordal case. Probab. Theory Relat. Fields, 171(3-4):709-774, 2018.
[Qia19] Wei Qian. Conditioning a Brownian loop-soup cluster on a portion of its boundary. Ann. Inst. Henri Poincaré Probab. Stat., 55(1):314-340, 2019.
[QW18] Wei Qian and Wendelin Werner. The law of a point process of brownian excursions in a domain is determined by the law of its trace. Electron. J. Probab., 23:23 pp., 2018.
[QW19] Wei Qian and Wendelin Werner. Decomposition of Brownian loop-soup clusters. J. Eur. Math. Soc., 21(10):3225-3253, 2019.
[RS05] Steffen Rohde and Oded Schramm. Basic properties of SLE. Ann. of Math., 161(2):883924, 2005.
[RV10] Raoul Robert and Vincent Vargas. Gaussian multiplicative chaos revisited. Ann. Probab., 38(2):605-631, 2010.
[RV11] Rémi Rhodes and Vincent Vargas. KPZ formula for log-infinitely divisible multifractal random measures. ESAIM: Probability and Statistics, 15:358-371, 2011.
[Sch00] Oded Schramm. Scaling limits of loop-erased random walks and uniform spanning trees. Israel J. Math., 118:221-288, 2000.
[Sch01] Oded Schramm. A percolation formula. Electron. Commun. Probab., 6:115-120, 2001.
[Sha16] Alexander Shamov. On Gaussian multiplicative chaos. J. Funct. Anal., 270(9):32243261, 2016.
[She09] Scott Sheffield. Exploration trees and conformal loop ensembles. Duke Math. J., 147(1):79-129, 2009.
[SS13] Oded Schramm and Scott Sheffield. A contour line of the continuum Gaussian free field. Probab. Theory Relat. Fields, 157(1-2):47-80, 2013.
[SW12] Scott Sheffield and Wendelin Werner. Conformal loop ensembles: the Markovian characterization and the loop-soup construction. Ann. of Math. (2), 176(3):1827-1917, 2012.
[Sym65] Kurt Symanzik. Euclidean quantum field theory I: Equations for a scalar model. New York University, 1965.
[Sym66] Kurt Symanzik. Euclidean quantum field theory I. Equations for a scalar model. J. Math. Phys, 7(3):510-525, 1966.
[Sym69] Kurt Symanzik. Euclidean quantum field theory. In Scuola intenazionale di Fisica Enrico Fermi. XLV Corso., pages 152-223. Academic Press, 1969.
[Szn12] Alain-Sol Sznitman. Topics in occupation times and Gaussian free field. Zurich lectures in advanced mathematics. European Mathematical Society, 2012.
[vdBCL18] Tima van de Brug, Federico Camia, and Marcin Lis. Spin systems from loop soups. Electron. J. Probab., 23:1-17, 2018.
[VJ97] D. Vere-Jones. Alpha-permanents and their applications to multivariate gamma, negative binomial and ordinary binomial distributions. New Zealand J. Math., 26(1):125149, 1997.
[Wol78] Robert L Wolpert. Local time and a particle picture for Euclidean field theory. Journal of Functional Analysis, 30(3):341-357, 1978.
[WP21] Wendelin Werner and Ellen Powell. Lecture notes on the Gaussian Free Field, 2021.


[^0]:    *École Polytechnique Fédérale de Lausanne; antoine.jego@epfl.ch
    †Sorbonne Université and Université Paris Cité, CNRS, Laboratoire de Probabilités, Statistique et Modélisation, F-75005 Paris, France; titus.lupu@sorbonne-universite.fr
    ${ }^{\ddagger}$ City University of Hong Kong; weiqian@cityu.edu.hk

[^1]:    ${ }^{1}$ Recall that by definition $\left(h_{\theta, D} \circ \psi^{-1}, \tilde{f}\right)=\left(h_{\theta, D}, \tilde{f} \circ \psi^{-1}\right)$ for any test function $\tilde{f}$.

[^2]:    ${ }^{2}$ Monic means that the leading coefficient equals 1 .

