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stract

oment models with suitable closure can lead to accurate and computationally efficien
vers for particle transport. Hence, we propose a new asymptotic preserving scheme f
e M1 model of linear transport that works uniformly for any Knudsen number. Our idea
apply the M1 closure at the numerical level to an existing asymptotic preserving schem
the corresponding kinetic equation, namely the Unified Gas Kinetic Scheme (UGKS

ginally proposed in [31] and extended to linear transport in [27]. A second order extensio
suggested and validated. The generic nature of this method is also demonstrated in a
plication to the M2 model. Several test cases show the performances of this new schem
both the M1 and M2 case.
ywords: linear transport, UGKS, M1 closure, asymptotic preserving scheme, diffusion
it

Introduction

Kinetic equations appear in many fields of study such as plasma physics, radiative transfe
utron transport and rarefied gas dynamics to model the dynamics of systems of particle
the particle distribution is described in the phase space over time, accurately solving the

uations is expensive in terms of computational power. Furthermore macroscopic mode
rrectly describe the system of particles as long as the Knudsen number (denoted by

ains low, which is defined as the ratio between the mean free path of the particles and
croscopic length. The associated equations are much less costly to solve but their physic

lidity domain is limited. To describe transitional regimes and take into account kinet
ects without solving the complete equation, moments models are developed.
These models aim to reduce the number of kinetic variables by closing a moment hierarch

the kinetic equation. Closing the system consists in giving an expression of the unknow
hest order moment as a function of the lower order ones. Such a relation can be provide
assuming the shape of the particle distribution at the microscopic scale in terms of th
croscopic variables. For example, the PN model rests on a Legendre series expansion

e distribution function under the small anisotropy hypothesis. The corresponding closu
linear, however the polynomial ansatz does not ensure the positivity of the distributio
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ction [9]. In contrast, the MN model is based on the minimum entropy principle an
arantees this property for the Boltzmann entropy. Moreover, the MN system is hyperbol
d the flux limitation and entropy dissipation properties are ensured [25, 11, 1].
Besides the high dimensional context, without specific treatment, numerical schemes f

e kinetic equation or the moment model can be very expensive as they must resolve th
allest microscopic scale in the domain which constrains the space discretization and th
e step for stability reasons. Furthermore, the limit scheme may not be consistent wit

e macroscopic model as the Knudsen number tends to zero. Asymptotic-preserving (AP
emes have been developed to cope with this problem. Those schemes are consistent wit

e limit model and uniformly stable with ϵ. They were first studied for neutron transpo
[23, 22] and later in [17, 16]. In [18, 19], AP schemes are obtained by decomposin

e distribution function around the equilibrium and similar ideas are employed in [4, 2
, 2, 5, 6]. Other approaches have been proposed in [13] (well-balanced method) or [2
ymptotic-preserving projective integration scheme).
The Unified Gas Kinetic Scheme (UGKS) is an innovative AP scheme originally develope
Xu and Huang in 2010 in the context of rarefied gas dynamics [31]. Since then, it h

en further improved and the general ideas have been applied to complex gas flows [26] (s
] for other references). The UGKS was also extended to linear models with the diffusio
it in [27, 29].
For moment models, asymptotic-preserving schemes are usually constructed indepe

ntly of the underlying kinetic equation. In most cases, a modification of the approxima
emann solver is introduced to obtain the correct asymptotic behavior [3, 7, 14].
The main objective of this paper is to demonstrate how the UGKS may be utilize
develop a numerical scheme for the M1 moment model associated with a simple line
nsport kinetic equation. Our idea is to apply the M1 closure at the numerical level on th
merical approximation (UGKS) of the linear kinetic equation. We prove that this schem
curately captures the diffusion regime. Moreover, we suggest a second order extension th
es not compromise the asymptotic-preserving property. Additionally, we show that th
thod developed in the M1 case is generic and can be applied to other moment models. I
rticular, a numerical scheme for the M2 moment model is given.
The outline of our article is as follows. First, in section 2 we briefly present the line
etic equation and the corresponding M1 model as well as their fundamental propertie
en, in section 3 the UGKS construction is summarized, the scheme for the M1 model

esented, and the second order extension is proposed. Next in section 4, a numerical schem
the M2 moment model is also given. Finally, the schemes are validated in section 5.

The M1 closure for the linear transport

. The linear transport equation
The linear transport equation is a kinetic equation that describes the evolution of th

rticle number density ϕ as a function of time t, of space position r in D an open set of R
d of velocity direction Ω in S 2 the unit sphere in 3 dimension space:

1

c
∂tϕ+Ω · ∇rϕ = σ(

1

4π

∫

S 2

ϕdΩ− ϕ). (

e number density represents the amount of particles in a given phase space volume at
tain time. From a physical point of view, this equation expresses the time variation of th
2
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mber density through a collision operator in the absence of external forces. On the lef
nd side, the total derivative in time describes the particles advection at velocity c in th
ection Ω. On the right-hand side, the collision operator models the particles interaction
th the medium depending on the opacity σ(r) and reflects the rate of change of the numb
nsity. In this case, a linear relaxation operator is considered instead of the full non-line
ltzmann one. This operator acts as a relaxation term towards the equilibrium state, whic
the uniform velocity distribution. It preserves some basic fundamental properties such
ss conservation and entropy dissipation.
In a small opacity medium, the particles are advected on the microscopic scale withou

lliding; this is the free transport regime. In that case, the number density is constant alon
e trajectories. Besides the collision mechanism predominates and a global macroscop
usion behavior emerges when the opacity is high.
To study the diffusion regime and for computational purposes, it is convenient to wor

th the non-dimensional equation. In order to obtain this equation, several non-dimension
riables are introduced: ϕ′ = ϕ/ϕ∗, t′ = t/τ , r′ = r/L, σ′ = σ/σ∗ where τ is a characterist
e, L a characteristic length and σ∗ a characteristic opacity homogeneous to the inverse

ength λ. This physical parameter represents the mean free path of a particle, that is, th
erage distance covered by a particle without a collision. Two non-dimensional numbers a
roduced: the Knudsen number ϵ which is the ratio between the mean free path and th
croscopic length and η which is the ratio between the macroscopic velocity and c:

ϵ =
λ

L
, η =

L/τ

c
. (

omitting the prime symbol, the kinetic equation can be rewritten as a function of the
antities:

η∂tϕ+Ω · ∇rϕ =
σ

ϵ

(
1

4π

∫

S 2

ϕdΩ− ϕ

)
. (

In this article, we assume that the number density only depends on the slab axis variab
In that case, the average of ϕ(t, r,Ωx, ·, ·), denoted by f(t, x, v) (where v = Ωx), satisfi

e following one-dimensional equation:

∂tf +
v

η
∂xf = ν(ρ− f), (

ere ν(x) = σ(x)
ϵη

is the collision frequency and ρ is the distribution function density: ρ
⟩ = 1

2

∫ 1

−1
f(·, ·, v)dv. Integrating this kinetic equation over the kinetic variable v allows

t the macroscopic mass conservation equation:

ϵ∂tρ+ ∂xj = 0, (

ere j = ⟨vf⟩ is the flux density. Note that v is the cosine angle of the direction of th
locity, and hence is in [−1, 1].

. Asymptotic regimes
As the Knudsen number ϵ tends to zero, the collision mechanism predominates at th

croscopic scale and, as a consequence, the distribution function tends to its own densi
the first order in ϵ). On the macroscopic scale, a global diffusion behavior emerges. T

serve this phenomenon, the observation scale needs to coincide with the collision one, whic
3
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plies η = ϵ. In that case, a Hilbert expansion of the distribution function can be used
monstrate that the density satisfies a diffusion equation at the first order in ϵ:

∂tρ = ∂x (κ∂xρ) +O(ϵ), (

ere the diffusion coefficient is κ(x) = 1
3σ(x)

. Conversely, in the free transport regime,
ds to infinity while η remains constant. In that case, the limit equation is the usual line

vection equation without a source term:

η∂tf + v∂xf = 0. (

e particles are advected at their own speed v/η without interacting with the medium.

. Entropy
Due to the collision process, the particles tend to locally reach the equilibrium distributio

hich is the uniform distribution) in a characteristic time τ = ηϵ
σ
. From a physical point

w, a small perturbation out of that state leads to an increase of the physical entropy
e domain before returning to equilibrium. Mathematically, this irreversible process can b
aracterized by the local entropy inequality:

η∂t ⟨g(f)⟩+ ∂x ⟨vg(f)⟩ ≤ 0, (

ere g is any convex function. In a closed system, with suitable boundary conditions, th
rresponding mathematical entropy H (t) =

∫
D
⟨g(f(t, x, ·))⟩ dx is non-increasing;

dH

dt
(t) ≤ 0. (

merical schemes for the kinetic equation should preserve this property which is a goo
ication of the system evolution.

. The M1 moment closure
In a general context, solving kinetic equations is expensive due to the high dimensionali
the problem. In several physical applications, assumptions can be made on the shape
e distribution function. Thus, reduced models in velocity can be developed to lower th
oblem dimension and as a consequence the computational cost. A general procedure f
borating such a model is to establish a moment hierarchy of the kinetic equation and the
choose a specific ansatz for the distribution function to close the resulting system.
The simplest hierarchy which enables the restoration of an angular anisotropy is obtaine
integrating equation (4) against the vector m(v) =

(
1 v

)T with respect to the veloci
riable:

∂tU+ ∂xF(U) = νS(U), (1

ere U =
(
ρ j

)T is the vector of conservative variables, F(U) = 1
η

(
j q

)T is the flu

ctor where q = ⟨v2f⟩ and S(U) =
(
0 −j

)T is the source term. The first equation
e mass conservation equation (5). For any hierarchy, the integration process introduc
last unknown flux (in this case q) which can not be expressed, a priori, as a functio
the previous moments. The M1 closure relies on an entropic argument to enforce th
tribution function shape and to compute this flux as a function of the density and of th
locity u = j/ρ. Linked to this closure is the notion of moments realizability:
4
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finition 2.1 (Moment realizability). A moment vector U is realizable if there exists
n-negative distribution function f such that ⟨mf⟩ = U.

oposition 2.1. Let U =
(
ρ j

)T and u = j/ρ. The moment vector is realizable if an
ly if ρ > 0 and |u| < 1, or U = 0.

oof. If U is realizable then ρ = ⟨f⟩ ≥ 0. If ρ = 0, then f = 0 and hence j = 0. If ρ >
en |j| ≤ ⟨|v|f⟩ < ⟨f⟩ = ρ since |v| ≤ 1, and hence |u| < 1. The converse statement can b
oven by setting f = f̂ as defined in proposition 2.2.

oposition 2.2 (M1 distribution function). Let U be a vector of realizable moments. If th
nsity is non-zero, then the distribution function f̂ which minimizes the Boltzmann entrop
ctional h(f) = ⟨f ln f − f⟩ under the constraint

〈
mf̂
〉
= U is

f̂(v) = eΛ·m(v) = ρ
β

sinh β
eβv, (1

ere Λ =
(
α β

)T is the vector of entropic variables and α = ln (ρ β
sinhβ

). The anisotrop
riable β is implicitly defined through the relation u = z(β) where z(β) = coth β − β−1

invertible odd function in [−1, 1], continuously extendable at β = 0.

oof. The M1 distribution function f̂ satisfies the following constrained minimisation pro
:

f̂ = argmin
f∈S

⟨f ln f − f⟩ , (1

ere S = {f ∈ L2([−1, 1],R+) such that ⟨mf⟩ = U}. The method of Lagrangian mult
ers allows to show that:

f̂(v) = eΛ·m(v), (1

ere Λ ∈ R2 is the Lagrangian multiplier vector. It can be implicitly expressed as a functio
the conservative variable vector U:

U =
〈
meΛ·m〉 =




eα

β
sinh β

eα

β
sinh β

(
coth β − 1

β

)


 . (1

us, the M1 distribution function can be rewritten in terms of ρ and β and the relatio
tween the anisotropic variable and the velocity appears.

Imposing the shape of the distribution function allows to close the system:

oposition 2.3 (M1 closure). The third moment q of the M1 distribution function f̂ is:

q =
〈
v2f̂
〉
= ρ

(
1− 2

u

β

)
. (1

System (10) closed with relation (15) is the M1 model of the linear transport. We ca
tice that as the velocity tends to zero, q tends to ρ/3 which is nothing but the usu
closure. In the particular case of a zero density, the closing procedure is not applicab

cause the velocity and hence β are not well defined anymore. But the continuity of h
0 allows to set f̂ = 0 and therefore q = 0.

The following results hold on this model (see [11]).
5
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oposition 2.4 (System structure). System (10)-(15) is hyperbolic (the Jacobian matr
the system is diagonalizable and its eigenvalues are real) and ensures the moments reali
ility.

oposition 2.5 (Diffusion limit). The density ρ satisfies the diffusion equation (6) at fir
er in ϵ.

The validity domain of this model is directly linked to the quality of the distributio
ction projection on the set of M1 functions. As long as the distribution functions a
se to this set, the model remains accurate. Two different types of distributions are we
resented: the ones close to the equilibrium and the ones where the velocity is high. A

on as the distribution functions are far from the set of representable functions, this mod
comes irrelevant.

A UGKS based numerical scheme for the M1 model

Developing a numerical scheme for the M1 hyperbolic system presents challenges f
mptotic preserving considerations. At first sight, a standard Riemann solver may appe

itable. However, without special treatment of the source term, it would not correct
pture the correct diffusion limit as the Knudsen number tends to zero.
Several solvers rely on specific numerical fluxes designed to correctly capture the diffusio
it. For example in [3, 7], the HLL approximate Riemann solver is modified by introducin

third stationary wave and by adjusting the nonlinear wave speed. As multiple choic
eligible to recover the correct asymptotic behavior, a particular attention is paid to th

nvergence speed to the diffusion regime as the Knudsen number tends to 0.
An alternate and general procedure is to rely on a robust scheme for the kinetic equatio
this section an adaptation of the Unified Gas Kinetic Scheme (UGKS) for this model
plained.

. UGKS
Since our new scheme is based on the UGKS, the solver construction for linear mode

th diffusion limit is adapted from [27] and summarized below.

.1. A finite volume formulation
Let [xi−1/2, xi+1/2] be a control volume of size ∆x and [tn, tn+1] be a time interval of si
. We define the averages of the density and distribution function on cell i at time tn

(
ρni

fn
i (v)

)
=

1

∆x

∫ xi+1/2

xi−1/2

(
ρ(tn, x)
f(tn, x, v)

)
dx,

d the macroscopic and microscopic numerical fluxes across the interface xi+1/2

(
Φi+1/2

ϕi+1/2(v)

)
=

1

η∆t

∫ tn+1

tn

(〈
vf(t, xi+1/2, v)

〉

vf(t, xi+1/2, v)

)
dt.

e finite volume formulations of both the kinetic equation and the macroscopic conservatio
are obtained by integrating equations (4)-(5) over the control volume and over the tim
6
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erval. These formulations emphasize the evolution of the volume averages through the ce
erface fluxes between the two instants:

ρn+1
i − ρni
∆t

+
1

∆x
(Φi+1/2 − Φi−1/2) = 0, (16

fn+1
i − fn

i

∆t
+

1

∆x
(ϕi+1/2 − ϕi−1/2) = νi(ρ

n+1
i − fn+1

i ). (16b

implicit approximation of the collision term is chosen to obtain an asymptotically stab
eme. Developing a finite volume scheme for equation (4) involves giving a consisten
d conservative approximation of the microscopic numerical flux ϕi+1/2 and therefore of th
croscopic one Φi+1/2 =

〈
ϕi+1/2

〉
. At this stage, the velocity variable v is kept continuou

d omitted.

.2. A characteristic based approach
The main idea of UGKS is to rely on the integral representation of the kinetic equatio
ution (given by the method of characteristics) to elaborate the numerical flux. This wa
e collision term is naturally taken into account. In case of constant opacity (4) is equivalen

d

dt

(
eνtf(t, x+

v

η
t, v)

)
= νeνtρ(t, x+

v

η
t). (1

suming the opacity variations are negligible at the scale of a cell and of a time step, w
nsider this expression as an approximation around each cell. Relation (17) is then evaluate
the interface xi+1/2 and integrated between two given times, tn and t > tn, which gives

f(t, xi+1/2, v) ≈ e−νi+1/2(t−tn)f(tn, xi+1/2 −
v

η
(t− tn), v)

+ νi+1/2

∫ t

tn

e−νi+1/2(t−s)ρ(s, xi+1/2 −
v

η
(t− s))ds,

(1

ere νi+1/2 = σi+1/2/ηϵ is the collision frequency at the interface. The total number
rticles at the interface can be separated into two categories; advected and scattered pa
les. Depending of the collision frequency, some particles do not interact with others an
simply transported from the foot of the characteristic xi+1/2 − v

η
(t− tn) to the interfac

her particles have a certain probability of colliding once at some time s such as t > s >
d acquiring the specific v velocity at xi+1/2 − v

η
(t − s). All of these particles are the

nsported to the interface.
In order to evaluate the numerical flux from relation (18), distribution function an

nsity reconstructions in space and time need to be introduced. Appropriate choices a
ndatory to preserve the asymptotics and achieve second order convergence in space. Th
onstructions are:

ρ(t, x) =

{
ρni+1/2 + δLx ρ

n
i+1/2(x− xi+1/2) if x < xi+1/2

ρni+1/2 + δRx ρ
n
i+1/2(x− xi+1/2) if x > xi+1/2

, (19

f(tn, x, v) =

{
fn
i + δxf

n
i (x− xi) if x < xi+1/2

fn
i+1 + δxf

n
i+1(x− xi+1) if x > xi+1/2

, (19b

ere δLRx ρni+1/2 are the left and right finite differences slopes:

δLx ρ
n
i+1/2 =

ρni+1/2 − ρni

∆x/2
, δRx ρ

n
i+1/2 =

ρni+1 − ρni+1/2

∆x/2
, (2
7
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d the interface density ρi+1/2 is:

ρi+1/2 =
〈
fn
i 1v>0 + fn

i+11v<0

〉
= ρn+i + ρn−i+1, (2

ere ρn±i = ⟨fn
i 1v≷0⟩ are the half densities. The choice for that density turns out to be n

at important. For example the mean value ρi+ρi+1

2
may be appropriate. However, fro

physical point a view, using the half densities on each side seems to be equally relevan
order to consider the real distribution of the density near the interface and to ensure th
K compatibility condition at t = tn in (18):

⟨ρ− f⟩ (t, xi+1/2) = 0.

e distribution function slopes need to be limited to ensure the decrease of the tot
riation. Let ψ be a TVD slope limiter (for example the van Leer limiter is given b
x, y) = (sgn(x) + sgn(y)) |x||y|

|x|+|y| ). Then the slope is given by:

δxf
n
i = ψ

(
fn
i+1 − fn

i

∆x
,
fn
i − fn

i−1

∆x

)
. (2

evaluate the numerical flux ϕi+1/2, the reconstructed quantities are employed in (18) befo
e integration. It should be noted that in the diffusion limit, the foot of the characte

ics might be arbitrarily far from the interface. However, due to the collision mechanism
e particles are constrained near the interface (as shown by the exponential term in (18)
erefore, it is legitimate to neglect the influence of remote particles by extending the r

nstructions validity domain. Finally, the microscopic numerical flux takes the followin
m

ϕi+1/2(v) =Ai+1/2v
(
f
n(+)
i 1v>0 + f

n(−)
i+1 1v<0

)

+Bi+1/2v
2(δxf

n
i 1v>0 + δxf

n
i+11v<0)

+Ci+1/2vρ
n
i+1/2

+Di+1/2v
2(δLx ρ

n
i+1/21v>0 + δRx ρ

n
i+1/21v<0),

(2

d the macroscopic one is

Φi+1/2 =Ai+1/2

〈
vf

n(+)
i 1v>0 + vf

n(−)
i+1 1v<0

〉

+Bi+1/2

〈
v2δxf

n
i 1v>0 + v2δxf

n
i+11v<0

〉

+
Di+1/2

3∆x
(ρni+1 − ρni ),

(2

ere fn(±)
i = fn

i ± ∆x
2
δxf

n
i . The integration coefficients Ai+1/2, Bi+1/2, Ci+1/2 and Di+1

given by the functions

A(∆t, η, ϵ, σ) =
−1

η

(1− ew)

w
, (25

B(∆t, η, ϵ, σ) =
ϵ

ση

(
ew +

1− ew

w

)
, (25b

C(∆t, η, ϵ, σ) =
1

η

(
1 +

1− ew

w

)
, (25

D(∆t, η, ϵ, σ) = − ϵ

ση

(
1 + ew + 2

1− ew

w

)
, (25d

ere w = − σ
ϵη

, at the interface value σi+1/2 =
σi+σi+1

2
.

8
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.3. Asymptotic behaviour and stability
We examine the asymptotic preserving property of the scheme in both the diffusion an

e transport regimes. The opacity σ is assumed bounded in the asymptotic analysis. Th
merical fluxes behavior is entirely determined by the integration coefficients limits. In th
usion limit, the constraint η = ϵ is enforced, the following limits hold:

(∆t, ϵ, ϵ, σ) −→
ϵ→0

0, B(∆t, ϵ, ϵ, σ) −→
ϵ→0

0, C(∆t, ϵ, ϵ, σ) ∼
ϵ→0

1

ϵ
, D(∆t, ϵ, ϵ, σ) −→

ϵ→0

−1

σ
.

a consequence, the limit macroscopic flux is:

Φi+1/2 −→
ϵ→0

−1

3σi+1/2

ρni+1 − ρni
∆x

, (2

ich is the usual second order flux for the diffusion equation. The correct diffusion coefficien
x) = 1

3σ(x)
is recovered. In the free transport regime, obtained with constant η and larg

we have the following limits:

∆t, η, ϵ, σ) −→
ϵ→∞

1

η
, B(∆t, η, ϵ, σ) −→

ϵ→∞
−∆t

2η2
, C(∆t, η, ϵ, σ) −→

ϵ→∞
0, D(∆t, η, ϵ, σ) −→

ϵ→∞
0.

e limit microscopic flux is:

ϕi+1/2 −→
ϵ→∞

v

η
(f

n(+)
i 1v>0 + f

n(−)
i+1 1v<0)−∆t

v2

2η2
(δxf

n
i 1v>0 + δxf

n
i+11v<0), (2

ich is a second order in space and time flux for the free transport equation. Even if we a
t able to mathematically prove that this scheme is uniformly stable in some sense under
L condition, it is observed that the following heuristic condition is sufficient (see [27]):

∆t ≤ 3

2
σ∆x2 + η∆x. (2

. UGKS-M1

.1. An entropic closure of the UGKS
The natural idea behind this new scheme is to apply the UGKS to the M1 distributio
ction (f̂n

i ) reconstructed from the moments (ρni , j
n
i ). Then, the macroscopic variables

e tn+1 are the moments of (fn+1
i ). This process is globally represented in figure 1. Fro

other point of view, this procedure can be seen as a systematic projection of the distributio
ction in the M1 set at each time step in UGKS. This new scheme then appears as a M
ment closure of UGKS.

(ρni , j
n
i ) f̂n

i (v) = eΛ
n
i ·m(v) fn+1

i (v)

(ρn+1
i , jn+1

i )

M 1 UGKS

UGKS-M1
⟨m(v)·⟩

Figure 1: Structure of the UGKS-M1 scheme

Taking the first two moments of the microscopic scheme (16b) provides a finite volum
mulation for the vector of discrete conservative variable Un

i =
(
ρni jni

)T :
9



Journal Pre-proof

9)

wh or

is e
th n
is

a)

)

wh

wh n
be n
ap s
to

e
an e
co

Th

a
d-

st
re

ty

is

3.2
1

ca or
Un

i y
tim is
rea d
wi

1)
Jo
ur

na
l P

re
-p

ro
of

Un+1
i −Un

i

∆t
+

1

∆x
(Φi+1/2 −Φi−1/2) = νiS(U

n+1
i ), (2

ere Φi+1/2 =
〈
m(v)ϕi+1/2(v)

〉
=
(
Φρ

i+1/2 Φj
i+1/2

)T
. Then, this macroscopic flux vect

computed by integrating the microscopic UGKS flux (23) with fn
i = f̂n

i . First, we defin
e fluxes without the second order term in (19b) (the distribution function reconstructio
constant per cell):

Φρ
i+1/2 = Ai+1/2

〈
vf̂n+

i 1v>0 + vf̂n−
i+11v<0

〉
+
Di+1/2

3∆x
(ρni+1 − ρni ), (30

Φj
i+1/2 = Ai+1/2

〈
v2f̂n

i 1v>0 + v2f̂n
i+11v<0

〉
+
Ci+1/2

3
ρni+1/2. (30b

ere (αi, βi) are the entropic variables associated with Un
i as defined in proposition 2.2:

eαi = ρni
βi

sinh βi
, βi = z−1(

jni
ρni

),

ere z−1 is the inverse function of z(β) = coth β − β−1. The anisotropic factor βi ca
numerically computed using the Newton method. The algorithm is initialized with a

proximation of the solution given in [12] and the residual converges in less than 10 iteration
machine precision.
By nature, this new scheme is asymptotic preserving. Indeed, by performing the sam

alysis as with UGKS, we can notice that the first macroscopic flux (30a) tends to th
rrect diffusion flux (26) in the corresponding limit.

ree numerical difficulties appear:

• The exact value of the integrals of the form
〈
vif̂1v≶0

〉
should be programmed in

developed form (see Appendix A) with eβ in factor to avoid an accumulation of roun
off error at low β or u.

• These expressions of the half moments are not defined for β = 0 and still not robu
enough for low β. As a consequence, below the threshold |β| = 10−10, the integrals a
set to the correct analytical limit, which is ρni ⟨vi1v≶0⟩.

• For low densities, uni =
jni
ρni

may not be well-defined anymore. Below a certain densi

threshold, we set f̂n
i = 0 and therefore βi = 0 to correctly compute the flux in th

limit.

.2. Definition and realizability of the scheme
A question addressed here is the definition of the scheme (29)-(30). It is clear that Un+

i

n be computed only if f̂n
i can be defined in every cell. This requires the moment vect

to be realizable. The scheme can only be iterated only if that property holds for ever
e step. In other words, we should prove that: (Un

i ) is realizable implies that (Un+1
i )

lizable as well. Such a scheme is said to be realizable and this property could be obtaine
th the following simple argument (see [10]). Our scheme can be written in the form

Un+1
i =

〈
mfn+1

i

〉
, (3
10
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ere fn+1
i is obtained with one time step of UGKS initialized with f̂n

i . Then, Un+1
i

lizable if fn+1
i is non-negative. Consequently, the realizability of the scheme can be reduce

the question of the positivity of UGKS, at least with initial data given by a M1 distributio
e proof of this property is not fully completed at the moment. However, from a practic
int of view the reliability of the scheme seems to be ensured for smooth enough initial an
undary data and under the CFL-like condition (28).

.3. Second order in space
In the previous part we dropped the linear part of the distribution function reconstructio
(19b). This term is problematic as the integrals of the form

〈
v2δxf̂1v≶0

〉
cannot be an

ically expressed as a function of the entropic variables due to the non-linearity introduce
the slope limiter. To achieve a second order convergence rate in space, a different reco
uction of the distribution function is used as proposed in [31] for the Boltzmann equatio
rarefied gas dynamics. First, the vector of conservative variables is reconstructed:

Un
i (x) =

{
Un

i + δUn
i (x− xi) if x < xi+1/2

Un
i+1 + δUn

i+1(x− xi+1) if x > xi+1/2

, (3

ere the finite difference slope is δUn
i = 1

∆x
(Un

i+1 −Un
i )ϕ(ri), ϕ is a slope limiter and ri

i−ρi−1

i+1−ρi

ji−ji−1

ji+1−ji

)T
is the local slope defined component-wise. Then, we expand f̂(Un

i (x))

p (Λ(Un
i (x)) ·m) in Taylor series (for example when x < xi+1/2):

f̂(Un
i (x)) = f̂(Un

i ) +
df̂

dU
(Un

i ) · δUn
i (x− xi)

= f̂(Un
i ) + JΛ(U

n
i )

Tmf̂(Un
i ) · δUn

i (x− xi),

(3

ere the Jacobian matrix JΛ(U) is

JΛ(U) = JU(Λ)−1 = ⟨m⊗m exp (Λ ·m)⟩−1 ,

=
ρ−1

1− 2
u

β
− u2

(
1− 2

u

β
−u

−u 1

)
.

(3

en, the M1 distribution function reconstruction is:

f(tn, x, v) =

{
f̂n
i + δxf̂(U

n
i )(x− xi) if x < xi+1/2

f̂n
i+1 + δxf̂(U

n
i+1)(x− xi+1) if x > xi+1/2

, (3

ere the slope is δxf̂(Un
i ) = JΛ(U

n
i )δU

n
i ·mf̂(Un

i ). Finally, the second order fluxes are:

ρ
i+1/2 = Ai+1/2

〈
vf̂n+

i 1v>0 + vf̂n−
i+11v<0

〉
+Bi+1/2

〈
v2δxf̂(U

n
i )1v>0 + v2δxf̂(U

n
i+1)1v<0

〉

+
Di+1/2

3∆x
(ρni+1 − ρni ),

(36
j
i+1/2 = Ai+1/2

〈
v2f̂n+

i 1v>0 + v2f̂n−
i+11v<0

〉
+Bi+1/2

〈
v3δxf̂(U

n
i )1v>0 + v3δxf̂(U

n
i+1)1v<0

〉

+
Ci+1/2

3

〈
f̂n
i 1v>0 + f̂n

i+11v<0

〉
,

(36b
11
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d where
f̂n±
i = f̂n

i ± ∆x

2
δxf̂

n
i .

e full expressions of the fluxes can be found in Appendix A.

Extension to other moment closures

. General Framework
The method described in this article to obtain a numerical scheme for the M1 model

neric and can be easily applied to other moment models. Let m(v) ∈ Rd+1 be a vect
mposed of the elements of any basis of Rd[X] (the set of polynomials of degree at mo
and U = ⟨mf⟩ ∈ Rd+1 be the corresponding moment vector of f . A moment model
tained by approximating f by some specific ansatz f̂(U) that realizes the same moment
e resulting moment model takes the same form as equation (10):

∂tU+ ∂xF(U) = νS(U), (3

ere F(U) = 1
η

〈
vmf̂(U)

〉
is the flux vector and S(U) = ⟨m⟩ ρ−U is the source term.

The finite volume scheme can be obtained as outlined in section 3, resulting in:

Un+1
i −Un

i

∆t
+

1

∆x
(Φi+1/2 −Φi−1/2) = νiS(U

n+1
i ), (3

ere the numerical flux Φi+1/2 is

Φi+1/2 =
〈
mϕi+1/2

〉
, (3

ere ϕi+1/2 is the UGKS microscopic flux (23) in which the distribution function is set
e chosen ansatz: fn

i = f̂(Un
i ).

. Application to M2
The M2 moment model is the next order (after M1) in the hierarchy of entropic momen
dels (see [11, 15, 28] for more details) given by m(v) =

(
1 v v2

)T . The moment vect
denoted by U =

(
ρ j q

)T . Similar to M1, the closure ansatz is obtained by minimizin
e Boltzmann entropy to obtain

f̂(U)(v) = eΛ(U)·m(v) = eα+βv+γv2 , (4

ere Λ =
(
α β γ

)T is the vector of entropic variables. The M2 moment model then read
in (37) with the source term S(U) =

(
0 −j ρ

3
− q
)T . This resulting M2 moment mod

n be shown to be a hyperbolic system (see [11]).
The general framework presented before leads to the UGKS-M2 scheme (38), where aft

e algebra the numerical flux Φi+1/2 =
(
Φρ

i+1/2 Φj
i+1/2 Φq

i+1/2

)T
simplifies to

Φρ
i+1/2 = Ai+1/2

〈
vf̂n

i 1v>0 + vf̂n
i+11v<0

〉
+
Di+1/2

3∆x
(ρni+1 − ρni ), (41

Φj
i+1/2 = Ai+1/2

〈
v2f̂n

i 1v>0 + v2f̂n
i+11v<0

〉
+
Ci+1/2

3
ρni+1/2, (41b

Φq
i+1/2 = Ai+1/2

〈
v3f̂n

i 1v>0 + v3f̂n
i+11v<0

〉
+
Di+1/2

5∆x
(ρni+1 − ρni ), (41
12
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th the half moments

± =
〈
f̂1v≷0

〉
=

±1

2
√

|γ|
eα





e±β+γ F+

(
±
√

|γ|+ β

2
√

|γ|

)
− F+

(
β

2
√

|γ|

)
γ > 0

F-

(
−β

2
√

|γ|

)
− e±β+γ F-

(
±
√

|γ| − β

2
√

|γ|

)
γ < 0

, (42

± =
〈
vf̂1v≷0

〉
=

±1

4γ
eα(e±β+γ − 1)− β

2γ
ρ±, (42b

± =
〈
v2f̂1v≷0

〉
=

1

4γ
eα±β+γ − β

2γ
j± − 1

2γ
ρ±, (42

± =
〈
v3f̂1v≷0

〉
=

±1

4γ

γ − 1

γ
eα(e±β+γ − 1)− β

2γ
q± +

β

2γ2
ρ±, (42d

d where F+ is the Dawson function and F- is the scaled complementary error function (u
a constant factor) defined for every real number x by

F+(x) = e−x2

∫ x

0

et
2

dt and F-(x) = ex
2

∫ +∞

x

e−t2dt.

e parameters α, β, γ in (42) are the components of the entropic variable Λ, which can b
mputed by inverting the relation

U =
〈
mf̂(Λ)

〉
. (4

is inversion must be performed numerically and is rather delicate. First, we found th
numerical reasons, it is relevant to write (43) as

ρ =
1

2
√

|γ|
eα+γ





eβ F+

(
√

|γ|+ β

2
√

|γ|

)
− e−β F+

(
−
√

|γ|+ β

2
√

|γ|

)
γ > 0

e−β F-

(
−
√

|γ| − β

2
√

|γ|

)
− eβ F-

(
√

|γ| − β

2
√

|γ|

)
γ < 0

(44

j =
1

2γ
eα+γ sinh β − β

2γ
ρ, (44b

q =
1

2γ
eα+γ cosh β − β

2γ
j − 1

2γ
ρ. (44

e common method to solve (43) for Λ is the Newton method. However, we found it to b
ufficiently robust in many cases. Instead, note that (43) can be expressed as ∇J(Λ) =
ere the functional J is J(Λ) = ⟨exp (Λ ·m)⟩−Λ ·U. This shows that Λ can be compute
the minimum of J on R3, which is achieved with a standard gradient descent algorith
at turns out to be very robust. Note that similarly to the M1 model, the first entrop
riable α can be eliminated and replaced by the density in (44b)-(44c) using (44a).

mark 4.1. The resulting UGKS-M2 scheme is not diagonally implicit due to the densi
m in the source term of the third equation. However, the density can be computed fir
ore updating q. Alternatively, the scheme can be made diagonally implicit by using th
gendre basis m(v) =

(
1 v 3

2
(v2 − 1

3
)
)T to form the moment hierarchy.
13
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mark 4.2. As γ tends to 0, the M2 distribution function tends to the M1 distributio
ction. However, the density expressions (44a) and (42a) become singular in this limit. Fo
merical robustness, it is necessary to use asymptotic expansions of the Dawson functio
d of the scaled complementary error function to compute the moments in this limit (s
pendix B for details).

Numerical results

In this section, a numerical study of the scheme is presented. UGKS-M1 is compare
an asymptotic preserving modified HLL scheme for the M1 model [3] and to the kinet
ution given by the UGKS. UGKS-M2 is also tested and compared. We chose different te
ses to validate all the regimes and the convergence order. The simulation parameters a
mmarized in table 1.

η ϵ σ(x) f(t, 0, v) f(t, 1, v) ρ(0, x) u(0, x)
Convergence 1 1 1 Periodic Periodic 0.5 + 0.25 sin (2πx) 0.4
Transport 1 1 1 0 1v<0 0 0

Intermediate 10−1 10−1 1 0 1v<0 0 0
Diffusion 10−8 10−8 1 1v>0 0 0 0

Table 1: Simulation parameters.

The spatial domain D = [0, 1] is discretized with 200 points and the velocity space wit
points (for the UGKS). The time step is given by the CFL-like condition (28) with CF
mber 0.3. Two types of boundary conditions are considered: the Dirichlet condition whe
e distribution function is enforced at the boundary and the periodic condition.

st n°1: Relaxation of a sinusoid in a infinite domain.
Firstly, a regular initial condition is considered with a sinusoidal density distribution an
niform velocity. The periodic boundary conditions are equivalent to the transport of th
usoid in an infinite domain. In figure 2, we observe that the density is mostly advected
e right. Moreover, the amplitude of the sine wave is reduced by 15% due to the diffusio
olved by the relaxation towards the equilibrium. From a numerical point of view, w
tice that UGKS-M1 solution has less diffusion than the HLL one. This phenomenon
consequence of the choice of the waves speeds in the approximate Riemann solver.
ndard choice is to use the extreme values of the Jacobian eigenvalues. However since th

1 moment closure is not analytical (for the Boltzmann entropy), we have chosen to boun
ose values. This choice induces numerical diffusion.
For this test case and with the first and second order version of UGKS-M1, we plot

ure 3 the L2 norm of the density error ρ̃− ρ∆x against the step size. The reference solutio
s computed on a grid that is small enough to assume that the error in relation to the exa
ution is negligible in the analysis. The Van Leer limiter is used [30]. A linear regressio
ows to compute the convergence order of both schemes. The linear reconstruction wit
pe limiter leads to a significantly higher order of 1.85 on this test case.
Formally, in the free transport regime, the limit scheme is second order accurate in spa

d time. In the diffusion regime, the scheme is second order accurate in space but only fir
er accurate in time. However, due to the parabolic CFL the error in time is constraine
be of the same order as the space one. As a consequence, using a Runge-Kutta for th
e integration is not necessary. The Cranck-Nicolson method (see [8]) could be used
14
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prove the convergence rate in time in intermediate regimes. In UGKS-M1, this leads to
ghtly different source term in the finite volume formulation (29):

νi
S(Un

i ) + S(Un+1
i )

2
. (4

wever, in our tests, the accuracy of the scheme was not improved using this correction.

st n°2: Transport regime with Dirichlet boundary conditions.
In this test case, we consider a null density initial condition. On both sides of the domai
niform half distribution function is enforced at the kinetic level for entering particles. F

e UGKS and therefore UGKS-M1, the numerical flux at the boundary is obtained b
difying the distribution function representation at the boundary by setting (for examp
the left boundary):

f(t, x1/2, v) =





fL(t, v) if v > 0

e−ν1/2(t−tn)f(tn, x1/2 −
v

η
(t− tn), v)

+ν1/2

∫ t

tn

e−ν1/2(t−s)ρ(s, x1/2 −
v

η
(t− s))ds

if v < 0
. (4

us, the microscopic flux is:

ϕ1/2 =
v

η
fL1v>0 + (A1/2vf

n
1 + C1/2vρ

n
1/2 +D1/2v

2δLx ρ
n
1/21v<0)1v<0, (4

ere the interface density is artificially set to ρ1/2 = − ⟨vfL1v>0⟩
⟨v1v<0⟩ to ensure a good asymptot

havior [27]. For the HLL scheme, a ghost cell is used to implement Marshak boundar
nditions:

Un
0 =



〈
fL1v>0 + f̂n

1 1v<0

〉
〈
vfL1v>0 + vf̂n

1 1v<0

〉

 . (4

figure 4, the density in the domain is represented at different times. Both M1 solutions a
ost indistinguishable. Before t = 0.4, we can notice that HLL is still slightly more diffusiv

an UGKS-M1 especially near the boundary and the front of the wave. The distributio
ction becomes isotropic over time, and the density reaches a stationary regular state. I

at limit, the two computed densities tend to be identical.
The UGKS solution is significantly different from both M1 solutions. This is due to th
t that in the transport regime, the M1 model is highly inaccurate as compared to th
derlying kinetic equation. Indeed, the distribution functions are highly out of equilibrium
us the projections on the M1 set are inaccurate. For example at the right boundar
e density is systematically lower at all times because the projection of the half distributio
ction at the boundary leads to the creation of positive velocity particles. As a consequenc
er particles enter the domain. The isotropization process alleviates this problem over tim

st n°3: Intermediate regime with Dirichlet boundary conditions.
In figure 5, we can notice that at a lower Knudsen number, both M1 solutions are muc
ser to the solution of the kinetic equation. In intermediate regimes the M1 model is muc
re relevant as the distribution functions are rapidly close to the equilibrium. UGKS-M1
ost indistinguishable from the UGKS except at t = 0.1 where the amplitude is 2% low

se to the boundary. The HLL solution has again more numerical diffusion; before reachin
e stationary state a significant gap can be observed in the whole domain.
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st n°4: Diffusion regime with Dirichlet boundary conditions.
In the diffusion regime, the solutions are identical as all schemes degenerate in the sam

y (as shown in figure 6).

st n°5: UGKS-M2.
In test case n°3, the results emphasized that the M1 model is highly inaccurate in th
nsport regime. The M2 moment model allows to increase the order of the hierarchy an

nsequently expands the set of representable distribution functions. Thus, this model shou
able to recover more kinetic effects. In figure 7, the solution of the M2 moment mod
ven by UGKS-M2) is compared to the M1 solution and to the kinetic one in the transpo
ime. Overall, a significant improvement in the results can be noticed compared to the M
utions. At the boundary, the gap between the kinetic solution is much less pronounced
e enforced distribution function is better represented. In the domain, the density is al
ser to the kinetic one, especially at times t = 0.1 and t = 0.4 when the distribution
hly out of equilibrium. Although the solution is better, the M2 model is still not sufficien
perfectly solve this kinetic case.
In figure 8, UGKS-M2 is compared to UGKS-M1 and UGKS in the intermediate regim
this test case, the difference with the kinetic solution is almost indistinguishable. At th
st time t = 0.1, it can be noted that the M2 solution is correct at the boundary unlike th
1 solution.
UGKS-M2 has also been tested and compared in the diffusion regime and gives exact

e same perfect results as M1 (see test case n°4) and are not shown here.

Conclusion

In this work, an asymptotic-preserving scheme based on the Unified Gas Kinetic Schem
s been proposed for the M1 model of linear transport. This new method consists in perform
a numerical moment closure in the UGKS fluxes using the M1 distribution function. It h

en demonstrated that this procedure allows to inherit the asymptotic-preserving proper
the UGKS and hence to recover correct numerical fluxes in the diffusion limit. Moreover,
ond-order extension that does not compromise the AP property has been suggested. Se
l test cases have been chosen to validate and showcase the good behavior of the scheme
regimes. This method has also been compared with a HLL asymptotic-preserving schem
d proved to be more accurate, especially in intermediate regimes. Furthermore, the gener
ture of this method has been demonstrated with an application to the M2 moment mode
nally, this second scheme is tested and the advantages of this model as compared to th
1 one are highlighted in a kinetic case.
Despite the rather simple physical context, this article proposes a general procedure

tain good asymptotic-preserving schemes for moment models. The main limitation of th
thod is its restriction on relaxation type operators. In [27], the author proposed a metho
construct UGKS for more general linear collision operators using a penalisation techniqu
would be interesting to study this method in the moment models framework. A wor
rrently underway focuses on ensuring the preservation of the admissible states under CFL
e conditons in UGKS-M1. This property could be obtained by modifying the UGKS
sure the positivity of the distribution function at kinetic level and hence ensure that th
1 variables are moments of a positive distribution function. Another relevant perspectiv
uld be to apply this procedure on other moment models based on more relevant relaxatio
e collision kernels in higher dimension and on unstructured meshes.
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pendix A. UGKS-M1 fluxes

In developed form, the second order numerical fluxes of UGKS-M1 are

ρ
i+1/2 = Ai+1/2
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i 1v>0

〉
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vf̂n
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(A.1
j
i+1/2 = Ai+1/2

[〈
v2f̂n

i 1v>0

〉
+
〈
v2f̂n

i+11v<0

〉]

+ Ai+1/2
∆x

2


JΛ(U

n
i )δU

n
i ·



〈
v2f̂n

i 1v>0

〉
〈
v3f̂n

i 1v>0

〉

− JΛ(U

n
i+1)δU

n
i+1 ·



〈
v2f̂n

i+11v<0

〉
〈
v3f̂n

i+11v<0

〉





+Bi+1/2


JΛ(U

n
i )δU

n
i ·



〈
v3f̂n

i 1v>0

〉
〈
v4f̂n

i 1v>0

〉

+ JΛ(U

n
i+1)δU

n
i+1 ·



〈
v3f̂n

i+11v<0

〉
〈
v4f̂n

i+11v<0

〉





+
Ci+1/2

3

[〈
f̂n
i 1v>0

〉
+
〈
f̂n
i+11v<0

〉]
.

(A.1b

e half-moments of the M1 distribution function are expressed in developed form to redu
e accumulation of round-off error at low β:
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pendix B. Computation of the M2 density

As β
2
√
γ

tends to infinity, the computation of the density (44a) and the half densities (42
the M2 distribution function becomes numerically stiff. For example, in the case γ <
d β > 0, the quantities inside the density expression are not bounded. We found that
ust computation in this limit is to use the asymptotic expansions of the Dawson functio
and of the scaled complementary error function F-:

For large x, F+(x) =
1

2x

(
1 +

n∑

j=1

(2j − 1)!!

2jx2j

)
=

1

2x
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1

2x2
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3

4x4
+ · · ·

)
, (B.1

For large x, F-(x) =
1

2x

(
1 +

n∑

j=1

(−1)j
(2j − 1)!!

2jx2j

)
+
√
πex

2

1x≤0. (B.1b

ere n is the number of terms in the series. This number should be greater than 3
over every M2 moments but not too large as the series expansions of both functions a
n convergent. Those same expansions can be used to formally recover the M1 momen
m the M2 ones.
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