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Abstract

Moment models with suitable closure can lead to accurate and computationally efficient
solvers for particle transport. Hence, we propose a new asymptotic preserving scheme for
the M1 model of linear transport that works uniformly for any Knudsen number. Our idea is
to apply the M1 closure at the numerical level to an existing asymptotic preserving scheme
for the corresponding kinetic equation, namely the Unified Gas Kinetic scheme (UGKS)
originally proposed in [27] and extended to linear transport in [24]. In order to ensure the
moments realizability in this new scheme, the UGKS positivity needs to be maintained.
We propose a new density reconstruction in time to obtain this property. A second order
extension is also suggested and validated. Several test cases show the performances of this
new scheme.
Keywords: linear transport, UGKS, M1 closure, asymptotic preserving scheme, diffusion
limit

1. Introduction

Kinetic equations appear in many fields of study such as plasma physics, radiative transfer,
neutron transport and rarefied gas dynamics to model the dynamics of systems of particles.
As the particle distribution is described in the phase space over time, accurately solving these
equations is expensive in terms of computational power. Furthermore macroscopic models
correctly describe the system of particles as long as the Knudsen number (denoted by ε)
remains low, which is defined as the ratio between the mean free path of the particles and a
macroscopic length. The associated equations are much less costly to solve but their physical
validity domain is limited. To describe transitional regimes and take into account kinetic
effects without solving the complete equation, moments models are developed.

These models aim to reduce the number of kinetic variables by closing a moment hierarchy
of the kinetic equation. Closing the system consists in giving an expression of the unknown
highest order moment as a function of the lower order ones. Such a relation can be provided
by assuming the shape of the particle distribution at the microscopic scale in terms of the
macroscopic variables. For example, the PN model rests on a Legendre series expansion of
the distribution function under the small anisotropy hypothesis. The corresponding closure
is linear, however the polynomial ansatz does not ensure the positivity of the distribution
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function [8]. In contrast, the MN model is based on the minimum entropy principle and
guarantees this property for the Boltzmann entropy. Moreover, the MN system is hyperbolic
and the flux limitation and entropy dissipation properties are ensured [22, 10, 1].

Besides the high dimensional context, without specific treatment, numerical schemes for
the kinetic equation or the moment model can be very expensive as they must resolve the
smallest microscopic scale in the domain which constrains the space discretization and the
time step for stability reasons. Furthermore, the limit scheme may not be consistent with
the macroscopic model as the Knudsen number tends to zero. Asymptotic-preserving (AP)
schemes have been developed to cope with this problem. Those schemes are consistent with
the limit model and uniformly stable with ε. They were first studied for neutron transport
in [20, 19] and later in [14, 13]. In [15, 16], AP schemes are obtained by decomposing
the distribution function around the equilibrium and similar ideas are employed in [4, 17,
21, 2, 5, 6]. Other approaches have been proposed in [11] (well-balanced method) or [18]
(asymptotic-preserving projective integration scheme).

The Unified Gas Kinetic Scheme (UGKS) is an innovative AP scheme originally developed
by Xu and Huang in 2010 in the context of rarefied gas dynamics [27]. Since then, it has
been further improved and the general ideas have been applied to complex gas flows [23] (see
[28] for other references). The UGKS was also extended to linear models with the diffusion
limit in [24, 25].

For moment models, asymptotic-preserving schemes are usually constructed indepen-
dently of the underlying kinetic equation. In most cases, a modification of the approximate
Riemann solver is introduced to obtain the correct asymptotic behavior [3, 7, 12].

The main objective of this paper is to demonstrate how the UGKS may be utilized
to develop a numerical scheme for the M1 moment model associated with a simple linear
transport kinetic equation. Our idea is to apply the M1 closure at the numerical level on
the numerical approximation (UGKS) of the linear kinetic equation. We prove that this
scheme accurately captures the diffusion regime and preserves the admissible states under
some stability condition for a modified version of the scheme. We also suggest a second order
extension that does not compromise the asymptotic-preserving property.

The outline of our article is as follows. First, in section 2 we briefly present the linear
kinetic equation and the corresponding M1 model as well as their fundamental properties.
Then, in section 3 the UGKS construction is summarized. Next, the moment model scheme
is presented and several extensions are proposed. Finally, the scheme is validated in section
4.

2. The M1 closure for the linear transport

2.1. The linear transport equation
The linear transport equation is a kinetic equation that describes the evolution of the

particle number density φ as a function of time t, of space position r in D an open set of R3

and of velocity direction Ω in S 2 the unit sphere in 3 dimension space:

1

c
∂tφ+ Ω · ∇rφ = σ(

1

4π

∫
S 2

φdΩ− φ). (1)

The number density represents the amount of particles in a given phase space volume at a
certain time. From a physical point of view, this equation expresses the time variation of the
number density through a collision operator in the absence of external forces. On the left-
hand side, the total derivative in time describes the particles advection at velocity c in the
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direction Ω. On the right-hand side, the collision operator models the particles interactions
with the medium depending on the opacity σ(r) and reflects the rate of change of the number
density. In this case, a linear relaxation operator is considered instead of the full non-linear
Boltzmann one. This operator acts as a relaxation term towards the equilibrium state, which
is the uniform velocity distribution. It preserves some basic fundamental properties such as
mass conservation and entropy dissipation.

In a small opacity medium, the particles are advected on the microscopic scale without
colliding; this is the free transport regime. In that case, the number density is constant along
the trajectories. Besides the collision mechanism predominates and a global macroscopic
diffusion behavior emerges when the opacity is high.

To study the diffusion regime and for computational purposes, it is convenient to work
with the non-dimensional equation. In order to obtain this equation, several non-dimensional
variables are introduced: φ′ = φ/φ∗, t′ = t/τ , r′ = r/L, σ′ = σ/σ∗ where τ is a characteristic
time, L a characteristic length and σ∗ a characteristic opacity homogeneous to the inverse of
a length λ. This physical parameter represents the mean free path of a particle, that is, the
average distance covered by a particle without a collision. Two non-dimensional numbers are
introduced: the Knudsen number ε which is the ratio between the mean free path and the
macroscopic length and η which is the ratio between the macroscopic velocity and c:

ε =
λ

L
, η =

L/τ

c
. (2)

By omitting the prime symbol, the kinetic equation can be rewritten as a function of these
quantities:

η∂tφ+ Ω · ∇rφ =
σ

ε
(

1

4π

∫
S 2

φdΩ− φ). (3)

In this article, we assume that the number density only depends on the slab axis variable
x. In that case, the average of φ(t, r,Ωx, ·, ·), denoted by f(t, x, v) (where v = Ωx), satisfies
the following one-dimensional equation:

∂tf +
v

η
∂xf = ν(ρ− f), (4)

where ν(x) = σ(x)
εη

is the collision frequency and ρ is the distribution function density: ρ =

〈f〉 = 1
2

∫ 1

−1
f(·, ·, v)dv. Integrating this kinetic equation over the velocity variable allows to

get the macroscopic mass conservation equation:

ε∂tρ+ ∂xj = 0, (5)

where j = 〈vf〉 is the flux density.

2.2. Asymptotic Regimes
As the Knudsen number ε tends to zero, the collision mechanism predominates at the

microscopic scale and, as a consequence, the distribution function tends to its own density
(at the first order in ε). On the macroscopic scale, a global diffusion behavior emerges. To
observe this phenomenon, the observation scale needs to coincide with the collision one, which
implies η = ε. In that case, a Hilbert expansion of the distribution function can be used to
demonstrate that the density satisfies a diffusion equation at the first order in ε:

∂tρ = ∂x (κ∂xρ) +O(ε), (6)
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where the diffusion coefficient is κ(x) = 1
3σ(x)

. Conversely, in the free transport regime, ε
tends to infinity while η remains constant. In that case, the limit equation is the usual linear
advection equation without a source term:

η∂tf + v∂xf = 0. (7)

The particles are advected at their own speed v/η without interacting with the medium.

2.3. Entropy
Due to the collision process, the particles tend to locally reach the equilibrium distribution

(which is the uniform distribution) in a characteristic time τ = ηε/σ. From a physical point
of view, a small perturbation out of that state leads to an increase of the physical entropy in
the domain before returning to equilibrium. Mathematically, this irreversible process can be
characterized by the local entropy inequality:

η∂t 〈g(f)〉+ ∂x 〈vg(f)〉 ≤ 0, (8)

where g is any convex function. In a closed system, with suitable boundary conditions, the
corresponding mathematical entropy H (t) =

∫
D
〈g(f(t, x, ·))〉 dx is non-increasing;

dH

dt
(t) ≤ 0. (9)

Numerical schemes for the kinetic equation should preserve this property which is a good
indication of the system evolution.

2.4. The M1 moment closure
In a general context, solving kinetic equations is expensive due to the high dimensionality

of the problem. In several physical applications, assumptions can be made on the shape of
the distribution function. Thus, reduced models in velocity can be developed to lower the
problem dimension and as a consequence the computational cost. A general procedure for
elaborating such a model is to establish a moments hierarchy of the kinetic equation and
then to choose a specific ansatz for the distribution function to close the resulting system.

The simplest hierarchy which enables the restoration of an angular anisotropy is obtained
by integrating equation (4) against the vector m =

(
1 v

)T with respect to the velocity
variable:

∂tU + ∂xF = νS(U), (10)

where U =
(
ρ j

)T is the vector of conservative variables, F = 1
η

(
j q

)T is the flux vector

where q = 〈v2f〉 and S(U) =
(
0 −j

)T is the source term. The first equation is the mass
conservation equation (5). For any hierarchy, the integration process introduces a last un-
known flux (in this case q) which can not be expressed, a priori, as a function of the previous
moments. The M1 closure relies on an entropic argument to enforce the distribution function
shape and to compute this flux as a function of the density and of the velocity u = j/ρ.
Linked to this closure is the notion of moments realizability:

Definition 2.1 (Moment realizability). A moment vector U is realizable if there exists a
non-negative distribution function f such that 〈mf〉 = U.

Proposition 2.1. Let U =
(
ρ j

)T and u = j/ρ. The moment vector is realizable if and
only if ρ > 0 and |u| ≤ 1, or U = 0.
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Proof. If U is realizable then ρ = 〈f〉 ≥ 0. If ρ = 0, then f = 0 and hence j = 0. If ρ > 0,
then |j| ≤ 〈|v|f〉 ≤ 〈f〉 = ρ since |v| ≤ 1, and hence |u| ≤ 1. The converse statement can be
proven by setting f = f̂ as defined in proposition 2.2.

Proposition 2.2 (M1 distribution function). Let U be a vector of realizable moments. If the
density is non-zero, then the distribution function f̂ which minimizes the entropy functional
h(f) = 〈f ln f − f〉 under the constraint

〈
mf̂
〉

= U is

f̂(v) = eΛ·m = ρ
β

sinh β
eβv, (11)

where Λ =
(
α β

)T is the vector of entropic variables. The anisotropic variable β is implicitly
defined through the relation u = z(β) where z(β) = coth β−β−1 is an invertible odd function
in [−1, 1], continuously extendable at β = 0 and α = ln (ρ β

sinhβ
).

Proof. The M1 distribution function f̂ satisfies the following constrained minimisation prob-
lem:

f̂ = argmin
f∈S

〈f ln f − f〉 , (12)

where S = {f ∈ L 2([−1, 1],R+) such that 〈mf〉 = U}. The method of Lagrangian multi-
pliers allows to show that:

f̂(v) = eΛ·m, (13)

where Λ ∈ R2 is the Lagrangian multiplier vector. It can be implicitly expressed as a function
of the conservative variable vector U:

U =
〈
meΛ·m〉 =


eα

β
sinh β

ρ

(
coth β − 1

β

)
 . (14)

Thus, the M1 distribution function can be rewritten in terms of ρ and β and the relation
between the anisotropic variable and the velocity appear.

Imposing the shape of the distribution function allows to close the system:

Proposition 2.3 (M1 closure). The third moment q of the M1 distribution function f̂ is:

q =
〈
v2f̂
〉

= ρ

(
1− 2

u

β

)
. (15)

System (10) closed with relation (15) is the M1 model for the linear transport. We can
notice that as the velocity tends to zero, q tends to ρ/3 which is nothing but the usual
P1 closure. In the particular case of a zero density, the closing procedure is not applicable
because the velocity and hence β are not well defined anymore. But the continuity of h at
f = 0 allows to set f̂ = 0 and therefore q = 0.

The following results hold on this model (see [10]).

Proposition 2.4 (System structure). System (10)-(15) is hyperbolic (the Jacobian matrix
of the system is diagonalizable and its eigenvalues are real) and ensures the moments realiz-
ability.

5



Proposition 2.5 (Entropy dissipation). The mathematical entropy h(f̂) is dissipated:

η∂th(f̂) + ∂x

〈
v
(
f̂(v) ln f̂(v)− f̂(v)

)〉
≤ 0. (16)

Proposition 2.6 (Diffusion limit). The density ρ satisfies the diffusion equation (6) at first
order in ε.

The validity domain of this model is directly linked to the quality of the distribution
function projection on the set of M1 functions. As long as the distribution function is
close to this set, the model remains accurate. Two different types of distributions are well
represented: the ones close to the equilibrium and the ones where the velocity is high. As
soon as the distribution function is far from the set of representable functions, this model
become irrelevant.

3. A UGKS based numerical scheme for the M1 model

Developing a numerical scheme for the M1 hyperbolic system presents challenges for
asymptotic preserving considerations. At first sight, a standard Riemann solver may appear
suitable. However, without special treatment of the source term, it would not correctly
capture the correct diffusion limit as the Knudsen number tends to zero. Additionally, the
scheme must preserve moments realizability to ensure the existence of the M1 distribution
function f̂ and maintain the entropy dissipation property.

Several solvers rely on specific numerical fluxes designed to correctly capture the diffusion
limit. For example in [3, 7], the HLL approximate Riemann solver is modified by introducing
a third stationary wave and by adjusting the nonlinear wave speed. As multiple choices
are eligible to recover the correct asymptotic behavior, a particular attention is paid to the
convergence speed to the diffusion regime as the Knudsen number tends to 0.

An alternate and general procedure is to rely on a robust scheme for the kinetic equation
with preservation of positivity, entropy dissipation and preservation of asymptotic regimes
and to deduce in some way a new one for the moments model. Indeed, obtaining these
properties is easier on the kinetic equation than on the reduced model. In addition, we can
expect the reduced scheme for the moment model to inherit the properties of the underlying
one. In this section an adaptation of the Unified Gas Kinetic Scheme (UGKS) for this model
is explained.

3.1. UGKS
Since our new scheme is based on the UGKS, the solver construction for linear models

with diffusion limit is adapted from [24] and summarized below.

3.1.1. A finite volume formulation
Let [xi−1/2, xi+1/2] be a control volume of size ∆x and [tn, tn+1] be a time interval of size

∆t. We define the averages of the density and distribution function on cell i at time tn(
ρni

fni (v)

)
=

1

∆x

∫ xi+1/2

xi−1/2

(
ρ(tn, x)
f(tn, x, v)

)
dx,

and the macroscopic and microscopic numerical fluxes across the interface xi+1/2(
Φi+1/2

φi+1/2(v)

)
=

1

η∆t

∫ tn+1

tn

(〈
vf(t, xi+1/2, v)

〉
vf(t, xi+1/2, v)

)
dt.

6



The finite volume formulations of both the kinetic equation and the macroscopic conservation
law are obtained by integrating equations (4)-(5) over the control volume and over the time
interval. These formulations emphasize the evolution of the volume averages through the cell
interface fluxes between the two instants:

ρn+1
i − ρni

∆t
+

1

∆x
(Φi+1/2 − Φi−1/2) = 0, (17a)

fn+1
i − fni

∆t
+

1

∆x
(φi+1/2 − φi−1/2) = νi(ρ

n+1
i − fn+1

i ). (17b)

An implicit approximation of the collision term is chosen to obtain an asymptotically stable
scheme. Developing a finite volume scheme for equation (4) involves giving a consistent
and conservative approximation of the microscopic numerical flux φi+1/2 and therefore of the
macroscopic one Φi+1/2 =

〈
φi+1/2

〉
. At this stage, the velocity variable v is kept continuous

and omitted.

3.1.2. A characteristic based approach
The main idea of UGKS is to rely on the integral representation of the kinetic equation

solution (given by the method of characteristics) to elaborate the numerical flux. This way,
the collision term is naturally taken into account. In case of constant opacity (4) is equivalent
to:

d

dt

(
eνtf(t, x+

v

η
t, v)

)
= νeνtρ(t, x+

v

η
t). (18)

Assuming the opacity variations are negligible at the scale of a cell and of a time step, we
consider this expression as an approximation around each cell. Relation (18) is then evaluated
at the interface xi+1/2 and integrated between two given times, tn and t > tn, which gives

f(t, xi+1/2, v) ≈ e−νi+1/2(t−tn)f(tn, xi+1/2 −
v

η
(t− tn), v)

+ νi+1/2

∫ t

tn

e−νi+1/2(t−s)ρ(s, xi+1/2 −
v

η
(t− s))ds,

(19)

where νi+1/2 = σi+1/2/ηε is the collision frequency at the interface. The total number of
particles at the interface can be separated into two categories ; advected and scattered par-
ticles. Depending of the collision frequency, some particles do not interact with others and
are simply transported from the foot of the characteristic xi+1/2 − v

η
(t− tn) to the interface.

Other particles have a certain probability of colliding once at some time s such as t > s > tn
and acquiring the specific v velocity at xi+1/2 − v

η
(t − s). All of these particles are then

transported to the interface.
In order to evaluate the numerical flux from relation (19), distribution function and

density reconstructions in space and time need to be introduced. Appropriate choices are
mandatory to preserve the asymptotics and achieve second order convergence in space. The
reconstructions are:

ρ(t, x) =

{
ρni+1/2 + δLx ρ

n
i+1/2(x− xi+1/2) if x < xi+1/2

ρni+1/2 + δRx ρ
n
i+1/2(x− xi+1/2) if x > xi+1/2

, (20a)

f(tn, x, v) =

{
fni + δxf

n
i (x− xi) if x < xi+1/2

fni+1 + δxf
n
i+1(x− xi+1) if x > xi+1/2

, (20b)
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where δLRx ρni+1/2 are the left and right finite differences slopes:

δLx ρ
n
i+1/2 =

ρni+1/2 − ρni
∆x/2

, δRx ρ
n
i+1/2 =

ρni+1 − ρni+1/2

∆x/2
, (21)

and the interface density ρi+1/2 is:

ρi+1/2 =
〈
fni 1v>0 + fni+11v<0

〉
= ρn+

i + ρn−i+1. (22)

The choice for that density turns out to be not that important. For example the mean value
ρi+ρi+1

2
may be appropriate. However, from a physical point a view, using the half densities

on each side seems to be equally relevant in order to consider the real distribution of the
density near the interface and to ensure the BGK compatibility condition at t = tn in (19):

〈ρ− f〉 (t, xi+1/2) = 0.

The distribution function slopes need to be limited to ensure the decrease of the total
variation. Let ψ be a TVD slope limiter (for example the van Leer limiter is given by
ψ(x, y) = (sign(x) + sign(y)) |x||y||x|+|y| ). Then the slope is given by:

δxf
n
i = ψ

(
fni+1 − fni

∆x
,
fni − fni−1

∆x

)
. (23)

To evaluate the numerical flux φi+1/2, the reconstructed quantities are employed in (19) before
time integration. It should be noted that in the diffusion limit, the foot of the character-
istics might be arbitrarily far from the interface. However, due to the collision mechanism,
the particles are constrained near the interface (as shown by the exponential term in (19)).
Therefore, it is legitimate to neglect the influence of remote particles by extending the re-
constructions validity domain. Finally, the microscopic numerical flux takes the following
form

φi+1/2(v) =Ai+1/2v
(
f
n(+)
i 1v>0 + f

n(−)
i+1 1v<0

)
+Bi+1/2v

2(δxf
n
i 1v>0 + δxf

n
i+11v<0)

+Ci+1/2vρ
n
i+1/2

+Di+1/2v
2(δLx ρ

n
i+1/21v>0 + δRx ρ

n
i+1/21v<0),

(24)

and the macroscopic one is

Φi+1/2 =Ai+1/2

〈
vf

n(+)
i 1v>0 + vf

n(−)
i+1 1v<0

〉
+Bi+1/2

〈
v2δxf

n
i 1v>0 + v2δxf

n
i+11v<0

〉
+
Di+1/2

3∆x
(ρni+1 − ρni ),

(25)

where fn(±)
i = fni ± ∆x

2
δxf

n
i . The integration coefficients Ai+1/2, Bi+1/2, Ci+1/2 and Di+1/2

8



are interface values of functions

A(∆t, η, ε, σ) =
−1

η

(1− ew)

w
, (26a)

B(∆t, η, ε, σ) =
1

σ

ε

η

(
ew +

1− ew

w

)
, (26b)

C(∆t, η, ε, σ) =
1

η

(
1 +

1− ew

w

)
, (26c)

D(∆t, η, ε, σ) =
−1

σ

ε

η

(
1 + ew + 2

1− ew

w

)
, (26d)

at σi+1/2 = σi+σi+1

2
and where w = −ν∆t.

3.1.3. Asymptotic Behavior and stability
We examine the asymptotic preserving property of the scheme in both the diffusion and

free transport regimes. The opacity σ is assumed bounded in the asymptotic analysis. The
numerical fluxes behavior is entirely determined by the integration coefficients limits. In the
diffusion limit, the constraint η = ε is enforced, the following limits hold:

A(∆t, ε, ε, σ) −→
ε→0

0, B(∆t, ε, ε, σ) −→
ε→0

0, C(∆t, ε, ε, σ) ∼
ε→0

1

ε
, D(∆t, ε, ε, σ) −→

ε→0

−1

σ
.

As a consequence, the limit macroscopic flux is:

Φi+1/2 −→
ε→0

−1

3σi+1/2

ρni+1 − ρni
∆x

, (27)

which is the usual second order flux for the diffusion equation. The correct diffusion coefficient
κ(x) = 1

3σ(x)
is recovered. In the free transport regime, obtained with constant η and large

ε, we have the following limits:

A(∆t, η, ε, σ) −→
ε→∞

1

η
, B(∆t, η, ε, σ) −→

ε→∞

−∆t

2η2
, C(∆t, η, ε, σ) −→

ε→∞
0, D(∆t, η, ε, σ) −→

ε→∞
0.

The limit microscopic flux is:

φi+1/2 −→
ε→∞

v

η
(f

n(+)
i 1v>0 + f

n(−)
i+1 1v<0)−∆t

v2

2η2
(δxf

n
i 1v>0 + δxf

n
i+11v<0), (28)

which is a second order in space and time flux for the free transport equation. Moreover,
the scheme seems to remain stable and to preserve the positivity of the distribution function
under a CFL-like condition, combining both the transport and diffusion conditions to ensure
uniform stability as the parameters tends to zero. One possible heuristic condition is (see
[24]):

∆t ≤ 3

2
∆x2σ + η∆x. (29)
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(ρni , j
n
i ) f̂ni = eαi+βiv fn+1

i

(ρn+1
i , jn+1

i )

M 1 UGKS

UGKS-M1
〈m·〉

Figure 1: Structure of the UGKS-M1 scheme

3.2. UGKS-M1
The natural idea behind this new scheme is to apply the UGKS to the M1 distribution

function (f̂ni ) reconstructed from the moments (ρni , j
n
i ). Then, the macroscopic variables at

time tn+1 are the moments of (fn+1
i ). This process is globally represented in figure (1). From

another point of view, this procedure can be seen as a systematic projection of the distribution
function in the M1 set at each time step in UGKS. This new scheme then appears as a M1
moment closure of UGKS.

Taking the first two moments of the microscopic scheme (17b) provides a finite volume
formulation for the vector of discrete conservative variable Un

i =
(
ρni jni

)T :
Un+1
i −Un

i

∆t
+

1

∆x
(Φi+1/2 −Φi−1/2) = νiS(Un+1

i ), (30)

where Φi+1/2 =
〈
mφi+1/2

〉
=
(

Φρ
i+1/2 Φj

i+1/2

)T
. Then the macroscopic flux vector is then

computed by integrating the microscopic UGKS flux (24) with fni = f̂ni . First, we define
the fluxes without the second order term in (20b) (the distribution function reconstruction
is constant per cell):

Φρ
i+1/2 = Ai+1/2

[
eαi

2βi

(
eβi − 1

βi
(eβi − 1)

)
+
eαi+1

2βi+1

(
e−βi+1 − 1

βi+1

(−e−βi+1 + 1)

)]
+
Di+1/2

3∆x
(ρni+1 − ρni ),

(31a)

Φj
i+1/2 = Ai+1/2

eαi

2βi

(
eβi − 2

βi

(
eβi − 1

βi
(eβi − 1)

))
+ Ai+1/2

eαi+1

2βi+1

(
−e−βi+1 − 2

βi+1

(
e−βi+1 − 1

βi+1

(−e−βi+1 + 1)

))
+
Ci+1/2

3

(
eαi

2βi
(eβi − 1) +

eαi+1

2βi+1

(−e−βi+1 + 1)

)
,

(31b)

where (αi, βi) are the entropic variables associated with Un
i as defined in proposition 2.2:

eαi = ρni
βi

sinh βi
, βi = z−1(

jni
ρni

),

where z−1 is the inverse function of z(β) = coth β − β−1. The anisotropic factor βi can be
numerically computed using the Newton method. By nature, this new scheme is asymptotic
preserving. Indeed, by performing the same analysis as with UGKS, we can notice that the
first macroscopic flux (31a) tends to the correct diffusion flux (27) in the corresponding limit.

Three numerical difficulties appear:
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• The exact value of the integrals of the form
〈
vif̂1v≶0

〉
should be programmed in a

developed form (see below) with eβ in factor to avoid an accumulation of round-off
error at low velocities.

• Below a certain β (or u) threshold, the same integrals
〈
vif̂1v≶0

〉
should be set to the

correct limit, which is ρni 〈vi1v≶0〉.

• For low densities, uni =
jni
ρni

may not be well-defined anymore. Below a certain density

threshold, we set f̂ni = 0 and therefore βi = 0 to correctly compute the flux in this
limit.

3.2.1. Second order in space
In the previous part we dropped the linear part of the distribution function reconstruction

in (20b). This term is problematic as the integrals of the form
〈
v2δxf̂1v≶0

〉
cannot be ana-

lytically expressed as a function of the entropic variables due to the non-linearity introduced
by the slope limiter. To achieve a second order convergence rate in space, a different recon-
struction of the distribution function is used as proposed in [27] for the Boltzmann equation
of rarefied gas dynamics. First, the vector of conservative variables is reconstructed:

Un
i (x) =

{
Un
i + δUn

i (x− xi) if x < xi+1/2

Un
i+1 + δUn

i+1(x− xi+1) if x > xi+1/2

, (32)

where the finite difference slope is δUn
i = 1

∆x
(Un

i+1 −Un
i )φ(ri), φ is a slope limiter and ri =(

ρi−ρi−1

ρi+1−ρi
ji−ji−1

ji+1−ji

)T
is the local slope defined component-wise. Then, we expand f̂(Un

i (x)) =

exp (Λ(Un
i (x)) ·m) in Taylor series (for example when x < xi+1/2):

f̂(Un
i (x)) = f̂(Un

i ) +
df̂

dU
(Un

i ) · δUn
i (x− xi)

= f̂(Un
i ) + JΛ(Un

i )Tmf̂(Un
i ) · δUn

i (x− xi),
(33)

where the Jacobian matrix JΛ(U) is

JΛ(U) = JU(Λ)−1 = 〈m⊗m exp (Λ ·m)〉−1

=
ρ−1

1− 2
u

β
− u2

(
1− 2

u

β
−u

−u 1

)
.

(34)

Finally, the M1 distribution function reconstruction is:

f(tn, x, v) =

{
f̂ni + δxf̂(Un

i )(x− xi) if x < xi+1/2

f̂ni+1 + δxf̂(Un
i+1)(x− xi+1) if x > xi+1/2

, (35)

where the slope is δxf̂(Un
i ) = JΛ(Un

i )δUn
i ·mf̂(Un

i ). Finally, the second order fluxes are:

11



Φρ
i+1/2 = Ai+1/2

〈
vf̂n+

i 1v>0 + vf̂n−i+11v<0

〉
+Bi+1/2

〈
v2δxf̂(Un

i )1v>0 + v2δxf̂(Un
i+1)1v<0

〉
+
Di+1/2

3∆x
(ρni+1 − ρni ),

(36a)

Φj
i+1/2 = Ai+1/2

〈
v2f̂n+

i 1v>0 + v2f̂n−i+11v<0

〉
+Bi+1/2

〈
v3δxf̂(Un

i )1v>0 + v3δxf̂(Un
i+1)1v<0

〉
+
Ci+1/2

3

〈
f̂ni 1v>0 + f̂ni+11v<0

〉
,

(36b)

and where
f̂n±i = f̂ni ±

∆x

2
δxf̂

n
i .

The expressions of the fluxes can be found in appendix Appendix A. The half-moments of
the M1 distribution function are expressed in developed form for numerical considerations
(l ≥ 1):

〈
vlf̂1v>0

〉
=

ρ

2 sinh β

[
eβ

(
1 + l!

(−1)l

βl
+

l−1∑
k=1

l!

(l − k)!

(−1)k

βk

)
− l! (−1)l

βl

]
, (37a)

〈
vlf̂1v<0

〉
=

ρ

2 sinh β

[
e−β

(
1 +

l!

βl
+

l−1∑
k=1

l!

(l − k)!

1

βk

)
− l!

βl

]
(−1)l+1. (37b)

3.2.2. Definition and realizability of the scheme
A first question addressed here is the definition of the scheme (30)-(31). It is clear that

Un+1
i can be computed only if f̂ni can be defined in every cell. This requires the moment

vector Un+1
i to be realizable.

The scheme can only be iterated only if that property holds for every time step. In other
words, we must prove that: (Un

i ) is realizable implies that (Un+1
i ) is realizable as well. Such

a scheme is said to be realizable and this property can be obtained with the following simple
argument (see [9]). Our scheme can be written in the form

Un+1
i =

〈
mfn+1

i

〉
, (38)

where fn+1
i is obtained with one time step of UGKS initialized with f̂ni . Then, Un+1

i is
realizable if fn+1

i is non-negative. Consequently, the realizability of the scheme can be reduced
to the question of the positivity of UGKS, at least with initial data given by a M1 distribution.
This question is addressed in the following sections.

3.2.3. UGKS positivity
In a general context, the UGKS does not preserve the distribution function positivity as

∆t tends to zero. For example, consider the admissible initial condition

f 0
i =

0 if i 6= j + 1
1

2δ
1v∈[a−δ,a+δ] otherwise

, (39)
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where a < 0 and δ > 0. First, we study the behavior of the integration coefficients in the
neighborhood of ∆t = 0:

A =
1

η
+O(∆t), C =

ν

2η
∆t+O(∆t2), D =

−ν2

6σ

ε

η
∆t2 +O(∆t3). (40)

Using those relations and for a constant opacity, the density and the distribution function
(at v = 1) are at time t1:

ρ1
j ∼

∆t

η∆x

〈
−v−f 0

j+1

〉
, (41a)

(1 + ∆tν)f 1
j (1) ∼ −∆t2

∆x

ν

2η
ρ0
j+1/2 −

∆t2

∆x

ν

η

〈
v−f 0

j+1

〉
, (41b)

where ρ0
j+1/2 =

〈
f 0
j+11v<0

〉
. Then, assuming that δ is small enough, as compared to a, we

obtain ρ0
j+1/2 = 1 and

〈
−v−f 0

j+1

〉
= a. Finally, the distribution function is

(1 + ∆tν)f 1
j (1) ∼ ∆t2

∆x

ν

η

(
a− 1

2

)
. (42)

If a < 1
2
then the distribution function becomes negative for a sufficiently small ∆t.

3.2.4. A realizability correction
It has been proven above that UGKS does not necessarily preserve the distribution func-

tion positivity as the time step tends to zero. In the counterexample, the problematic term in
the numerical flux comes from the constant part ρni+1/2 of the density reconstruction (which
is a first order term in ∆t in the Taylor expansion). Because of the constant reconstruction
in time, some particles are created (and others removed) on one side of the interface from
the very beginning. The collision mechanism can induce some of those created particles to
leave and to empty a particular velocity group too much, and as a consequence to induce a
negative distribution function.

The key idea is to introduce the slopes progressively to limit particles creation (or removal)
while maintaining the correct asymptotic behavior in the diffusion limit (see figure 2).

x

ρ

xi−1/2 xi xi+1 xi+3/2

ρi+1/2

ρ−i+1/2(t)

ρ+
i+1/2(t)

ρni

ρni+1

ρ(t, x)

xi+1/2

Figure 2: Density reconstruction at time t with ρi+1/2 =
ρi + ρi+1

2

In order to do that, two time dependant interface densities ρn±i+1/2(t) are introduced on
both side of the interface. At the initial state, the slopes should be zero to avoid the creation
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of particles and ρn−i+1/2(0) should be equal to ρni (respectively ρn+
i+1/2 = ρni+1). As time goes

to tn+1, the interface densities should tend to ρni+1/2 in order to ensure correct asymptotic
behavior. A convex combination of both states over time meets these requirements. All that
remains is to chose the time dependant function in it. We decide to introduce the particles at
the same rate in time as the collision mechanism, which follows an exponential probability law
associated with the collision frequency. Finally, the following interface densities are adopted:

ρn−i+1/2(t) = ρni e
−ν(t−tn) + ρi+1/2(1− e−ν(t−tn)), (43a)

ρn+
i+1/2(t) = ρni+1e

−ν(t−tn) + ρi+1/2(1− e−ν(t−tn)). (43b)

The associated density reconstruction reads:

ρ(t, x) =

{
ρn−i+1/2(t) + δLx ρ

n−
i+1/2(t)(x− xi+1/2) if x < xi+1/2

ρn+
i+1/2(t) + δRx ρ

n+
i+1/2(t)(x− xi+1/2) if x > xi+1/2

, (44)

where the time dependant slopes are:

δLx ρ
n−
i+1/2(t) =

ρn−i+1/2(t)− ρni
∆x/2

, δRx ρ
n+
i+1/2(t) =

ρni+1 − ρn+
i+1/2(t)

∆x/2
. (45)

Because of this modification, two new terms appear in both the microscopic and macroscopic
fluxes:

φi+1/2(v) =Ai+1/2v
(
f
n(+)
i 1v>0 + f

n(−)
i+1 1v<0

)
+Bi+1/2v

2(δxf
n
i 1v>0 + δxf

n
i+11v<0)

+Ci+1/2vρ
n
i+1/2

+Di+1/2v
2(δLx ρ

n
i+1/21v>0 + δRx ρ

n
i+1/21v<0)

+Fi+1/2|v|
(
(ρn−i − ρn−i+1)1v>0 + (ρn+

i − ρn+
i+1)1v<0

)
+Gi+1/2v

2

(
ρn−i − ρn−i+1

∆x
1v>0 +

ρn+
i − ρn+

i+1

∆x
1v<0

)
,

(46a)

Φi+1/2 =Ai+1/2

〈
vf

n(+)
i 1v>0 + vf

n(−)
i+1 1v<0

〉
+Bi+1/2

〈
v2δxf

n
i 1v>0 + v2δxf

n
i+11v<0

〉
+

(
−Di+1/2

3∆x
+
Fi+1/2

4
+
Gi+1/2

6∆x

)
(ρni − ρni+1),

(46b)

where:

F (∆t, η, ε, σ) =
−1

η

(
ew +

1− ew

w

)
, (47a)

G(∆t, η, ε, σ) =
−1

σ

ε

η

(
wew − 2

(
ew +

1− ew

w

))
. (47b)

An asymptotic study of the integration coefficients allows to show that:

(F,G)(∆t, ε, ε, σ) −→
ε→0

0, (F,G)(∆t, η, ε, σ) −→
ε→∞

0.

As a consequence, this correction does not impact the limit regimes. From now on the G
term is neglected for the sake of simplicity as it does not alter the scheme properties. We
prove the following result:
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Theorem 3.1 (Positivity-preserving). Assuming that the opacity σ is constant, the first
order in space modified UGKS-M1 preserves the moments realizability if these inequalities
hold:

∆t ≤ ∆x

A(w) +
F (w)

2
− 2D(w)

3∆x

+
∆t

w

2F (w) + C(w)− 4D(w)

∆x

A(w) +
F (w)

2
− 2D(w)

3∆x

, (48a)

0 ≤ −w
(

min
i
z−1(µ(−|βni |))A(w) +

F (w)

4
− D(w)

3∆x

)
+
σ

ε
D(w), (48b)

where µ : x 7→ ex

ex−1
− 1

x
.

Proof. UGKS-M1 is realizable if UGKS preserves the density and distribution function pos-
itivity (see above). We proceed by induction and assume that the M1 distribution function
f̂ni is well defined at time tn. First, the corrected numerical scheme is written in developed
form:

ρn+1
i = (1 +

2D∆t

3∆x2
− F∆t

2∆x
)ρni + (

F∆t

4∆x
− D∆t

3∆x2
)(ρni−1 + ρni+1)

+
A∆t

∆x

(〈
|v|f̂ni−11v>0 + |v|f̂ni+11v<0

〉
−
〈
|v|f̂i

〉)
,

(49a)

fn+1
i = (1− v+A∆t

∆x
+ v−

A∆t

∆x
)f̂ni + v+A∆t

∆x
f̂ni−1 − v−

A∆t

∆x
f̂ni+1

+ v
C∆t

∆x

(
ρn+
i−1 − ρn+

i + ρn−i − ρn−i+1

)
− v2 2D∆t

∆x2

(
(ρn−i+1 − 2ρn−i + ρn−i−1)1v>0 + (ρn+

i+1 − 2ρn+
i + ρn+

i−1)1v<0

)
+ |v|F∆t

∆x

(
(ρn−i+1 − 2ρn−i + ρn−i−1)1v>0 + (ρn+

i+1 − 2ρn+
i + ρn+

i−1)1v<0

)
+ ∆tν(ρn+1

i − fn+1
i ).

(49b)

The density can be bounded from below by using the relation
〈
|v|f̂ni

〉
≤ ρni and we get

ρn+1
i ≥ (1 +

2D∆t

3∆x2
− F∆t

2∆x
− A∆t

∆x
)ρni + (

F∆t

4∆x
− D∆t

3∆x2
)(ρni−1 + ρni+1).

The same can be done for the distribution function by regrouping and bounding the terms
and by using the relation F − C = σ

ε
D:

(1 + ∆t
σ

ε2
)fn+1
i,j ≥ (1− A∆t

∆x
)f̂ni,j

+

(
−v2 2D∆t

∆x2
+ |v|F∆t

∆x

)(
ρn−i+11v>0 − 2ρni + ρn+

i−11v<0

)
− |v|C∆t

∆x

(
ρn−i+11v>0 + ρni + ρn+

i−11v<0

)
+ ∆tνρn+1

i ,
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which gives

(1 + ∆t
σ

ε2
)fn+1
i,j ≥ (1− A∆t

∆x
)f̂ni,j

+
∆t

∆x

(
−2F − C +

4D

∆x
+ ∆tν(1 +

2D

3∆x
− F

2
− A)

)
ρni

+
∆t

∆x

(
σ

ε
D + ∆tν(

F

4
− D

3∆x
)

)
(ρn−i+11v>0 + ρn+

i−11v<0)

+
A∆t

∆x
∆tν

〈
|v|f̂ni−11v>0 + |v|f̂ni+11v<0

〉
.

The half flux densities can be exactly computed since the f̂ni are M1 distributions and we
get 〈

|v|f̂ni−11v>0

〉
=

1

2 sinh βi−1

(eβi−1 +
1

βi−1

(1− eβi−1))ρni−1

=

(
eβi−1

eβi−1 − 1
− 1

βi−1

)
ρn+
i−1

= µ(βni−1)ρn+
i−1,

and hence 〈
|v|f̂ni+11v<0

〉
= µ(−βni+1)ρn−i+1.

A sufficient condition to preserve the fn+1
i positivity is that all the coefficients should be

positive in the combinations. Multiple relations appear:

∆t ≤ ∆x

A+
F

2
− 2D

3∆x

, (52a)

∆t ≤ ∆x

A
, (52b)

∆t ≤ ∆x

A+
F

2
− 2D

3∆x

+
∆t

u

2F + C − 4D

∆x

A+
F

2
− 2D

3∆x

, (52c)

∀i, 0 ≤ −w
(
µ(βni−1)A+

F

4
− D

3∆x

)
+
σ

ε
D, (52d)

∀i, 0 ≤ −w
(
µ(−βni+1)A+

F

4
− D

3∆x

)
+
σ

ε
D. (52e)

As the distribution function positivity implies the density positivity, the first condition is
redundant with the third one. The second one is also satisfied if the third one is verified.
Moreover, the last two conditions can be combined.

It is important to note that the coefficients (A,C,D, F ) are time step dependent in these
relations. Therefore, we need to demonstrate the existence of a suitable time step satisfying
both conditions (48a)-(48b) in all regimes.
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Proposition 3.1. For a given set of parameters (η, ε, σ,∆x), there always exists a time step
∆t0 below which the UGKS-M1 realizability is guaranteed:

∆t0 = min

 η∆x
5

2
+

14ε

3σ∆x

,
2

ν
min
i
z−1(µ(−|βni |))

 . (53)

Proof. Inequality (48a) can be rewritten as follows:(
A(w) +

F (w)

2
− 2D(w)

3∆x

)
∆t− ∆t

w

(
2F (w) + C(w)− 4D(w)

∆x

)
≤ ∆x. (54)

When analyzing the integration coefficients, we observe that the left-hand side is a decreas-
ing function of ∆t from a certain threshold. Moreover, the following relations hold on the
normalized coefficients:

ηA(w) +
ηF (w)

2
≤ 1, −ση

ε
D(w) ≤ 1,

2ηF (w) + ηC(w) ≤ −3

2
w, −ση

ε
D(w) ≤ −w.

By using these inequalities, the left hand side of (54) can be bounded from above. Thus,
a new sufficient relation appears where the time step is explicitly limited by a constant
quantity:

1

η

(
1 +

2ε

3σ∆x

)
∆t+

1

η

(
3

2
+

4ε

σ∆x

)
∆t ≤ ∆x,

and hence
∆t ≤ η∆x

5

2
+

14ε

3σ∆x

. (55)

The second relation (48b) can also be bounded:

−umin
i
µ(−|βni |)A+

σ

ε
D ≥ 0,

and by rearranging

∆t ≤ 2

ν
min
i
z−1(µ(−|βni |)). (56)

Finally, the eligible time step ∆t0 is the smallest quantity between (55) and (56).

This time step (53) is sufficient to ensure the moments realizability. However, in practice,
it is unusable as it tends to zero in both transport and diffusion regimes. We need to
demonstrate the uniform stability of the scheme with respect to ε to ensure the asymptotic
preserving property of the scheme. In order to do that, we examine more precisely the
behavior of each CFL-like condition (48a,48b) in the limit regimes.

For condition (48a), we can demonstrate (using the Taylor expansion of the integration
coefficients) that we recover standard diffusion and transport CFL conditions in the corre-
sponding regimes:

∆t ≤ 3

2
σ∆x2, (57a)

∆t ≤ 2

5
η∆x. (57b)
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For the second condition (48b), we can show that it is non-binding in both regimes. Indeed,
the sufficient condition (56) indicates that in the free transport regime every time step is
suitable. In the diffusion one, we use a different relation (by only retaining the D terms in
(48b)) which is also non-binding in this regime:

∆t ≥ 3η∆x. (58)

This analysis showed that the UGKS-M1 positivity can always be ensured under reasonable
conditions on the time step, that are not strongly correlated with the Knudsen number. The
optimal time step can be found by solving both inequalities using the Newton method. In
practice, an approximation such as ∆t ≤ 3σ∆x2

2
+ η∆x will be used.

4. Numerical results

In this section, a numerical study of the scheme is presented. UGKS-M1 is compared
to an asymptotic preserving modified HLL scheme for the M1 model [3] and to the kinetic
solution given by UGKS. We chose different test cases to validate all the regimes and the
convergence order. The simulation parameters are summarized in table 1.

η ε σ(x) f(t, 0, v) f(t, 1, v) ρ(0, x) u(0, x)
Convergence 1 1 1 Periodic Periodic 0.5 + 0.25 sin (2πx) 0.4
Transport 1 1 1 0 1v<0 0 0

Intermediate 10−1 10−1 1 0 1v<0 0 0
Diffusion 10−8 10−8 1 1v>0 0 0 0

Table 1: Simulation parameters.

The spatial domain D = [0, 1] is discretized with 200 points and the velocity space with
50 points (for the UGKS). Two types of boundary conditions are considered: the Dirich-
let condition where the distribution function is enforced at the boundary and the periodic
condition.

Test n°1: Relaxation of a sinusoid in a infinite domain..
Firstly, a regular initial condition is considered with a sinusoidal density distribution and

a uniform velocity. The periodic boundary conditions are equivalent to the transport of the
sinusoid in an infinite domain. In figure 3, we observe that the density is mostly advected to
the right. Moreover, the amplitude of the sine wave is reduced by 15% due to the diffusion
involved by the relaxation towards the equilibrium. From a numerical point of view, we
notice that UGKS-M1 solution has less diffusion than the HLL one. This phenomenon is
a consequence of the choice of the waves speeds in the approximate Riemann solver. A
standard choice is to use the extreme values of the Jacobian eigenvalues. However since the
M1 moment closure is not analytical (for the Boltzmann entropy), we have chosen to bound
those values. This choice induces numerical diffusion.

For this test case and with the first and second order version of UGKS-M1, we plot in
figure 4 the L2 norm of the density error ρ̃− ρ∆x against the step size. The reference solution
ρ̃ is computed on a grid that is small enough to assume that the error in relation to the exact
solution is negligible in the analysis. The Van Leer limiter is used [26]. A linear regression
allows to compute the convergence order of both schemes. The linear reconstruction with
slope limiter leads to a significantly higher order of 1.85 on this test case.
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Test n°2: Transport regime with Dirichlet boundary conditions.
In this test case, we consider a null density initial condition. On both sides of the domain,

a uniform half distribution function is enforced at the kinetic level for entering particles. For
UGKS and therefore UGKS-M1, the numerical flux at the boundary is obtained by modifying
the distribution function representation at the boundary by setting (for example at the left
boundary):

f(t, x1/2, v) =


fL(t, v) if v > 0

e−νi+1/2(t−tn)f(tn, xi+1/2 −
v

η
(t− tn), v)

+νi+1/2

∫ t

tn
e−νi+1/2(t−s)ρ(s, xi+1/2 −

v

η
(t− s))ds

if v < 0
. (59)

Thus, the microscopic flux is:

φ1/2 =
v

ε
fL1v>0 + (A1/2vf

n
1 + C1/2vρ

n
1/2 +D1/2v

2δLx ρ
n
1/21v<0)1v<0, (60)

where the interface density is artificially set to ρ1/2 = − 〈vfL1v>0〉
〈v1v<0〉 to ensure a good asymptotic

behavior [24]. For the HLL scheme, a ghost cell is used to implement Marshak boundary
conditions:

Un
0 =

 〈
fL1v>0 + f̂n1 1v<0

〉〈
vfL1v>0 + vf̂n1 1v<0

〉 . (61)

In figure 5, the density in the domain is represented at different times. Both M1 solutions are
almost indistinguishable. Before t = 0.4, we can notice that HLL is still slightly more diffusive
than UGKS-M1 especially near the boundary and the front of the wave. The distribution
function becomes isotropic over time, and the density reaches a stationary regular state. In
that limit, the two computed densities tend to be identical.

The UGKS solution is significantly different from both M1 solutions. This is due to the
fact that in the transport regime, the M1 model is highly inaccurate as compared to the
underlying kinetic equation. Indeed, the distribution functions are highly out of equilibrium,
thus the projections on the M1 set are inaccurate. For example at the right boundary,
the density is systematically lower at all times because the projection of the half distribution
function at the boundary leads to the creation of positive velocity particles. As a consequence,
fewer particles enter the domain. The isotropization process alleviates this problem over time.

Test n°3: Intermediate regime with Dirichlet boundary conditions.
In figure 6, we can notice that at a lower Knudsen number, both M1 solutions are much

closer to the solution of the kinetic equation. In intermediate regimes the M1 model is much
more relevant as the distribution functions are rapidly close to the equilibrium. UGKS-M1
is almost indistinguishable from UGKS except at t = 0.1 where the amplitude is 2% lower
close to the boundary. The HLL solution has again more numerical diffusion; before reaching
the stationary state a significant gap can be observed in the whole domain.

Test n°4: Diffusion regime with Dirichlet boundary conditions.
In the diffusion regime, the solutions are identical as all schemes degenerate in the same

way (as shown in figure 7).
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5. Conclusion

In this work, a asymptotic-preserving scheme based on the Unified Gas Kinetic Scheme has
been proposed for the M1 model of linear transport. This new method consists in performing
a numerical moment closure in the UGKS fluxes using the M1 distribution function. It has
been demonstrated that this procedure allows to inherit the asymptotic-preserving property
of UGKS and hence to recover correct numerical fluxes in the diffusion limit. An original
modification of UGKS has been proposed to ensure the moments realizability of UGKS-M1
at all time under a CFL-like condition. This modification introduces a temporal term term
in the density reconstruction to ensure the underlying distribution function positivity. To
our knowledge, this is the first numerical property proven on UGKS. In addition, a second
order extension has also been suggested. Finally, several test cases have been chosen to
validate and showcase the good behavior of the scheme in all regimes. This method has also
been compared with a HLL asymptotic-preserving scheme and proved to be more accurate,
especially in intermediate regimes.

Despite the simple physical context, this article proposes a general procedure to obtain
good asymptotic-preserving schemes for moment models. A relevant perspective would be
to apply this procedure on other moment models based on more relevant collision kernels
in higher dimension and on unstructured meshes. It would also be interesting to study
non-linear collision operators with this approach.
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Figure 3: Test n°1: mesh convergence study for UGKS-M1 and HLL. Density in the domain at time t = 1.0.

10−5

10−4

10−3

10−2

10−1

100

10−3 10−2 10−1

||ρ
−
ρ

∆
x
|| L

2

∆x

First order
Second order

∠1.8
5

∠1.04
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Appendix A. Numerical Fluxes

In developed form, the second order numerical fluxes of UGKS-M1 are:

Φρ
i+1/2 = Ai+1/2

[〈
vf̂ni 1v>0

〉
+
〈
vf̂ni+11v<0

〉]
+ Ai+1/2

∆x

2

JΛ(Un
i )δUn

i ·

〈vf̂ni 1v>0

〉〈
v2f̂ni 1v>0

〉− JΛ(Un
i+1)δUn

i+1 ·

〈vf̂ni+11v<0

〉〈
v2f̂ni+11v<0

〉
+Bi+1/2

JΛ(Un
i )δUn

i ·

〈v2f̂ni 1v>0

〉〈
v3f̂ni 1v>0

〉+ JΛ(Un
i+1)δUn

i+1 ·

〈v2f̂ni+11v<0

〉〈
v3f̂ni+11v<0

〉
+
Di+1/2

3∆x
(ρni+1 − ρni ),

(A.1a)

Φj
i+1/2 = Ai+1/2

[〈
v2f̂ni 1v>0

〉
+
〈
v2f̂ni+11v<0

〉]
+ Ai+1/2

∆x

2

JΛ(Un
i )δUn

i ·

〈v2f̂ni 1v>0

〉〈
v3f̂ni 1v>0

〉− JΛ(Un
i+1)δUn

i+1 ·

〈v2f̂ni+11v<0

〉〈
v3f̂ni+11v<0

〉
+Bi+1/2

JΛ(Un
i )δUn

i ·

〈v3f̂ni 1v>0

〉〈
v4f̂ni 1v>0

〉+ JΛ(Un
i+1)δUn

i+1 ·

〈v3f̂ni+11v<0

〉〈
v4f̂ni+11v<0

〉
+
Ci+1/2

3

[〈
f̂ni 1v>0

〉
+
〈
f̂ni+11v<0

〉]
.

(A.1b)

The half-moments of the M1 distribution function are expressed in developed form to reduce
the accumulation of round-off error at low β:〈

f̂ni 1v>0

〉
=
eαi

2βi

(
eβi − 1

)
,〈

vf̂ni 1v>0

〉
=
eαi

2βi

(
eβi
(

1− 1

βi

)
+

1

βi

)
,〈

v2f̂ni 1v>0

〉
=
eαi

2βi

(
eβi
(

1− 2

βi
+

2

β2
i

)
− 2

β2
i

)
,〈

v3f̂ni 1v>0

〉
=
eαi

2βi

(
eβi
(

1− 3

βi
+

6

β2
i

− 6

β3
i

)
+

6

β3
i

)
,〈

v4f̂ni 1v>0

〉
=
eαi

2βi

(
eβi
(

1− 4

βi
+

12

β2
i

− 24

β3
i

+
24

β4
i

)
− 24

β4
i

)
,
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〈
f̂ni 1v<0

〉
=
−eαi

2βi

(
eβi − 1

)
,〈

vf̂ni 1v<0

〉
=
eαi

2βi

(
eβi
(

1 +
1

βi

)
− 1

βi

)
,〈

v2f̂ni 1v<0

〉
=
−eαi

2βi

(
eβi
(

1 +
2

βi
+

2

β2
i

)
− 2

β2
i

)
,〈

v3f̂ni 1v<0

〉
=
eαi

2βi

(
eβi
(

1 +
3

βi
+

6

β2
i

+
6

β3
i

)
− 6

β3
i

)
,〈

v4f̂ni 1v<0

〉
=
−eαi

2βi

(
eβi
(

1 +
4

βi
+

12

β2
i

+
24

β3
i

+
24

β4
i

)
− 24

β4
i

)
.
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