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Résumé Un pipeline pour la synthèse d’images réalistes en imagerie couleur est proposé.
L’approche tient compte de la propriété radiométrique cruciale des fonctions de sensibilité
spectrale de la caméra, qui joue un rôle important dans la mesure et l’interaction de la lu-
mière avec les objets capturés par la caméra. En incorporant les paramètres géométriques et
radiométriques de la caméra dans le logiciel Blender, des images synthétiques sont générées
qui sont plus représentatives des scènes du monde réel. Dans une série d’expériences, l’impor-
tance de la prise en compte de ces paramètres dans le processus de synthèse est démontrée,
et il est démontré que l’approche proposée surpasse les méthodes de pointe qui les négligent.

Mots clés Synthèse d’images, Imagerie couleur, Calibration géométrique et radiométrique,
Blender.

Abstract A pipeline for synthesizing realistic images in color imaging is proposed. The
approach takes into account the crucial radiometric property of the camera’s spectral sensi-
tivity functions, which plays an important role in the measurement and interaction of light
with the objects captured by the camera. By incorporating both the geometric and radio-
metric parameters of the camera into the Blender software, synthetic images are generated
that are more representative of real-world scenes. In a series of experiments, the importance
of considering these parameters in the synthesis process is demonstrated, and it is shown
that the proposed approach outperforms state-of-the-art methods that neglect them.

Key words Image Synthesis, Color imaging, Geometric and Radiometric Calibration, Blender.
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1 Introduction

Image synthesis refers to the creation of images by artificial means, and these
generated images can have a lifelike appearance. This makes them valuable for the
evaluation and training of computer vision models, as shown by several studies
[1, 2, 3, 4]. However, the effectiveness of these models depends on the availability of
large amounts of data, which is not always the case. In these instances, pre-training
on synthetic data can be used as a solution. This raises the question of the realism
required in the synthetic images in order to effectively train the models.

Most widely used methods for image synthesis is a machine learning model called
Generative Adversarial Networks (GANs), which have proven to be an effective
solution for image generation in cases where training data is limited. The different
GAN variants [5, 6, 7, 8, 9] demonstrate the versatility and power of GANs in solving
computer vision problems. GAN-based methods are prone to generating false images,
which can be easily detected by spectral analysis. Recent research [10] alleviates this
problem.

In addition to GANs, there are other few rendering software’s such as Blender
[11], Unreal Engine [12], Unity [13] and Rhinoceros 3D [14] for generating realis-
tic images. Blender, an open-source software that permits the creation of scenes
and objects and integrates custom parameters using a third-party Python API, was
employed in this study. Additionally, BlenderProc [15] is a pipeline built on top
of Blender that provides supplementary features such as real images, segmentation
masks, and depth. However, the generated image’s accuracy can be negatively im-
pacted by inaccuracies in the input image formation, particularly concerning color,
which can subsequently affect the precision of computer vision tasks reliant on color
information. To tackle this issue, the proposed approach takes a novel perspective
and avoids using prior input, which distinguishes it from existing methods.

To enhance the realism of generated images, an approach is proposed that inte-
grates the geometric and radiometric parameters of the actual camera and relevant
object information (shape and reflection) into the Blender software [11], as illus-
trated in FIG.1. This integration enables the precise capture of scene attributes,
facilitating the creation of high-quality synthetic datasets that accurately represent
real-world scenarios. By ensuring the quality of the generated images, the limitations



Improving the Fidelity of Synthesized Images by Integrating Real-World Data 3

of current state-of-the-art methods can be overcome, resulting in images suitable for
use as training data for computer vision models.

Figure 1 – An illustration of the proposed method for synthesizing RGB images.
The orange boxes show the key components that need to be included in Blender
for effective rendering. This includes essential information such as the RGB cam-
era’s intrinsic and extrinsic parameters, the camera’s spectral response, the object’s
spectral reflectance and Bidirectional reflectance distribution function(BRDF), and
spatial features.

The methodology for obtaining these parameters is outlined in Section 2, and
the integration of these parameters into the Blender rendering software is described
in Section 3. Section 4 presents the evaluation results, including both qualitative
and quantitative data, and the conclusion provides insight into the limitations of
the approach.
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2 Experimental Setup

2.1 Characteristics of the Camera

The Nikon DSLR 1 D-850 RGB camera was used for the acquisition of the objects
and the scene. This is a professional full-frame camera, which has a 45.7Mp BSI
CMOS full-frame FX sensor.

The camera has been through a calibration process for the estimation of its
geometric parameters. This step is crucial as it provides valuable metric information
about the scene and is a prerequisite for subsequent processing steps as seen in
FIG.1.

The calibration was performed using Zhang’s method [16], which solves a set of
non-linear equations relating the 3D coordinates of the calibration pattern corners
to their 2D counterparts in the image. The resulting camera matrix is given by the
following equation:

»

—

–

1.34 ˆ 104 0 1.89 ˆ 103

0 1.35 ˆ 104 1.46 ˆ 103

0 0 1.0

fi

ffi

fl

(1)

The first and second rows of the matrix represent the focal length of the camera
in the px, yq directions, respectively. The third column represents the position of
camera principal point in px, yq directions. The third element is the ratio of the
camera to the real world, which is always set to 1.

In order to ensure the accuracy of the captured scene or object’s image appear-
ance with the Nikon D850 camera, it was imperative to address the radiometric
properties, with a specific focus on the camera’s color reproduction. To achieve this
goal, a camera characterization was conducted, resulting in the acquisition of the
Nikon D850’s spectral sensitivity functions.

Camera color characterization is one of the most important steps in the pipeline
to ensure that the camera module is not producing false colors in the processed
image. Knowing this characterization allows us to know exactly what to expect and
use in subsequent steps.

1. Digital Single-Lens Reflex.
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The characterization of the Nikon D850 camera has been obtained using the
OL750, a spectro-radiometric measurement system, following similar methods done
in [17, 18].

(a) Acquired color chart of cam-
era from 360 to 750 nm (b) Recovered spectral sensitivity

Figure 2 – Characterization of the Nikon D850. From (a) The spectral resolution is
10 nm and the image integration time is 5s using the monochromator.

FIG.2, presents a characterization of the spectral sensitivity functions of the
Nikon D850 DSLR sensor in color imaging. The blue channel shows lower sensitivity
compared to the green and red channels, as observed in human vision. In the blue
channel sensitivity curve, there is a small bump in the red channel sensitivity range
between 620 and 700 nm. These results demonstrate the distinct spectral sensitivity
functions of the Nikon D850 sensor.

2.2 Characteristics of the Object

The process of achieving the necessary characteristics of each object to be used
in the Blender synthesis is discussed here. Three different objects were modeled with
three different colors as shown in FIG.2b. The objects were 3D printed and their
properties measured.

Spectral reflectance is a metric used to quantify the amount of light reflected
by an object as a function of wavelength. This was estimated using a CS-1000
spectrophotometer in a D65 light cabinet. Each object was placed in the light cabinet
and its reflectance was measured with the CS-1000.
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(a) 3D printed objects (b) Spectral reflectance of the objects

Figure 3 – Objects and their Reflectance. (a), an illustration of the 3D printed
objects utilized in this study, and (b), the surface spectral reflectance measurement
of the objects.

In FIG.3, the spectral characterization of the object is depicted. The red and
white regions of the object are clearly characterized by their high reflectance values in
the corresponding spectral regions. The recognizable blue region of the object shows
a perceived color shift toward red due to reflectance values in the higher wavelength
region of 738 nm. This observed shift is contrary to the initial expectations (we per-
ceived the object more blue than purple) and highlights the importance of carefully
considering reflectance values when designing synthetic objects for computer vision
applications.

3 Image Synthesis Proceedure

3.1 Blender Software

The Blender software was utilized to create the 3D representation of the scene
and objects. The camera’s intrinsic parameters and those of the objects were incor-
porated into the Blender software to ensure accurate rendering. Blender was used
in this study due to its use in research community and it allows third party devel-
opments.

However, Blender’s camera does not have a camera sensitivity functions property,
so color correction was applied during the pre-compositing process before rendering.
This can be done by using compositing nodes in the 3D view-port, where you can
apply effects such as color correction, to the 3D scene before it is rendered. The
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measured RGB values were used in the compositing pipeline to adjust the color
balance and tone of the final output image. The images used in this study are
presented below.

(a) Original Image (b) Scene without Objects.

Figure 4 – Images to be used in this study. (a), the original image used as reference
in this study, illustrating the scene with objects. (b), Image of the scene without
the objects

To use the attained camera matrix in Blender, the focal lengths need to be
converted from pixels to millimeters using the pixel size.

Blender takes a single-lens value so, the average of x and y focal lengths was
computed:

fB “ 41.4 mm. (2)

Also, the xB and yB coordinate of the principal point would be 0.55 and 0.4.
respectively.

The pre-compositing process was carried out using the camera model in Blender,
which involved several steps being established.

1. Object Selection: each object is selected for pre-compositing, and a new material
is created for the object in the Material Properties tab, giving it a unique name.

2. UV Unwrapping: after obtaining the texture map for the objects, an image-based
texture UV mapping [19, 20] is performed to project a 2D texture of the image
onto the surface of the object in 3D. This helps to create a texture mapping that
is closest to the real image.

3. Color Correction: a color ramp node is added to the object’s material, allowing
for color adjustment using custom RGB values.
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4. Normal Map: a normal map is added to enhance the realism of the object, in-
cluding surface details such as bumps and ridges.

5. Sampling Lighting: a blackbody node is added to the material to sample the
lighting in the scene and adjust the object’s colors accordingly, simulating how
light interacts with the object’s surface.

These pre-compositing steps helped to achieve a more realistic render with ac-
curate colors and surface details that closely matched the real image.

4 Experiments and Discussions

4.1 Experimental Protocol

The effectiveness of the approach was evaluated using four scenarios, which either
included or excluded color and texture processing. In FIG.4, represents the original
image (4a) used as ground-truth for the comparison and the background of the scene
(4b). The steps outlined in Section.3 were used for each scenario.

In "Without texture and SSF," only steps 1 and 5 were applied. In "Without
texture, with SSF," steps 1, 3, and 5 were applied. In "With texture, without SSF,"
steps 1, 2, 4, and 5 were applied. In "With texture and SSF," all five steps were
applied.

To comprehensively assess the quality of the images, both subjective and objec-
tive evaluations were performed.

4.2 Qualitative Evaluation

FIG.5, illustrates the effectiveness of the proposed image rendering method.
Each image represents the difference between the original and rendered image. The
color bar in the figure provides an intuitive visual representation of the mapping
between the color values and the corresponding pixel intensities in the original image.
A value of 0 on the color bar (white) represents no change in pixel intensity, a red
color indicates the higher value in the original image and blue color indicates her
intensity in the rendered image.

In the first row, corresponding to the rendered image without color and texture,
it can be seen that positioning the camera in Blender to match the original image
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Figure 5 – The graphical representation of the comparison between the pixel intensity
of the original and rendered images. The pixel intensity of the blue channel is plotted
along the Y-axis, and each column of the image is represented along the X-axis.

can be challenging and result in a minimal error. The central object shows higher
differences between the original image and the rendered image without color and
texture, highlighting the effectiveness of the proposed method.

In the second row, corresponding to the rendered image with texture, there is a
noticeable increase in specular artifacts in the middle and right objects. This is due
to the fact that the 2D texture used for projection was an image of a pre-curved
object, which exacerbates these artifacts.

Finally, in the second column, which corresponds to the color rendering, the right
side of the centered objects shows higher values for the rendered image. This is due
to the fact that Blender does not take into account inter-reflections between objects.
In the original image, the red object reflects onto the center object, contributing to
a more purple color on that side of the object.
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4.3 Quantitative Evaluation

The quantitative evaluation of the generated images was performed using three
metrics: SSIM 2 [21], PSNR 3, and ∆E. The SSIM compares the similarity between
the original image and the image generated by Blender, taking into consideration
lighting, contrast, and structure. An SSIM value of 1 indicates that the images
are identical, while a value of 0 indicates complete dissimilarity. The PSNR is a
measure of image quality, with a higher value indicating higher image quality. Finally,
the color difference between two images was compared using ∆E, which involves
transforming the color into the CIELAB color space and computing the difference
between the two colors. A smaller ∆E value indicates closer color matches.

(a) Without texture and
color

(b) Without texture, with
color

(c) With texture, without
color

(d) With texture, with
color

Figure 6 – The results of the approach, as described in Section.4.1, are presented in
(a) to (d). (a) depicts the rendered image without texture and displays the measured
geometric and radiometric metrics. (b) shows the rendered image without texture,
but with the measured geometric and radiometric metrics included. (c) presents the
rendered image with texture, but without the measured geometric and radiometric
metrics. Finally, (d) depicts the rendered image with both texture and the measured
geometric and radiometric metrics.

Table 1 – Comparative analysis metrics for assessing the quality of rendered images.
Method SSIM PSNR ∆E
Without texture and SSF 0.91 64.3 10.2
Without texture, with SSF 0.91 65.2 8.3
With texture, without SSF 0.91 65.2 8.6
With texture and SSF 0.92 65.3 8.4

2. Structure Similarity Index Measure.
3. Peak Signal to Noise Ratio.
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The results presented in TAB.1 demonstrate the effectiveness of the proposed
method in achieving a balance between texture and color quality in rendered im-
ages. This method accounts for the trade-off between texture and color quality, as
different methods may be more appropriate for different applications. For instance,
the method with the highest SSIM score of 0.92 resulted in a PSNR of 65.3 dB
and a color difference of 8.4, as measured by ∆E. However, another method with a
slightly lower SSIM score of 0.91 had a lower PSNR of 65.2 dB, but a lower color dif-
ference of 8.3, indicating that while the application of the texture process improves
the SSIM, it may result in a degradation of color quality, as measured by ∆E. On
the other hand, if the texture process is omitted, the color quality may improve, but
the overall appearance may be less visually similar to the original image.

To further improve the proposed method, the integration of a better image-based
texture is crucial. A high-quality texture can improve the visual appeal and realism
of a rendered image while maintaining a small color difference and increasing the
SSIM score. By incorporating a better texture quality, the proposed method can
achieve a balance between texture and color quality in rendered images, making
it more suitable for applications that require both texture and color to be of high
quality. The use of high quality textures is a critical aspect in achieving the desired
balance between texture and color quality in rendered images.

5 Conclusion

The results of this study show the importance of incorporating real-world camera
and object metrics into the Blender rendering process for more realistic images.
We designed our proposition to respect the meteorology, the image information are
directly linked to the physical properties of the scene. The evaluation of the test
scenes using metrics such as SSIM, PSNR and ∆E showed an improvement in the
realism of the images after incorporating the camera and object parameters.

However, a limitation of this approach was that color correction was only achieved
through post-processing compositing and not through the Blender camera itself. Fur-
ther research in this area should focus on incorporating the color response properties
of the camera, thus having a custom color management to improve the accuracy of
the rendered images.
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