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Seniority and Hierarchy Configuration Interaction for Radicals and
Excited States

Fábris Kossoski1, a) and Pierre-François Loos1, b)

Laboratoire de Chimie et Physique Quantiques (UMR 5626), Université de Toulouse, CNRS, UPS, France

Hierarchy configuration interaction (hCI) has been recently introduced as an alternative configuration interaction (CI)
route combining excitation degree and seniority number, which showed to efficiently recover both dynamic and static
correlations for closed-shell molecular systems [J. Phys. Chem. Lett. 2022, 13, 4342]. Here, we generalize hCI for an
arbitrary reference determinant, allowing calculations for radicals and for excited states in a state-specific way. We
gauge this route against excitation-based CI (eCI) and seniority-based CI (sCI) by evaluating how different ground-state
properties of radicals converge to the full CI limit. We find that hCI outperforms or matches eCI, whereas sCI is far less
accurate, in line with previous observations for closed-shell molecules. Employing the second-order Epstein-Nesbet
perturbation theory as a correction significantly accelerates the convergence of hCI and eCI. We further explore various
hCI and sCI models to calculate excitation energies of closed- and open-shell systems. Our results underline that both
the choice of the reference determinant and the set of orbitals drive the fine balance between correlation of ground
and excited states. State-specific hCI2 and higher order models perform similarly to their eCI counterparts, whereas
lower orders of hCI deliver poor results. In turn, sCI1 produces decent excitation energies for radicals, encouraging the
development of related seniority-based coupled cluster methods.

Excitation energies

MAE = 0.17 eV∆hCI2

MAE = 0.16 eV∆CISD

MAE = 0.64 eV∆sCI2

OH dissociation

ROHF DOCI

CISD

hCI2

FCI

I. INTRODUCTION

Configuration interaction (CI) offers a systematic way to
solve the many-body electronic structure problem.1,2 By in-
cluding progressively more determinants in the Hilbert space,
the wave function becomes increasingly closer to the exact
one, and so does the electronic energy. In full CI (FCI), all
determinants are accounted for and the problem is solved ex-
actly (for a given basis set). In practice, however, one resorts
to approximate CI models, where only the determinants that
satisfy a given criterion are included in the truncated Hilbert
space.

The most well-known CI route is based on the excitation
degree e. Starting from a reference determinant, typically the
Hartree-Fock (HF) determinant, one generates all connected
determinants by exciting at most e electrons. The excitation
degree thus defines the order of the approximate excitation-
based CI (eCI) model: CI with single excitations (CIS), CI
with single and double excitations (CISD), CI with single,
double, and triple excitations (CISDT), etc. The eCI route

a)Electronic mail: fkossoski@irsamc.ups-tlse.fr
b)Electronic mail: loos@irsamc.ups-tlse.fr

rather quickly captures dynamic (weak) correlation, though it
struggles with the description of static (strong) correlation.

A different CI route is based on the seniority number s
(the number of unpaired electrons in a given determinant). In
seniority-based CI (sCI),3–6 there is no reference determinant
and one accounts for all determinants having seniority equal
or less than s. In contrast to eCI, sCI recovers static corre-
lation more efficiently and works well to describe molecular
dissociation,7–9 at the expense of a poorer account of dynamic
correlation and a higher computational cost. For systems with
an even number of electrons, the first approximate model is
defined by s = 0 (sCI0), usually referred to as doubly-occupied
CI (DOCI), which is followed by the higher-order models:
sCI2, sCI4, . . . . For odd numbers of electrons, the seniority
route follows along odd numbers of s: sCI1, sCI3, and so on.

We have recently introduced a third CI route, hierarchy CI
(hCI),10 where the Hilbert space is partitioned according to a
hierarchy parameter h that combines the excitation degree e
and the seniority number s defined as h = (e + s/2)/2. This
definition ensures that all classes of determinants whose num-
ber share the same scaling with system size are included at
the same hierarchy h. This key feature distinguishes hCI from
previous schemes combining excitation and seniority.8,11,12 By
allowing for higher-order excitations of paired electrons (as
explained in detail below), hCI is reminiscent of perfect pairing

ar
X

iv
:2

30
8.

14
61

8v
1 

 [
ph

ys
ic

s.
ch

em
-p

h]
  2

8 
A

ug
 2

02
3

https://doi.org/10.1021/acs.jpclett.2c00730
mailto:fkossoski@irsamc.ups-tlse.fr
mailto:loos@irsamc.ups-tlse.fr


2

models for closed-shell systems.13–19 For different properties
and closed-shell molecular systems, hCI was found to display
an overall faster convergence toward the FCI results than the
traditional eCI route.10 In this sense, it was able to recover both
static and dynamic correlations more effectively than either eCI
or sCI. However, hCI has only been defined for a closed-shell
reference, thus being limited to the ground state of systems
with an even number of electrons.

There are two possible approaches to target excited states
with CI methods. One can employ the ground-state HF or-
bitals and obtain excitation energies from the higher-lying
eigenvalues of the CI matrix, which we refer to as the ground-
state-based approach. Instead, one may optimize the orbitals
for the excited state of interest (described with an appropriate
reference), followed by a separate CI calculation, in a so-called
state-specific approach (∆CI). There has been a recent surge
in the development of state-specific methods, covering single-
reference and multiconfigurational self-consistent field,20–31

density-functional theory,32–44 perturbation theory,45–47 quan-
tum Monte Carlo,48–56 and coupled cluster (CC)57–63 methods.
In particular, by employing a minimal configuration state func-
tion (CSF) reference, we have recently shown that excitation-
based ∆CI models deliver far more accurate excitation energies
than their ground-state-based analogs.29

Here, our first goal is to generalize hCI for an arbitrary type
of reference, thus extending its applicability from ground-state
closed-shells10 to radicals and state-specific excited-state cal-
culations. This is done in Sec. II. The computational details
about the implementation and the specific calculations per-
formed here are presented in Sec. III. In Sec. IV A, we assess
the performance of hCI, eCI, and sCI models by calculating var-
ious properties of four ground-state radicals, which comprises
our second goal. Our third goal is to evaluate how perturbation
theory, more precisely the second-order Epstein-Nesbet (EN2)
perturbative correction (both standard and renormalized),64

impacts various properties of ground-state closed-shell sys-
tems and radicals, for hCI, eCI, and sCI models. This part
is presented in Sec. IV B. Inspired by the results of hCI for
ground-state closed-shell systems,10 and by the promising set
of excitation-based ∆CI,29 here we explore hCI models for
excited states, following both the ground-state-based and state-
specific approaches. In this sense, our fourth goal is to assess
the accuracy of hCI models for excited states, which is the
subject of Sec. IV C. Furthermore, to the best of our knowl-
edge, sCI models have not yet been directly used to target
excited states, despite the growing number of methods that
exploit the concept of seniority, for both ground61,65–81 and
excited states.60–62,79,81–86 Our fifth and last goal, detailed in
Sec. IV D, is therefore to define and gauge ground-state-based
and state-specific sCI models for excited states. Section V
closes the present contribution with the main conclusions and
perspectives.

II. HIERARCHY CONFIGURATION INTERACTION

We introduced hCI10 as a particular truncation of the Hilbert
space, viewed as a two-dimensional map of determinants built

from their seniority s and their excitation degree e with respect
to a reference determinant, as shown in Fig. 1. By defining
orbital subspaces according to the occupancy in the reference
determinant (doubly-occupied, singly-occupied, or unoccu-
pied), we refer to the class of an excited determinant as the
combination of the number of electrons and seniority in each
orbital subspace. hCI was defined such that all classes of de-
terminants whose number Ndet share the same scaling with
the number of basis functions N are included at the same or-
der of truncation h, which means moving diagonally in the
seniority-excitation map (denoted by the color tones in Fig. 1).
In comparison, eCI spans the map horizontally (top to bottom),
whereas sCI does it vertically (left to right).

hCI was initially introduced for a closed-shell reference (left
panel of Fig. 1).10 Here, we generalize it for an arbitrary Slater
determinant reference, including systems with an odd number
of electrons. With respect to a given reference determinant,
we define the hierarchy h of a candidate determinant to be
included in the truncated hCI model as

h =
e + (s − s0)/2

2
, (1)

where s and s0 denote the seniority of the candidate and refer-
ence determinants, respectively, and e represents the excitation
degree that connects them. The definition in Eq. (1) guarantees
the sought-after relation between the classes of determinants
and their scaling. Namely, all classes whose number of de-
terminants Ndet share the same scaling with N enter at the
hierarchy h. Had we employed the absolute value of s − s0
or discarded s0 in the definition of h, this property would not
hold. The term (s − s0)/2 is always an integer, with s and
s0 being even (odd) for systems with even (odd) numbers of
electrons. The excitation degree e is also an integer. There-
fore, h assumes integer or half-integer values, for any type of
reference determinant. For a given hCI model defined by h,
we include all the candidate determinants having a hierarchy
less than or equal to h with respect to any determinant in the
reference. This definition allows us to build multireference hCI
models as well. Notice that Eq. (1) simplifies to the previous
definition10 for the case of a closed-shell reference determinant
where s0 = 0. hCI can be viewed as a CI model that includes
increasingly more dissimilar determinants from a given ref-
erence determinant. The level of dissimilarity is represented
by the hierarchy h, which accounts for differences in orbital
occupation (through the excitation degree e) and differences in
the number of unpaired electrons [through the term (s − s0)/2].

We show in Fig. 1 how the seniority-excitation map of de-
terminants is partitioned for a closed-shell reference (s0 = 0),
and for open-shell references with one (s0 = 1) or two (s0 = 2)
unpaired electrons. For these three types of references, the
classes of determinants included up to hCI1 are presented in
Fig. 2. The closed-shell reference determinant is the natural
choice for describing the ground state of a closed-shell system,
as well as their doubly-excited states.29,36,37,59–61 Meanwhile,
a determinant having one unpaired electron is suitable for an
open-shell system with doublet ground and excited states. Sin-
glet and triplet singly-excited states of closed-shell systems as
well as diradicals87–89 would require a reference determinant
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FIG. 1. Partitioning of the Hilbert space according to the seniority number s and the excitation degree e with respect to a given reference
determinant (shown by its side), for a closed-shell reference (left), an open-shell reference with one unpaired electron (center) and an open-shell
reference with two unpaired electrons (right). The color tones represent the determinants that are included at a given hCI model. hCI0 reduces to
the reference determinant (usually the HF solution) in the former two cases, where s0 = 0 and s0 = 1.

with two unpaired electrons.
In eCI, the number of determinants Ndet scales polynomially

with the number of basis functions N as N2e.1 Likewise, in
hCI, Ndet scales as N2h. The actual computational cost scales
as O(N2e+2) for eCI, and similarly for hCI, scaling as O(N2h+2).
Both the scaling of Ndet and the computational scaling along
the two routes are shown in Table I. As for sCI models, the
scaling of Ndet with respect to N is exponential at all orders.3–6

This is because excitations of all degrees are included, even at
lower orders, such as sCI0 and sCI1.

TABLE I. Scaling of Ndet and Computational Scaling (Cost) in Terms
of the Number of Basis Functions N for the Hierarchy- and Excitation-
Based CI Routes, With and Without the EN2 Perturbative Correction.

Hierarchy-based Excitation-based Ndet Cost
hCI1 CIS O(N2) O(N4)
hCI1.5 O(N3) O(N5)
hCI2 hCI1+EN2 CISD CIS+EN2 O(N4) O(N6)
hCI2.5 hCI1.5+EN2 O(N5) O(N7)
hCI3 hCI2+EN2 CISDT CISD+EN2 O(N6) O(N8)
hCI3.5 hCI2.5+EN2 O(N7) O(N9)
hCI4 hCI3+EN2 CISDTQ CISDT+EN2 O(N8) O(N10)

For a closed-shell reference determinant (s0 = 0), hCI0
reduces to the reference determinant, usually chosen as the
HF one. The first non-trivial order is hCI1 (see left panel of
Fig. 1), which accounts for all single excitations (as CIS) plus
all paired double excitations (two electrons promoted from
the same occupied orbital into the same virtual orbital), as
shown in the top left panel of Fig. 2. For both classes of
determinants, their number scales as N2, and are thus taken
into account at the same hierarchy of hCI (h = 1 in this case).
An odd number of excitations from a closed-shell reference
always leave unpaired electrons, hence the empty blocks at
s = 0 for odd e. hCI1.5 augments the set of hCI1 determinants
with the set of double excitations where two electrons are
unpaired. At the next integer order, hCI2 incorporates all
classes of determinants where Ndet scales as N4. In total, it
accounts for all single and double excitations (as CISD), plus
the subset of triple excitations that leave only two unpaired

electrons, plus the subset of quadruple excitations where no
electrons are unpaired.

For an odd number of electrons, s assumes odd values start-
ing from s = 1. The simplest reference is an open-shell de-
terminant with one unpaired electron (s0 = 1), shown in the
center panel of Fig. 1 and in the top right panel of Fig. 2.
hCI0 also reduces to the reference determinant (the restricted
open-shell HF solution being a natural choice). In contrast to
the closed-shell case, here there are no empty blocks in the
seniority-excitation map. Actually, the hCI series displays the
hCI0.5 level, accounting only for the single excitations from
and into the singly-occupied orbital. When HF orbitals are
employed, these excitations do not connect with the reference,
and in this case, hCI0.5 provides the same energy as restricted
open-shell HF. More generally, since there are more types of
orbitals for the open-shell reference (doubly-occupied, singly-
occupied, and unoccupied) than for the closed-shell reference
(doubly-occupied or unoccupied), there are correspondingly
more classes of determinants at a given level of hCI. This can
be appreciated from the comparison of hCI1 for closed- and
open-shell references, shown in Fig. 2.

Finally, one can employ a reference determinant having
more unpaired electrons to define hCI models. The case of
two unpaired electrons (s0 = 2) is shown in the right panel of
Fig. 1. The key difference in the hCI sequence, with respect
to the closed-shell case, lies in the displacement by one block
to the right in the seniority-excitation map, reflecting the shift
from the seniority-zero to the seniority-two reference. In addi-
tion, in the two previous cases, the hCI0 level only included
the reference determinant whereas, for s0 = 2, hCI0 does not
only account for the reference determinant but also for the two
closed-shell determinants produced by the single excitation
that pairs the two unpaired electrons. The hCI1 classes of de-
terminants for the s0 = 2 reference can be seen in the bottom of
Fig. 2, which clearly outnumbers the fewer classes associated
with the s0 = 0 and s0 = 1 cases.

One could adopt references with even larger s0, further dis-
placing the hCI sequence to the right in the seniority-excitation
map. In this case, hCI0 would include all the lower spin deter-
minants obtained by partially or totally pairing the unpaired
electrons. Notice that the number of such determinants does
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FIG. 2. Classes of determinants generated in hCI0, hCI0.5, and hCI1, for three different reference determinants: closed-shell (top left), open-shell
with one unpaired electron (top right), and open-shell with two unpaired electrons (bottom). By dividing the orbitals of the reference determinant
into doubly-occupied, singly-occupied, and unoccupied subspaces, the class of an excited determinant is defined by the number of electrons and
seniority in each orbital subspace.

not depend on the system size (scaling as N0), and are thus
included at the h = 0 level, in line with the spirit of hCI. In a
similar fashion, hCI can be built on top of a larger s0 reference
for odd numbers of electrons. The deduction for the number
of determinants in a given hCI model, for the s0 = 0 closed-
shell, s0 = 1 open-shell, as well as for an arbitrary reference
determinant, can be found in Appendix A.

For a reference containing unpaired electrons, an approxi-
mate CI model generally produces spin-contaminated states.
One can impose the solutions to have a well-defined spin
by including additional determinants generated via higher-
order hierarchies, which account for the missing spin-flip
configurations.90 The spin-contamination problem and its so-
lution are therefore equivalent to that encountered in eCI.91

Here, we have employed this procedure and considered pure
spin states. For the calculation of excitation energies, however,
we have also assessed the effect of not imposing this condition.

For the s0 = 2 reference, one could alternatively employ a
high-spin triplet determinant (two unpaired spin-up electrons),
rather than the low-spin determinant shown in Fig. 1. Regard-
less of the choice, hCI (as eCI) produces the same energies for
the triplet states, provided that a spin eigenstate is imposed.

III. COMPUTATIONAL DETAILS

The hCI models introduced here were implemented in quan-
tum package64 through a straightforward modification of the
configuration interaction using a perturbative selection made
iteratively (CIPSI) algorithm.92–95 By allowing only for the de-
terminants that are connected with the reference determinant(s)
up to a given maximum hierarchy h, the CIPSI algorithm is
restricted to the truncated Hilbert space specified by the ref-
erence determinant(s), and the value of h. quantum package64

was also employed to perform all the present eCI, sCI, and FCI
calculations. In a given calculation, the energies are considered
to be converged when the (largest) EN2 correction computed
in the truncated Hilbert space lies below 0.01 mEh.96 This se-
lected CI procedure requires considerably fewer determinants
than the total number of determinants in the truncated Hilbert
space while delivering fairly converged energies. The ground-
and excited-state CI energies are obtained with the Davidson
iterative algorithm.97

For a given approximate CI model, we further evaluated the
standard and the renormalized EN2 perturbative correction.64

This calculation involves a single loop over the determinants
left outside the truncated (internal) space but connected to it
via at most double excitations. Looping over these external
doubly excited determinants has a computational scaling equal
to Ndet, thus O(N2e+4) for eCI and O(N2h+4) for hCI, where e
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or h define the internal CI space. For example, hCI2 and CISD
present a O(N6) computational scaling, whereas hCI2+EN2
and CISD+EN2 scale as O(N8), though with a small prefactor
stemming from the EN2 calculation that employs a very effi-
cient semistochastic algorithm.96 The computational scaling
associated with the CI+EN2 calculations is also presented in
Table I.

To gauge the performance of hCI, eCI, and sCI for radicals,
we have calculated the ground-state potential energy curves
(PECs) for the dissociation of four radicals: OH, CN, vinyl
(C2H3), and H7. The CI calculations employed the ground-
state restricted open-shell HF orbitals, described with the cc-
pVDZ basis set, and within the frozen-core approximation.
For such small systems and basis sets, FCI is attainable and
provides the reference results for gauging the approximate CI
models. The equilibrium geometry of vinyl was taken from
Ref. 98 and is also reproduced in the Supporting Information.
Their PECs were computed along the C –– C double bond break-
ing coordinate, with the remaining internal coordinates kept
frozen. For H7, we considered equally spaced and linearly
arranged hydrogen atoms and the PECs were computed along
the symmetric dissociation coordinate.

The results were analyzed along the same lines as our previ-
ous report on hCI for closed-shell systems.10 Namely, for the
different CI models considered here, we evaluated the conver-
gence of the non-parallelity error (NPE), the distance error, the
harmonic vibrational frequencies, and the equilibrium bond
lengths, as functions of Ndet. The NPE of a given level of
theory is defined as the maximum minus the minimum energy
differences between its corresponding PEC and the FCI PEC,
for a given range of coordinates. Here, we redefine the previ-
ous definition of the distance error10 to accommodate for the
fact the approximate PEC might appear below the FCI one
when perturbative corrections are employed. In such cases and
with the previous definition, undesired negative values could
be attained. The distance error is redefined based on the signed
differences between two PECs, as the absolute value of their
maximum difference plus the absolute value of their minimum
difference, evaluated at a given coordinate interval. This new
definition measures how close are two PECs, remaining always
non-negative. From here on, we employ equilibrium proper-
ties when referring to both the equilibrium geometry and the
harmonic vibrational frequency. Details about how the equilib-
rium properties were obtained from the calculated PECs, along
with the ranges defining the NPE and distance errors can be
found in the Supporting Information.

The various CI models introduced here were further assessed
based on calculated vertical excitation energies for 60 elec-
tronic states, from 18 closed-shell systems and 8 radicals, with
geometries extracted from the QUEST database.99 The full
set of excited states and calculated excitation energies, for the
various CI models, are provided in the Supporting Information.
We employed the aug-cc-pVDZ basis set for systems having
up to three non-hydrogen atoms and the 6-31+G(d) basis set
for the larger ones. Core orbitals were frozen systematically.
We impose the CI solutions to be eigenstates of the spin an-
gular momentum operator, which implies accounting for a
set of appropriate spin-flipped determinants stemming from

higher-order excitations or hierarchies.90 In this sense, our CIS
calculations for radicals actually correspond to the so-called
extended CIS91 for instance, and equivalently for the other
hCI, eCI, and sCI models. Notice that spin-contaminated solu-
tions would have different energies than the spin eigenstates
considered here.

We performed calculations following both the standard
ground-state-based CI route and the state-specific CI route.29

For the latter, we employed the state-specific orbitals obtained
in Ref. 29. Notice that, in contrast to eCI, the energies obtained
with sCI and hCI models are not invariant under rotations
within the occupied and virtual subspaces. The restricted HF
solution (restricted open-shell HF for the open-shell systems)
was taken as the reference determinant for the hCI and eCI
ground-state calculations (left and middle panels of Fig. 1).
For the state-specific hCI and eCI calculations, we employed a
minimal CSF reference:29 a single open-shell determinant for
the doublet excited states and a single open-shell CSF for the
excited states from closed-shell systems (middle and right pan-
els of Fig. 1, respectively). The computed excitation energies
were benchmarked against the reference values of FCI quality
provided in the QUEST database.99

As for the sCI models, we considered sCI1 for both ground
and (state-specific) excited-state calculations for the doublet
open-shell systems. For the closed-shell systems and their ex-
cited states, we explored two models. In the sCI2/sCI0 model,
the ground state was described with sCI0 and the excited state
with sCI2, which is the minimal sCI calculation for computing
singly-excited states of closed-shell systems. Further includ-
ing the seniority-two sector for the ground-state calculations
defines the sCI2/sCI2 model.

From here on, CI models carrying the ∆ symbol denote a
state-specific approach, whereas those without it correspond to
a ground-state-based approach.

IV. RESULTS AND DISCUSSION

A. hCI for radicals

The full set of PECs for the open-shell systems (OH, CN,
H7, and vinyl) are presented in the Supporting Information.
From these PECs, we obtain the NPEs, distance errors, equi-
librium bond lengths, and harmonic vibrational frequencies,
which are plotted as functions of Ndet in Fig. 3. Each point in
the figure denotes one CI model. For instance, the hCI route is
represented by the dark green line, with the first point being
hCI0 (which corresponds to HF in the present cases), the sec-
ond being hCI1, the third being hCI1.5, etc. The corresponding
results for the closed-shell systems (HF, F2, N2, ethylene, H4,
and H8) are shown in Fig. 4. When we first introduced hCI,10

we surveyed the same molecules, though only for the bare
CI models (without a perturbative correction). These previ-
ous results are reproduced in Fig. 4 together with the present
results, which include such correction. First, we discuss the
results for the bare CI models (hCI, eCI, and sCI) for the open-
shell systems (represented by the dark tones in the figures),
leaving the discussion about the perturbative correction (light
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tones) for both open-shell and closed-shell systems to the next
subsection.

We find that hCI typically improves the convergence with
respect to Ndet when compared to eCI, for the four properties
surveyed here. The present finding for open-shell systems,
therefore, parallels the previously reported superiority of hCI
for closed-shell systems.10

The smaller NPEs obtained with hCI are related to the bet-
ter description of the PECs at dissociation. This is due to
a larger fraction of static correlation being recovered, stem-
ming from the classes of determinants appearing lower in the
seniority-excitation map (see Fig. 1), namely, determinants
high in excitation degree e and low in seniority s, absent in
eCI of the same order. The smaller NPEs attained with hCI are
clear for OH (involving a single bond breaking), vinyl (dou-
ble bond breaking), and CN (triple bond breaking), whereas
for H7 (multiple bond breaking), hCI and eCI are comparable.
This dependence on the order of bond breaking had also been
observed for closed-shell systems10 (as can be seen in Fig. 4),
and would be expected, as describing dissociation becomes in-
creasingly more challenging as the bond order increases. Even
though hCI manages to recover more static correlation than
eCI, the advantage of the former is more striking for single
bond breaking, whereas multiple bond breaking (like H7 and
H8) inevitably requires higher-order excited determinants.

The distance errors obtained with hCI and eCI are over-
all comparable for open-shells, whereas the former presents
slightly better convergence for the closed-shell systems. In
comparison to eCI, hCI leads to either comparable or some-
what faster (for CN) convergence of the equilibrium geometries
for the open-shell systems. Finally, hCI systematically outper-
forms eCI in the calculation of vibrational frequencies, except
for H7, where no big difference is found. Given the overall
slight superiority of hCI for the equilibrium properties, it also
manages to account for more dynamic correlation than eCI, for
both open-shell and closed-shell systems.

In great contrast to hCI and eCI, sCI models deliver a poor
convergence of all observables. The single exception is the
NPE for OH obtained from sCI0, in between the NPEs ob-
tained from hCI2 and CISDT, methods having a comparable
computational cost in this particular case. Going to larger basis
sets or bigger systems, the computational burden of sCI mod-
els would increase considerably more than hCI or eCI models,
due to its formal exponential scaling. As far as configuration
interaction methods are concerned, we conclude that the sCI
route is unattractive to open-shell systems, in line with similar
findings for closed-shell systems10 (also see Fig. 4).

We recall that ground-state restricted open-shell HF orbitals
were employed in all calculations for the ground-state radi-
cals. In contrast to eCI, methods that rely on the seniority to
generate excited determinants (like the hCI and sCI models
addressed here) are not invariant under orbital rotations within
the occupied and virtual subspaces.3,66,74 One could exploit the
rotations within each subspace (by means of orbital localiza-
tion for example) to hopefully render more suitable orbitals
for hCI and sCI calculations. In our first contribution on hCI
to closed-shell systems,10 we went one step further and varia-
tionally optimized the orbitals at the correlated CI level, thus

allowing rotations between occupied and virtual subspaces. Ex-
cept for the lower-order CI models, the cost and complications
of orbital optimization outweigh the mixed improvement in the
computed properties.10 For the closed-shell systems (surveyed
both here and in the previous study10), the results become sig-
nificantly more accurate with the EN2 perturbative correction
rather than by variationally optimizing the orbitals.

B. hCI plus EN2 correction

The results for the CI models corrected by the standard
EN2 energy are represented by the light tones in Figs. 3 and
4. We excluded instances where the PECs present important
discontinuities. These discontinuities reflect crossings between
states of different symmetries in the unperturbed CI calculation,
appearing as kinks in the computed ground-state PEC. Due
to the abrupt change of character, the EN2 correction is not
uniform and gives rise to the observed discontinuities. This
happens for the open-shell systems at dissociation (except for
OH), for which we do not present NPEs and distance errors.
For OH and the six closed-shell systems, the EN2 correction
produced smooth PECs at dissociation. Around the equilibrium
geometry, the EN2 correction also leads to well-behaved PECs,
for all CI models, and for all systems, except for CN (thus no
equilibrium properties are presented for this radical). This is
simply due to its several close-lying excited states. If we were
to follow the PEC of a given symmetry (and not the lowest-
lying state as we did here), there would be no discontinuities
stemming from the EN2 contribution.

We found that the EN2 perturbative correction significantly
reduces the errors of the bare CI calculations. This is observed
for all the CI models, systems, and observables considered
here. For OH, in particular, the improvement is massive, as
even the lower levels of CI+EN2 deliver very close results to
FCI. Importantly, the hCI+EN2 route outperforms its eCI+EN2
counterpart, thus preserving the advantage observed without
the perturbative correction. Similarly, the correction typically
maintains the comparable performance of the two routes when
this is the case according to the unperturbed CI calculations.

The improvement brought by the perturbative correction is
such that a given CI+EN2 model often provides more accu-
rate results than the higher-order bare CI model sharing the
same computational scaling. For instance, hCI1+EN2 and
hCI2 display the same O(N6) computational scaling, and the
former outperforms the latter in many cases. In Figs. 3 and 4,
hCI1+EN2 correlates with the second light green mark, and
hCI2 with the fourth dark green mark. The former model
provides smaller NPEs and distance errors for OH, HF, F2
(all single-bond breakings), the opposite being true for mul-
tiple bond breaking. The advantage of the EN2 correction is
more striking for the equilibrium properties, where hCI1+EN2
is more accurate than hCI2 for OH, vinyl, ethylene, and N2,
whereas both models perform similarly for the remaining sys-
tems. It is worth recalling that the prefactor associated with
the EN2 calculation is smaller than the one associated with
the higher-order CI calculation, which, in the above example,
makes hCI1+EN2 cheaper than hCI2. In many cases, the accu-
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FIG. 3. Non-parallelity error (NPE), distance error, equilibrium distance, and vibrational frequency (or force constant), for OH, CN, vinyl, and
H7, as functions of the number of determinants (Ndet), according to the hCI (green), eCI (red), and sCI (blue) models, with (light tones) and
without (dark tones) the standard EN2 perturbative correction. The dashed lines represent the FCI results.

racy of hCI1+EN2 is actually better or comparable to that of
hCI2.5 or CISDT, considerably more expensive models.

A similar impact on the effect of the EN2 correction also
holds for eCI. For that, we compare CISD+EN2 and CISDT,
both sharing a O(N8) scaling. CISD+EN2 correlates with the
third dark red mark and CISDT with the fourth light red mark
in Figs. 3 and 4. The errors for the four observables are
systematically smaller than the former model, except for the
NPE and distance error of H8 and the equilibrium properties
of H7, where they are comparable.

The EN2 correction usually ameliorates the performance of
the sCI route, though to a lesser extent than observed for hCI
and eCI. This reflects the poorer reference provided by sCI,
from which perturbation theory struggles to recover from. In
a handful of cases, the EN2 correction does not improve the
bare sCI results, for both NPEs (OH, N2, F2, and ethylene) and
equilibrium properties (vinyl, HF, F2, and ethylene). Overall,
the sCI+EN2 route is too expensive for the attained accuracy.

In very few cases, the EN2 correction does not improve
the bare CI results, suggesting important cancellation of er-
rors in the latter. This is seen when employing the hCI1 and
hCI1+EN2 models to compute the NPE of OH and F2, and
to some extent the equilibrium properties of F2. These are
exceptions though, as the EN2 correction practically always
improves the accuracy of the computed observables. It fur-
ther leads to an overall more monotonic convergence of the
observables. In this sense, it regularizes oscillations seen in the
unperturbed case, probably related to the cancellation of errors
at the lower orders. This is clearly seen in the equilibrium
properties of vinyl, H7, and F2, and in the NPE of OH, HF, F2,
and ethylene.

Instead of the usual EN2 correction, discussed so far and
shown in Figs. 3 and 4, one can compute the renormalized EN2
correction.64 Analogous results showing the convergence of ob-
servables for both usual and renormalized EN2 corrections are
shown in the Supporting Information. Significant differences
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FIG. 4. Non-parallelity error (NPE), distance error, equilibrium distance, and vibrational frequency (or force constant), for HF, F2, ethylene,
N2, H4, and H8, as functions of the number of determinants (Ndet), according to the hCI (green), eCI (red) and sCI (blue) models, with (light
tones) and without (dark tones) the standard EN2 perturbative correction. The dashed lines represent the FCI results.
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can be encountered at the lower orders of CI, becoming negligi-
ble at higher orders. More often than not, the usual correction
performs better. The difference is noticeable for ethylene, N2,
H7, and H8, and to a lesser extent for vinyl, whereas for H4
the results are mixed. The renormalized correction is slightly
more accurate for OH, HF, and F2. These results suggest that
renormalizing the EN2 energy may only be helpful for single
bond breaking, though by a small amount, whereas it wors-
ens the results for multiple bond breaking. Overall, the usual
EN2 correction should probably be favored when employed in
combination with the approximate CI models.

C. hCI for excited states

For each CI model considered here, we evaluate the mean
signed error (MSE), mean absolute error (MAE), root-mean-
square error (RMSE), and standard deviation of the errors
(SDE). with respect to the reference theoretical values for the
excitation energies. For the lower-order models, the calcula-
tions were performed for 50 (closed-shell) and 19 (open-shell)
excited states. In turn, subsets of 16 (closed-shell) and 6 (open-
shell) excited states were considered for the higher-order CI
models, given the more intensive computational cost. Even
though these subsets are too small for meaningful absolute
statistics, they should be enough to reveal main trends. A
detailed comparison of eCI based on ground-state and state-
specific approaches can be found elsewhere.29 The focus of the
present discussion lies on the comparison between hCI and eCI,
and sCI, and on a similar comparison between ground-state
and state-specific approaches for hCI and sCI.

We start the discussion with the excitations from closed-
shell systems, with corresponding statistical errors shown in
Table II. The first level of hCI, hCI1, produces poor excitation
energies, with a MAE of 1.16 eV. This model shares the same
computational scaling with CIS, but includes the paired dou-
ble excitations, which clearly worsen the decent CIS results
(MAE of 0.61 eV). Moving one rank up, to hCI1.5, the MAE
increases to 1.95 eV, and then reaches a maximum of 3.53 eV
at the hCI2 level. We notice that hCI2 delivers somewhat
smaller errors than CISD (MAE of 4.09 eV), even though both
are way too large. From that point on, the next hCI models
generate progressively better results. Despite the improvement
with respect to hCI2, hCI2.5 is still as inaccurate (MAE of
1.95 eV) as hCI1.5. At the hCI3 level, significantly smaller
errors are finally achieved (MAE of 0.19 eV). This is close to
that obtained with the eCI model of the same order, CISDT
(0.17 eV). Even smaller errors are produced at the hCI3.5 level
(MAE of 0.11 eV), but at a considerable computational cost.

As discussed above, the errors on excitation energies ob-
tained with the hCI models first increase as one augments the
hierarchy parameter h, reaching a maximum at hCI2, and then
decrease towards higher orders. This behavior parallels what is
well established for the excitation energies computed with eCI,
where CISD is far worse than CIS, which in turn is inferior to
CISDT, whereas CISDTQ is considerably more accurate. This
can be understood based on the role of the excited determinants
for ground and excited states. The excited determinants of the

TABLE II. Mean Signed Error (MSE), Mean Absolute Error (MAE),
Root-Mean Square Error (RMSE), and Standard Deviation of the
Errors (SDE), in Units of eV, with Respect to Reference Theoretical
Values, for the Set of Singly Excited States of Closed-Shell Systems
Listed in the Supporting Information.

method count MSE MAE RMSE SDE
CIS 48 +0.03 0.61 0.59 0.77
CISD 16 +4.09 4.09 4.18 0.84
CISDT 16 +0.12 0.17 0.18 0.14
CISDTQ 16 +0.15 0.15 0.17 0.08
hCI1 50 +1.07 1.16 1.39 0.89
hCI1.5 50 +1.95 1.95 2.04 0.59
hCI2 16 +2.99 3.53 3.61 0.76
hCI2.5 16 +1.95 1.95 2.06 0.66
hCI3 16 +0.19 0.19 0.21 0.08
hCI3.5 16 +0.11 0.11 0.13 0.07
∆CSF 50 −0.71 0.77 0.91 0.58
∆CISD 50 −0.12 0.17 0.22 0.18
∆CISDT 16 −0.20 0.20 0.22 0.11
∆CISDTQ 16 −0.02 0.02 0.02 0.02
∆hCI1 50 −1.29 1.47 1.63 1.00
∆hCI1.5 50 −2.80 2.80 3.03 1.15
∆hCI2 50 −0.18 0.20 0.25 0.16
∆hCI2.5 16 −0.27 0.27 0.30 0.13
∆hCI3 16 −0.22 0.22 0.24 0.10
∆hCI3.5 16 −0.08 0.08 0.09 0.05
sCI2/sCI2 50 +1.22 1.29 1.45 0.78
sCI2/sCI0 50 −0.47 0.62 0.92 0.80
∆sCI2/sCI2 50 +0.65 0.78 0.89 0.60
∆sCI2/sCI0 50 −1.04 1.04 1.21 0.62

low-order hCI models (hCI1 and hCI1.5) already account for
some correlation for the ground state, but represent mostly
orbital relaxation of the excited state, which thus remains less
correlated. This favored description of the ground state ex-
plains the overestimated excitation energies at these orders.
The effect becomes exaggerated at the hCI2 (and CISD) level
since it captures most of the ground state correlation through
the unpaired double excitations, which in turn just start to de-
scribe correlation for the excited state. Higher-order models,
starting at hCI3 and CISDT, are needed to recover a large frac-
tion of the excited-state correlation, and at this point, the errors
on the excitation energies decline progressively. Because the
excited determinants are accessed from the ground-state de-
terminant and due to ground-state HF orbitals, the description
of the ground state is always favored. This explains why hCI
systematically overestimates the excitation energies, just as
eCI does.

Employing state-specific orbitals would be expected to sup-
press the bias toward the ground state and lead to improved
results, as observed, for instance, when going from CISD to
∆CISD29. However, for the low orders of state-specific hCI
(∆hCI1 and ∆hCI1.5), we actually found larger errors than
with the ground-state-based approach, this time by underesti-
mating the excitation energies. Besides the set of orbitals, the
classes of determinants included at each order play an equally
important role and explains our observation. Still considering
the excitations of the closed-shell systems, different classes of
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determinants are accessed from the ground-state reference (a
closed-shell determinant) and from the excited-state reference
(a single open-shell CSF), for a given hierarchy parameter h.
The case of ∆hCI1 can be understood by comparing the hCI1
determinants for these two references, shown in Fig. 2. There
is far more diversity in the classes of determinants employed
for the excited-state calculation than for the ground-state one,
a consequence of the different references. Because of that, low
orders of hCI may be expected to capture a larger fraction of
correlation for the excited state than for ground state. This
is further supported by the more accurate results obtained for
excitations of open-shell systems (discussed in detail later),
where the same type of reference is employed. Although hCI
is constructed to account for all classes of determinants whose
number share the same computational scaling, at the lower or-
ders, this procedure does not lead to a balanced description of
correlation, at least for excitations of closed-shell systems and
the present choice of minimal references. An important point to
realize from the present results is that a state-specific approach
is not necessarily more accurate than a ground-state-based
approach. Both the orbitals and the classes of determinants
of a given CI model control the fine balance of ground- and
excited-state correlation effects.

At the ∆hCI2 level, the unbalance associated with the state-
specific classes of determinants is reduced to a great extent.
At this level, the state-specific advantage clearly manifests,
with ∆hCI2 having a MAE of 0.20 eV, substantially smaller
than the MAE of 3.53 eV obtained from hCI2. This compari-
son between ground-state-based and state-specific approaches
is analogous to our previous finding on the eCI models of
the same order, CISD, and ∆CISD.29 Even though hCI2 is
somewhat more accurate than CISD (both have large errors),
their state-specific versions share a comparable performance.
Actually, ∆hCI2 is slightly less accurate than ∆CISD, with
MAEs of 0.20 eV and 0.17 eV. Moreover, ∆hCI2 has a more
negative MSE than ∆CISD (−0.18 eV against −0.12 eV). Al-
beit small, these differences are statistically significant, and
∆CISD would still be preferable to ∆hCI2 by some margin.
The slightly worse performance of ∆hCI2 probably stems from
a residual unbalance associated with the state-specific classes
of determinants.

Moving to ∆hCI2.5 increases the errors (MAE of 0.27 eV)
when compared to ∆hCI2 (MAE of 0.20 eV). This could be
due to another set of unbalanced state-specific determinants
that enters at this stage, likewise to what was observed between
∆hCI1 and ∆hCI1.5. Despite the differing number of states
considered, the observed variation in the accuracy of ∆hCI2
and ∆hCI2.5 is statistically significant, which is confirmed by
calculating the statistical errors for the same subset of excited
states. Even though ∆hCI2.5 is much more accurate than
hCI2.5, ∆hCI2 or ∆CISD remain cheaper and more accurate.

The situation improves at ∆hCI3 (MAE of 0.22 eV), though
it still remains less accurate than ∆hCI2, only surpassed at
the ∆hCI3.5 level (MAE of 0.08 eV). There is no gain in go-
ing from hCI3 (MAE of 0.19 eV) to ∆hCI3 and from hCI3.5
(MAE of 0.11 eV) to ∆hCI3.5, likewise to what had been found
for CISDT and ∆CISDT.29 We notice, however, that the state-
specific route presents negative MSEs, in contrast to the posi-

tive values obtained with the ground-state-based route, for both
hCI and eCI. Furthermore, eCI and hCI present comparable
performances at this order, with an arguable preference for the
former, as also discussed above for ∆CISD and ∆hCI2.

We now shift to the discussion of excitations for open-shell
systems. The statistical errors are shown in Table III. The
key difference on the calculations for open-shell excitations is
that the same type of reference was employed for ground- and
excited-state calculations, namely, a single open-shell deter-
minant, shown in the center panel of Fig. 1. In contrast, the
excited states from the closed-shell systems relied on different
classes of reference determinants. This accounts for the more
accurate results observed for open-shell excitations and ex-
plains most of the differences with respect to excitations from
closed-shell systems, as discussed in detail in the following.

TABLE III. Mean Signed Error (MSE), Mean Absolute Error (MAE),
Root-Mean Square Error (RMSE), and Standard Deviation of the
Errors (SDE) in Units of eV, with Respect to Reference Theoretical
Values, for the Set of Singly-Excited States from Open-Shell Doublets
Listed in the Supporting Information.

method count MSE MAE RMSE SDE
CIS 19 +0.38 0.41 0.63 0.50
CISD 6 +2.97 2.97 3.19 1.17
CISDT 6 +0.06 0.07 0.09 0.06
CISDTQ 6 +0.08 0.08 0.11 0.08
hCI1 19 +0.65 0.73 0.91 0.64
hCI1.5 19 +1.07 1.07 1.26 0.68
hCI2 6 +1.32 1.32 1.60 0.90
hCI2.5 6 +0.03 0.05 0.06 0.05
hCI3 6 +0.00 0.04 0.05 0.05
hCI3.5 6 +0.01 0.03 0.05 0.04
∆CSF 19 −0.04 0.43 0.59 0.59
∆CISD 19 +0.00 0.12 0.21 0.21
∆CISDT 6 −0.07 0.07 0.10 0.08
∆CISDTQ 6 −0.02 0.02 0.02 0.02
∆hCI1 19 −0.21 0.35 0.49 0.44
∆hCI1.5 19 −0.14 0.45 0.70 0.69
∆hCI2 19 −0.02 0.10 0.16 0.16
∆hCI2.5 6 −0.09 0.09 0.14 0.10
∆hCI3 6 −0.06 0.06 0.08 0.05
∆hCI3.5 6 −0.02 0.02 0.03 0.02
sCI1 19 +0.20 0.35 0.57 0.53
∆sCI1 19 −0.12 0.28 0.39 0.37

When using ground-state orbitals, we found the performance
initially degrades and later improves as the order increases, for
both eCI and hCI. This is similar to what was observed for
the closed-shell excitations and can be traced back to a biased
description of the ground state related to the choice of ground-
state orbitals. An important difference, however, is that the
maximum error, also at hCI2, is significantly smaller (MAE
of 1.32 eV) for open-shells than for closed-shells (MAE of
3.53 eV). This clearly reflects the choice of reference, as both
ground and excited states of the open shells considered here
are qualitatively described with the same type of determinant.
For the same reason, the MSEs are systematically smaller for
the open-shell excitations (though still positive because of the
ground-state orbitals).
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Once state-specific orbitals are employed, there is no re-
maining bias toward the ground state. In stark contrast to the
closed-shell case, the lower orders of hCI, ∆hCI1 (MAE of
0.35 eV) and ∆hCI1.5 (MAE of 0.45 eV), become more accu-
rate than their ground-state-based counterparts, hCI1 (MAE
of 0.73 eV) and hCI1.5 (MAE of 1.07 eV). Once again, this is
thanks to the same type of reference in ground- and excited-
state calculations. The case of ∆hCI1 for open-shell excitations
is depicted in Fig. 2, in comparison to the more unbalanced
case of excitations from closed-shells. We notice, however,
an apparent residual bias from the somewhat negative MSEs
(−0.21 eV with ∆hCI1 and −0.14 eV with ∆hCI1.5), and that
∆hCI1.5 is slightly less accurate than ∆hCI1.

This residual bias virtually disappears at the next order,
∆hCI2 (MSE of −0.02 eV), whereas for the closed-shell sys-
tems even ∆hCI3.5 significantly underestimated (MSE of
−0.08 eV) the excitation energies. The same comparison be-
tween open- and closed-shells holds for eCI models. For
the open-shell transitions, ∆hCI2 is slightly more accurate
(MAE of 0.10 eV and RMSE of 0.16 eV) than ∆CISD (MAE
of 0.12 eV and RMSE of 0.21 eV). In further contrast to the
closed-shell case, ∆hCI2.5 is as accurate as ∆hCI2, producing
a MAE of 0.09 eV. (Accounting only for the 6 states consid-
ered for ∆hCI2.5, ∆hCI2 would also have a MAE of 0.09 eV.)
Likewise, higher-order hCI models become progressively more
accurate. Even though the statistics become more limited, they
suggest both a small advantage of the hCI models against eCI
and that the ground-state routes perform slightly better than
the state-specific ones.

For the state-specific models, we have further assessed the
impact of not imposing spin eigenstates (the results and statis-
tics can be found in the Supporting Information). This amounts
to not including the appropriate spin-flip determinants lying
above the hierarchy or excitation degree of choice. The effect
is minimal for the excitation energies of both closed- and open-
shell systems, in the ∆hCI1.5, ∆hCI2, and ∆CISD models. The
mean difference on the individual excitation energies lies be-
tween 0.01 eV and 0.02 eV for the latter two and one order of
magnitude less for ∆hCI1.5. Similarly, small effects are seen
in the global statistics. In turn, ∆hCI1 is more affected, which
would be expected given it is a low order model. Average
individual excitations of closed- and open-shell systems vary
by 0.26 eV and 0.06 eV, respectively, always in the sense of
improving the energies in the former case, though not enough
to cause a considerable reduction of the large absolute errors.
Overall, not constraining the CI solutions to have well-defined
spin brings practical complications (as more roots have to be
calculated) and does not improve the computed excitation en-
ergies obtained with the more competitive ∆CISD and ∆hCI2
models. The sCI models, discussed in the next subsection, are
naturally spin eigenstates, and there is no need to enforce that.

D. sCI for excited states

We refer back to Table II to discuss the performance of
sCI for excited states of closed-shell systems. The first model,
sCI2/sCI2, systematically overestimates the excitation energies,

producing a MAE of 1.29 eV. The same two factors discussed
above for hCI explain such large errors. First, the ground-
state description is favored due to the use of ground-state HF
orbitals. Indeed, with state-specific orbitals, the ∆sCI2/sCI2
model reduces the MAE to 0.78 eV, though still overestimating
the excitation energies. Second, there is an unbalanced descrip-
tion of the correlation for ground and excited states, associated
with the classes of determinants. While sCI2/sCI2 accounts for
an additional s = 2 sector for the ground state (which can be
qualitatively described in the s = 0 sector), no additional pairs
of electrons are allowed to become unpaired in the excited state
calculation, even though the state is qualitatively described by
a determinant that is contained in the s = 2 sector. In other
words, unpaired excitations are allowed to correlate the ground
state, but not the excited state, given their respective closed-
shell and open-shell characters, thus creating a bias towards
the former.

A possible solution to this unbalance is to restrict the de-
terminants to a maximum seniority number of s = 0 for the
ground state and s = 2 for the excited state calculation. This
is precisely the sCI2/sCI0 model, which delivers a MAE of
0.62 eV, compared to 1.29 eV of sCI2/sCI2. However, when
going to state-specific orbitals, ∆sCI2/sCI0 systematically
undershoots the excitation energies and provides a MAE of
1.04 eV. Clearly, the seniority-two sector captures more cor-
relation for the excited states than the seniority-zero does for
the ground state. Ultimately, we did not find a combination of
sCI models and orbitals that produced reasonable excitation
energies for closed-shell systems.

The situation for open-shell systems is quite different, in
close analogy to the previous discussion regarding hCI. As
shown in Table III, sCI1 provides considerably more accurate
excitation energies for open-shell than for closed-shell systems.
The reason should not be surprising at this point. Both ground
and excited states of open-shells can be qualitatively described
by the same type of reference (a single s = 1 open-shell de-
terminant). Moreover, the state-specific approach is superior.
sCI1 presents a MAE of 0.35 eV and overestimates the excita-
tion energies (MSE of 0.20 eV), in view of the bias introduced
by the ground-state orbitals. With state-specific orbitals, ∆sCI1
reduces the MAE to 0.28 eV and the MSE to −0.12 eV, which
is smaller in absolute value than found for sCI1.

Even though ∆sCI1 is less accurate and has less favorable
computational scaling than CI models like ∆CISD and ∆hCI2,
its decent errors are encouraging for another reason: the de-
velopment of polynomial scaling CC methods based on the
concept of seniority. For closed-shell systems, DOCI (here
referred to as sCI0) energies can be very well reproduced with
state-specific pair coupled cluster doubles (pCCD), a method
that has mean-field cost, for both ground3–6 and excited60,61

states. Likewise, a formulation of pCCD to open-shell systems
might share an analogous connection to low-order sCI models
like sCI1. If that is the case, then a state-specific approach of
such pCCD formulation adapted to open-shells may approach
the accuracy of ∆sCI1 (MAE of 0.28 eV) at a mean-field cost.
This method could then provide an improved starting point to
recover the remaining weak correlation than if starting from the
(also mean-field though less accurate) ∆CSF model (MAE of
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0.43 eV). To the best of our knowledge, there has been a single
proposed extension of pCCD to open-shell systems,78 based
on the ionization-potential equation-of-motion CC (EOM-CC)
formalism.100–102

As pointed out before, hCI and sCI models are not invariant
under rotations within the subspaces of occupied and virtual
orbitals. For the state-specific calculations, such rotations
for the excited-state orbitals represent additional degrees of
freedom to those of the ground-state orbitals.10 As discussed
in the end of Sec. IV A, these degrees of freedom could be
exploited, by localizing occupied and virtual subspaces or by
variationally optimizing all orbitals at a correlated level, for
instance. We did not pursue these ideas here, and their impact
on the excitation energies computed with hCI and sCI remains
an open question.

V. CONCLUSION

Here, we have generalized hCI10 for an arbitrary reference
determinant, thus extending its applicability to radical species
and state-specific excited-state calculations.

By surveying the dissociation of four radicals, we found that
the hCI route outperforms or matches eCI, for both weakly
correlated (equilibrium properties) and strongly correlated (dis-
sociation) regimes. These and previous10 findings demonstrate
the ability of hCI models to recover weak and strong correla-
tions for both open- and closed-shell systems. Meanwhile, sCI
leads to far less accurate results in comparison to hCI or eCI,
for a given computational cost. For closed- and open-shell sys-
tems, the EN2 perturbative correction substantially accelerates
and stabilizes the convergence of hCI and eCI (while keeping
the advantage of the former), though it ameliorates the sCI
route to a lesser extent. The standard EN2 correction typically
produced more accurate results than its renormalized form,
except perhaps for describing single-bond breaking. Overall,
lower-order models (like hCI1+EN2) were found to be fairly
accurate given their low computational cost. At a given CI
level, the perturbative correction is significantly more effective
in recovering the missing correlation energy than variationally
optimizing the orbitals.10 In the future, it may be worth com-
bining orbital optimization at a lower level of hCI10 with the
correction provided by perturbation theory.

We further gauged the performance of hCI to describe ex-
cited states of closed- and open-shell systems, based on either
HF ground-state orbitals or state-specific orbitals. For excita-
tions of closed-shell systems, ∆hCI2 and ∆hCI3 are compara-
ble to their excitation-based counterparts, ∆CISD and ∆CISDT,
whereas ∆hCI1, ∆hCI1.5, and ∆hCI2.5 are inaccurate bearing
in mind their computational cost. The poor performance at
lower orders is ascribed to the different minimal references em-
ployed, a single seniority-zero determinant for the ground state
and a single seniority-two CSF for the excited state, which in-
troduces a strong bias on the classes of determinants accessed
in the hCI calculations. ∆hCI performs significantly better
for the doublet transitions when compared to the results for
closed shells. In this case, the reference of both ground and
excited states comprises the same type of single seniority-one

determinant. The advantage of using state-specific orbitals
over ground-state ones depends on the choice of reference
and the order in which the CI is truncated. When similar
references are adopted (as for the doublet transitions), such ad-
vantage is already evident at ∆hCI1. In contrast, for unlike ref-
erences (as for the closed-shell excitations), the state-specific
approach only becomes advantageous at somewhat higher or-
ders (∆hCI2). The present findings highlight the challenge
in describing, on an equal footing, states with qualitatively
different characters, in particular ground and singly-excited
states of closed-shell systems. In this regard, rotations within
occupied and virtual orbitals represent yet another factor worth
exploring in the future developments of hCI models.

We put forward the interesting perspective of developing
hierarchy-based CC (hCC) methods (hCC1, hCC2, . . . ), along
with derived EOM-CC formulations to target excited states
(EOM-hCC1, EOM-hCC2, . . . ). EOM-CC with single and
double excitations (EOM-CCSD)103–106 is very accurate for
describing singly-excited states,98,107,108 albeit it slightly over-
estimates their excitation energies. In contrast, CISD provides
too large excitation energies,29,105 even though both CISD and
EOM-CCSD methods span the same excited determinants and
rely on HF ground-state orbitals. Here, we found that hCI2 is
more accurate than CISD, despite their large absolute errors.
In particular, the overestimated energies are less exaggerated
in the former. We ponder whether this improvement would be
transferable to EOM-hCC2. Along the same line, it would be
interesting to develop and gauge the performance of cheaper
methods like EOM-hCC1. Importantly, it is not obvious what
the computational scaling of such methods would be. Alterna-
tively, one can envision state-specific hCC methods to target
excited states.

Finally, we employed different sCI models to compute ex-
citation energies of closed- and open-shell systems. Despite
the four different models employed for the closed-shell excita-
tions, the results are overall disappointing. For the open-shell
transitions, the outcome is more encouraging. The relevance
of these sCI models lies in their possible connection with CC
methods. While this is already established for closed-shell sys-
tems (pCCD and DOCI deliver very similar energies),3–6,60,61

here we raised the question of whether there exists a polyno-
mial scaling extension of pCCD to open-shell systems that
matches sCI1 in terms of computed energies. In this sense, the
present results obtained with ∆sCI1 for open-shell excitations
are appealing and encourage the development of a generalized
pCCD method.
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SUPPORTING INFORMATION AVAILABLE

Equilibrium geometries of ethylene and vinyl; details about
the fitting of potential energy curves; potential energy curves
for OH, CN, vinyl, and H7, computed according to FCI and
the various hCI, eCI, and sCI models considered here; and
convergence of the NPE, distance errors, and equilibrium prop-
erties of open-shell (OH, CN, vinyl, and H7) and closed-shell
(HF, F2, ethylene, N2, H4, and H8) systems, as functions of the
number of determinants, according to the various CI mod-
els considered here while corrected with the standard and
the renormalized EN2 perturbative energy. The data asso-
ciated with the PECs and derived properties can be found at
https://github.com/kossoski/open shell hCI.

For the full set of 50 excited states for closed-shell molecules
and 19 excited states for open-shell radicals, total energies and
excitation energies obtained with the various hCI, eCI, and sCI
models considered here, in both ground-state-based and state-
specific approaches; number of determinants in the reference;
saddle point order associated with the ∆CSF solutions; and the
reference excitation energies and corresponding methods. For
a subset of 27 excited states for closed-shell molecules and 15
excited states for radicals, additional total energies and exci-
tation energies obtained with low-order state-specific hCI and
eCI models without enforcing spin pure states. For a subset of
16 excited states for closed-shell molecules and 6 excited states
for radicals, additional total energies and excitation energies
obtained with higher-order hCI and eCI models.

Appendix A: Number of determinants

What is the number of determinants in a given hCI model,
defined by the hierarchy h [see Eq. (1)] and the reference
determinant? Here, we address this question by first working
out the simpler case of a closed-shell reference. Then, we
move to a slightly more complicated case of an open-shell
reference with a single unpaired electron. Finally, we deduce
the general case. The reference determinant for each case is
shown in Fig. 5.

The gist of the deduction is as follows. We start from the
known number of determinants based only on the excitation de-
gree e. Then, we systematically decompose each term into spe-
cific contributions, based on whether the excitation increases
or reduces the seniority. For the decomposition, we make use
of Vandermonde’s identity:

(
n
k

)
=

k∑
j

(
m
j

)(
n − m
k − j

)
. (A1)

Next, an incremental seniority can be assigned to each type
of contribution. Finally, the final answer can be obtained by
summing only the contributions with the desired seniority s.

We start with the simpler case of a closed-shell determinant
with N electrons and K spatial orbitals (left panel of Fig. 5).
From this reference determinant, the number of excited deter-

s0 = 0 

reference

s0 = 1 

reference

s0 = Ns + Ns 

reference

N/2

K

N  = N  -1

1

K

Nd

Ns

Ns
K

FIG. 5. Closed-shell determinant (s0 = 0) with N electrons (left),
open-shell determinant (s0 = 1) with N↑ spin-up electrons and
N↓ = N↑ − 1 spin-down electrons (center), and general determinant
(s0 = N↑s +N↓s ), with Nd doubly-occupied orbitals, N↑s singly-occupied
spin-up electrons, and N↓s singly-occupied spin-down electrons (right).
In the three cases, there are K spatial orbitals. The number of deter-
minants generated from these three reference determinants, from left
to right, which have excitation degree e and seniority s are given in
Eqs. (A4), (A6), and (A7).

minants generated by exciting e electrons, is given by1

e∑
p=0

(
N/2

p

)(
K − N/2

p

)(
N/2
e − p

)(
K − N/2

e − p

)
, (A2)

where the sum expresses the different combinations for excit-
ing spin-up or spin-down electrons. The first binomial term
accounts for the number of possibilities for exciting p spin-up
electrons from the N/2 orbitals, the second term represents
the number of ways of placing these p electrons into K − N/2
orbitals, and similarly for the latter two terms and the e − p
remaining spin-down electrons.

To account for the seniority of the excited determinants, one
must disentangle the excitations based on how they change
the seniority number, while keeping track of the previously
excited electrons. Starting from the closed-shell determinant,
p spin-up electrons are excited, which increases the seniority
by 2p (a factor of p due to the unpaired spin-up electrons just
excited, and another factor of p due to the unpaired spin-down
electrons left behind). The first two binomial terms in Eq. (A2)
are left untouched since they are always accompanied by the
same change in seniority. Next, the spin-down electrons can
be excited from the same orbitals from which the spin-up elec-
trons were excited (decreasing the seniority by one) or instead
from an orbital that remained doubly occupied (increasing the
seniority by one). The two possibilities are expressed by de-
composing the third binomial term in Eq. (A2) as a sum over
the two corresponding binomials, such as(

N/2
e − p

)
=

e−p∑
q=0

(
p
q

)(
N/2 − p
e − p − q

)
. (A3)

The first binomial counts the number of possibilities for ex-
citing q spin-down electrons from one of p orbitals for which

https://github.com/kossoski/open_shell_hCI
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a spin-up electron was already excited. By removing the un-
paired spin-down electron left behind, the seniority thus de-
creases by a factor of q. The second term accounts for the
complementary excitations, where the (e − p − q) spin-down
electrons are chosen out of the N/2 − p orbitals that remained
doubly-occupied after exciting the p spin-up electrons. There-
fore, this term increases the seniority by (e − p − q). We
proceed similarly for the fourth binomial term of Eq. (A2), by
decomposing it into the sum of two other binomials, where r
spin-down electron pairs with the previously spin-up electrons
(thus reducing the seniority) and (e − p − r) do not (which
increases the seniority). By collecting the seniority changes
from each term: (2p) from the unmodified binomials, (−q) and
(e − p − q) from the third binomial, (−r) and (e − p − r) from
the fourth one, the seniority of the excited determinant is given
by s = 2(e−q− r). Finally, by combining the seniority specific
binomials and imposing the desired seniority via a Kronecker
delta, the number of determinants with a given excitation de-
gree e and seniority s produced from a closed-shell reference
(s0 = 0) is given by

e∑
p=0

(
N/2

p

)(
K − N/2

p

) e−p∑
q=0

(
p
q

)(
N/2 − p
e − p − q

)

×

e−p∑
r=0

(
p
r

)(
K − N/2 − p

e − p − r

)
δs,2(e−q−r). (A4)

To obtain the final number of determinants for a given hierarchy
h, we simply sum over the allowed combinations of e and s
according to Eq. (1).

Moving to the case where the number of spin-up electrons
(N↑) and spin-down electrons (N↓) differ by one (N↑ = N↓+1),
which is illustrated in the center panel of Fig. 5, the number
of excited determinants generated exclusively by exciting e
electrons, is analogous to Eq. (A2), being given by

e∑
p=0

(
N↑

p

)(
K − N↑

p

)(
N↓

e − p

)(
K − N↓

e − p

)
. (A5)

The deduction proceeds similarly to the closed-shell case.
The main differences are the following. The first binomial term
of Eq. (A5) is decomposed into the sum of t spin-up electrons
excited from the singly-occupied orbital and (p− t) that are ex-
cited from the N↓ doubly-occupied ones. The second binomial
is left untouched, as before. The third one is also decomposed
as explained for the closed-shell case, with the difference that
the q spin-down electrons are excited from (p − t) orbitals
(instead of p) from which spin-up electrons were excited. Sim-
ilarly, in the fourth binomial of Eq. (A5), r spin-down electrons
are placed into one of the (1 + p − t) orbitals (rather than p

in the closed-shell case) which contain an unpaired spin-up
electron. Collecting the individual contributions and setting
the targeted seniority, the number of determinants generated
from a s0 = 1 reference determinant, with excitation degree e
and seniority s is given by

e∑
p=0

p∑
t=0

(
1
t

)(
N↓

p − t

)(
K − N↑

p

) e−p∑
q=0

(
p − t

q

)(
N↓ − p + t
e − p − q

)

×

e−p∑
r=0

(
1 + p − t

r

)(
K − N↓ − 1 − p + t

e − p − r

)
δs,1+2(e−q−r−t). (A6)

In the general case, an arbitrary reference determinant is
defined by three parameters, the number of doubly-occupied
orbitals (Nd), the number of singly-occupied spin-up electrons
(N↑s = N↑ −Nd), and the number of singly-occupied spin-down
electrons (N↓s = N↓ − Nd). (Alternatively, one could employ
the number of electrons N, Nd, and the spin quantum number
S z = (N↑−N↓)/2.) For K spatial orbitals, the number of virtual
orbitals is Nv = K − Nd − N↑s − N↓s .

The deduction is somewhat more involved but follows along
the same lines as the two previously discussed cases. The start-
ing point is also given by Eq. (A5), with each binomial being
written as a sum of two or more binomials that distinguish
the change in seniority. Here, we just state how each term is
decomposed, where the details can be checked by inspection
of the final result presented below [see Eq. (A7)]. The first
binomial of Eq. (A5) is decomposed into the contributions
of spin-up electrons excited from the Nd doubly- and from
the N↑s singly-occupied orbitals. The second binomial is de-
composed into the spin-up electrons being excited to the Nv

virtual orbitals and to the N↓s singly-occupied orbitals. The
third one undergoes two decompositions and is thus expressed
as a double sum over three binomials. The spin-down electrons
are distinguished between the N↓s singly-occupied orbitals, a
subset of Nd doubly-occupied orbitals for which spin-up elec-
trons were excited, and the complementary subset for which no
spin-up electrons were excited. Finally, the fourth binomial of
Eq. (A5) counts the number of possibilities to place the excited
spin-down electrons. It is first decomposed into two terms,
based on whether they are promoted to the Nv virtual orbitals
or to the N↑s singly-occupied orbitals. Each term is further
decomposed into two terms, accounting for the subset of Nv
orbitals which now contain spin-up electrons, and the subset
of N↑s orbitals from which spin-up electrons were removed,
thus leading to three sums over four binomials. The final result
for the number of determinants generated from an arbitrary
reference determinant, constrained to have excitation degree e
and seniority s is given by



15

e∑
p=0

p∑
t=0

(
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t

)(
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p − t

) p∑
w=0
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Nv

w

)(
N↓s

p − w

) e−p∑
u=0

(
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p − t
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)(
Nd − p + t

e − p − u − v
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r=0
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m=0

(
w
m

)(
Nv − w
r − m

)

×
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n=0

(
t
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)(
N↑s − t

e − p − r − n

)
δs,N↑s +N↓s +2(e+w−p−t−u−v−m−n). (A7)
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B. Pradines, R. Assaraf, P. Reinhardt, J. Toulouse, P. Barbaresco, N. Renon,
G. David, J. P. Malrieu, M. Véril, M. Caffarel, P. F. Loos, E. Giner, and
A. Scemama, J. Chem. Theory Comput. 15, 3591 (2019).

65P. A. Limacher, P. W. Ayers, P. A. Johnson, S. De Baerdemacker,
D. Van Neck, and P. Bultinck, J. Chem. Theory Comput. 9, 1394 (2013).

66P. A. Limacher, T. D. Kim, P. W. Ayers, P. A. Johnson, S. D. Baerdemacker,
D. V. Neck, and P. Bultinck, Mol. Phys. 112, 853 (2014).

http://dx.doi.org/10.1063/1.3613706
http://dx.doi.org/10.1021/j100818a001
http://dx.doi.org/10.1063/1.1701519
http://dx.doi.org/10.1007/BF01151915
http://dx.doi.org/10.1063/1.4929904
http://dx.doi.org/10.1063/1.4929904
http://dx.doi.org/10.1063/1.4904755
http://dx.doi.org/ 10.1063/1.4882881
http://dx.doi.org/ 10.1063/1.4882881
http://dx.doi.org/10.1021/acs.jpclett.2c00730
http://dx.doi.org/10.1021/acs.jpclett.2c00730
http://dx.doi.org/ 10.1063/1.4930260
http://dx.doi.org/ 10.1063/1.4930260
http://dx.doi.org/ https://doi.org/10.1016/bs.aiq.2017.05.003
http://dx.doi.org/ https://doi.org/10.1016/bs.aiq.2017.05.003
http://dx.doi.org/10.1098/rspa.1953.0198
http://dx.doi.org/10.1098/rspa.1953.0198
http://dx.doi.org/https://doi.org/10.1016/0301-0104(95)00321-5
http://dx.doi.org/ https://doi.org/10.1016/S0009-2614(99)01413-X
http://dx.doi.org/10.1063/1.3086027
http://dx.doi.org/10.1063/1.3086027
http://dx.doi.org/10.1063/1.3456001
http://dx.doi.org/10.1063/1.4964317
http://dx.doi.org/10.1063/1.4964317
http://dx.doi.org/10.1080/00268976.2017.1342009
http://dx.doi.org/10.1007/BF00551551
http://dx.doi.org/10.1021/acs.jctc.0c00772
http://dx.doi.org/10.1063/1.5045056
http://dx.doi.org/10.1021/acs.jctc.9b00351
http://dx.doi.org/10.1021/acs.jctc.9b00351
http://dx.doi.org/10.1021/acs.jpca.0c07593
http://dx.doi.org/10.1063/5.0019557
http://dx.doi.org/10.1021/acs.jctc.9b01105
http://dx.doi.org/10.1021/acs.jctc.9b01105
http://dx.doi.org/10.1021/acs.jctc.1c01089
http://dx.doi.org/10.1021/acs.jctc.2c00639
http://dx.doi.org/10.1021/acs.jctc.2c00639
http://dx.doi.org/10.1021/acs.jctc.3c00057
http://dx.doi.org/10.1021/acs.jpca.3c00603
http://dx.doi.org/10.1021/acs.jpclett.3c01308
http://dx.doi.org/https://doi.org/10.1016/S0009-2614(99)00336-X
http://dx.doi.org/10.1063/1.3530801
http://dx.doi.org/10.1063/1.3530801
http://dx.doi.org/10.1063/1.4801790
http://dx.doi.org/10.1063/1.4801790
http://dx.doi.org/10.1021/jp801738f
http://dx.doi.org/10.1021/jp801738f
http://dx.doi.org/10.1021/acs.jctc.7b00994
http://dx.doi.org/10.1021/acs.jctc.7b00994
http://dx.doi.org/10.1021/acs.jctc.9b01127
http://dx.doi.org/10.1021/acs.jpclett.1c00744
http://dx.doi.org/10.1021/acs.jctc.9b00530
http://dx.doi.org/10.1021/acs.jctc.0c00597
http://dx.doi.org/10.1021/acs.jctc.0c00597
http://dx.doi.org/10.1021/acs.jctc.0c00502
http://dx.doi.org/10.1021/acs.jctc.0c00502
http://dx.doi.org/10.1021/acs.jpca.2c04473
http://dx.doi.org/10.1021/acs.jpca.2c04473
http://dx.doi.org/10.1021/acs.jpclett.2c00741
http://dx.doi.org/10.1021/acs.jctc.3c00178
http://dx.doi.org/10.1021/acs.jctc.3c00178
http://dx.doi.org/10.1021/acs.jctc.0c00308
http://dx.doi.org/10.1021/acs.jctc.0c00308
http://dx.doi.org/10.1063/5.0003438
http://dx.doi.org/ 10.1063/5.0146975
http://dx.doi.org/10.1021/acs.jctc.7b01250
http://dx.doi.org/10.1021/acs.jctc.7b01250
http://dx.doi.org/ 10.1063/1.5041327
http://dx.doi.org/ 10.1063/1.5041327
http://dx.doi.org/10.1021/acs.jctc.8b00393
http://dx.doi.org/10.1021/acs.jctc.8b00393
http://dx.doi.org/ 10.1021/acs.jctc.9b00476
http://dx.doi.org/ 10.1021/acs.jctc.9b00476
http://dx.doi.org/10.1021/acs.jctc.1c00212
http://dx.doi.org/10.1021/acs.jctc.1c00212
http://dx.doi.org/10.1021/acs.jctc.1c01162
http://dx.doi.org/10.1021/acs.jctc.1c01162
http://dx.doi.org/10.1021/acs.jctc.2c00769
http://dx.doi.org/10.1063/5.0024572
http://dx.doi.org/10.1063/5.0024572
http://dx.doi.org/10.1002/wcms.1659
http://dx.doi.org/10.1002/wcms.1659
http://dx.doi.org/10.1142/9789812792501_0001
http://dx.doi.org/10.1142/9789812792501_0001
http://dx.doi.org/10.1021/ct100321k
http://dx.doi.org/10.1021/ct100321k
http://dx.doi.org/10.1063/1.5128795
http://dx.doi.org/10.1063/1.5128795
http://dx.doi.org/ 10.1021/acs.jctc.1c00348
http://dx.doi.org/ 10.1021/acs.jctc.1c00348
http://dx.doi.org/10.1063/5.0060698
http://dx.doi.org/ 10.1021/acs.jpca.2c07697
http://dx.doi.org/ 10.1021/acs.jpca.2c07697
http://arxiv.org/abs/2302.06731
http://dx.doi.org/ 10.1021/acs.jctc.9b00176
http://dx.doi.org/ 10.1021/ct300902c
http://dx.doi.org/ 10.1080/00268976.2013.874600


16

67P. Tecmer, K. Boguslawski, P. A. Johnson, P. A. Limacher, M. Chan,
T. Verstraelen, and P. W. Ayers, J. Phys. Chem. A 118, 9058 (2014).

68K. Boguslawski, P. Tecmer, P. W. Ayers, P. Bultinck, S. De Baerdemacker,
and D. Van Neck, Phys. Rev. B 89, 201106 (2014).

69K. Boguslawski and P. W. Ayers, J. Chem. Theory Comput. 11, 5252 (2015).
70K. Boguslawski, P. Tecmer, P. Bultinck, S. De Baerdemacker, D. Van Neck,

and P. W. Ayers, J. Chem. Theory Comput. 10, 4873 (2014).
71K. Boguslawski, P. Tecmer, P. A. Limacher, P. A. Johnson, P. W. Ayers,

P. Bultinck, S. De Baerdemacker, and D. Van Neck, J. Chem. Phys. 140,
214114 (2014).
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