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Abstract

Recent laboratory experiments have revealed that important insights into the physical processes involved in the wind-
driven generation of surface waves may be obtained by varying the viscosity of the carrying liquid over several
orders of magnitude. The present paper reports on the development of a companion approach aimed at studying
similar phenomena through numerical simulation, a way expected to remove some of the experimental limitations,
especially in the near-interface region, and to allow the relative influence of several physical processes to be assessed
by disregarding or inactivating arbitrarily some of them. After reviewing available options, we select and approach
based on the combination of a volume of fluid technique to track the evolution of the air-liquid interface, and a
two-dimensional Reynolds-averaged version of the Navier-Stokes equations supplemented with a turbulence model
to predict the velocity and pressure fields in both fluids. We examine the formal and physical frameworks in which
such a time-dependent two-dimensional formulation is meaningful, and close the governing momentum equations
with the one-equation Spalart-Allmaras model which directly solves a transport equation for the eddy viscosity. For
this purpose, we assume the interface to behave as a rigid wall with respect to turbulent fluctuations in the air, and
implement a versatile algorithm to compute the local distance to the interface whatever its shape. We first assess
the performance of this model in the single-phase configurations of unseparated and separated flows over a wavy
rigid wall, which are of specific relevance with respect to wind-wave generation. Then, we discuss the initialization
protocol used in two-phase simulations, which involves an impulse disturbance with a white noise distribution applied
to the interface position. We finally present some examples of interface evolutions obtained at several wind speeds
with liquids of various viscosities, and discuss the underlying physics revealed by the associated statistics of interface
disturbances, streamline patterns and energy spectra.
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1. Introduction

Understanding and predicting how wind blowing
over a liquid generates waves at its surface and how the
wave field in turn alters the turbulent motions above that
surface and possibly below it has challenged oceanog-
raphers and fluid dynamicists for more than a century
[1; 2; 3]. The manner in which turbulence influences
or even governs the physical mechanisms involved in
the wind-wave generation process is still in debate, al-
though the two founding theories that attempt to ratio-
nalize these mechanisms are now two-thirds of a cen-
tury old. In the first of them, Phillips [4] explored the
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possibility of a resonance between the turbulent pres-
sure fluctuations in the boundary layer above the surface
and the free deformation modes of that surface. This
mechanism leads to a linear growth of surface defor-
mations, and subsequent measurements have suggested
that it may be appropriate for describing the very early
stages of the wind-wave growth [5]. Simultaneously,
Miles [6] developed an inviscid theory in which sur-
face deformations grow according to a two-dimensional
linear instability mechanism leading to an exponential
growth. In the original version of this theory, the sole
role of turbulence is to set a logarithmic mean velocity
profile in the boundary layer, which results in a mean
shear stress at the liquid surface. Somewhat later, Miles
improved his initial model in several respects, consider-
ing among other factors the influence of viscous correc-
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tions in the air flow [7], and that of the surface viscous
stress in slightly viscous liquids [8], which he showed
to be significant in the generation of capillary and short
gravity waves. Later, initially stimulated by Lighthill’s
reinterpretation of Miles’ generic instability mechanism
in terms of a ‘vortex force’ [9], several attempts were
carried out to include the influence of wave-induced tur-
bulent stresses on the energy transfer from the air flow
to the waves [10; 11; 12; 13; 14; 15]. Turbulent stresses
modelled thanks to various closures were shown to in-
crease significantly this transfer. The predicted growth
rates display a reasonable, albeit closure-dependent,
agreement with experimental data for short waves, but
invariably under-predict dramatically the growth of long
waves.

For obvious reasons, most of the theoretical devel-
opments and experimental measurements to date have
focused on the air-water system. However, considering
more viscous liquids is also of the utmost interest. First
of all, it provides a stringent test to available theoretical
models. For instance, the minimum wind speed beyond
which waves start to emerge and propagate increases
strongly with the liquid viscosity [16; 17; 18], and a
consistent model has to predict properly this increase.
Also, it was recently shown that specific waves taking
the form of ‘viscous solitons’ develop at the surface of
liquids with a viscosity several hundreds times that of
water [19]. Understanding the underlying mechanisms
and how the transition from regular wave trains to such
viscous solitons operates is of clear interest from the
point of view of pattern formation in free-surface flows
[20]. From a methodological viewpoint, one may ex-
pect viscous liquids to be better candidates than water to
test the predictions of two-dimensional theories because
their larger viscosity reduces the velocity gradients in
the horizontal direction perpendicular to wave propaga-
tion, making small-scale three-dimensional turbulence-
driven structures less prone to develop at their surface.

Up to now, the few studies devoted to the genera-
tion of wind waves at the surface of viscous liquids
have been experimental in nature. High-precision op-
tical techniques have been instrumental in the detection
of minute interface deformations [21], and particle im-
age velocimetry has provided detailed access to the in-
stantaneous velocity fields in vertical planes, both in the
air and in the liquid, with the exception of the two-phase
region located between the troughs and crests of the de-
forming interface. In air-water systems, numerical sim-
ulation has proven to efficiently complement laboratory
measurements performed to unravel details of the in-
teraction between the two fluids, especially within the
crucial two-phase region where accurate measurements

can hardly be achieved. Here we report on the develop-
ment and application of a similar approach in the case of
wind-wave generation at the surface of liquids of arbi-
trary viscosity. The present paper primarily aims at pre-
senting step by step the elaboration of the corresponding
computational strategy. This makes it basically method-
ological in nature, providing a ‘proof of concept’ rather
than a physical discussion of results. An extensive pre-
sentation of these results and a detailed discussion of the
underlying physical processes is deferred to a forthcom-
ing publication.

The paper is organized as follows. Section 2 dis-
cusses the various computational strategies developed
over the last decades, and for some of them over the last
few years, to simulate the evolution of wind-induced
surface waves. In § 3, we specify the modelling frame-
work adopted in the present investigation, and discuss
its potentialities and intrinsic limitations. The set of
governing equations considered in this approach, in-
cluding the turbulence model, is detailed in § 4. The nu-
merical framework and the specific issues related to the
use of this turbulence model in the two-phase flow con-
figurations of interest here are discussed in § 5. Perfor-
mances of the turbulence model in single-phase configu-
rations directly relevant to wind-wave generation, espe-
cially the flow over a rigid wavy wall, are presented and
analyzed in § 6. Section 7 finally considers the canoni-
cal two-phase configurations relevant to the problem of
wind-wave generation over a viscous liquid. We detail
the initialisation protocol, a crucial aspect in this prob-
lem, and present some typical flow evolutions. We sum-
marize the main findings of this study in § 8.

2. Review of available modelling strategies

Simulating the evolution of wind-generated surface
waves opposes major numerical difficulties. Indeed, this
situation combines the need to follow the deformation
(and possibly the topological changes) of a gas-liquid
interface, with that of simulating a high-Reynolds-
number turbulent air flow. Most numerical attempts to
date dealt with the first issue by using coordinate trans-
formations thanks to which the time-evolving interface
is mapped onto a plane. In general, the underlying
transformation is only performed on the vertical coor-
dinate, so that the three coordinates in the transformed
space are no longer mutually orthogonal. For this rea-
son, numerous additional terms arise in the momentum
equations [22; 23; 24; 25; 26; 27]. If one is only in-
terested in the very early stages of the wave develop-
ment, the boundary conditions to be satisfied at the in-
terface, i.e. the no-penetration (or kinematic) condition,
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together with the continuity of velocities and stresses,
the latter including the hydrostatic and capillary contri-
butions, may be linearized and projected onto the un-
deformed interface, thus avoiding the above coordinate
transformation [28; 29]. Of course, both approaches
assume that the interface remains single-valued, which
makes situations involving breaking waves out of reach.
Recently, another route started to be explored by con-
sidering the potentialities offered by the volume of fluid
(VOF) approach and some of its variants [30; 31; 32].
The VOF approach is routinely used in the context
of two-phase flows involving drops and bubbles. In
this formulation, a single set of governing equations is
solved throughout the flow domain, the local fluid prop-
erties (i.e. density and viscosity) and the capillary force
being determined by computing the time advancement
of the local volume fraction of one of the fluids. The key
advantage of this approach is that one no longer needs
to make the grid evolve in order to adjust to the instanta-
neous position of the interface, which allows for the use
of the Cartesian form of the governing equations. The
difficulty is transferred to the robustness and accuracy
of the numerical schemes that are required to (i) ensure
volume conservation of each fluid and (ii) deal with very
large gradients in the physical properties (hence, in the
velocity gradients) in the interfacial region. Neverthe-
less, major progress has been achieved on these techni-
cal aspects over the last two decades. This is why this
approach is adopted in the present work.

The second issue is that air flows capable of gener-
ating waves at a liquid surface are necessarily turbu-
lent. In the air-water system, tiny three-dimensional sur-
face deformations start to be observed when the wind
velocity in the bulk exceeds approximately 1.5 m.s−1

[5], and the critical wind velocity beyond which regu-
lar two-dimensional waves emerge directly is close to
3.6 m.s−1 [18]. More commonly, air flow characteris-
tics relevant to wind-wave generation are expressed in
terms of the friction velocity, u∗, defined as the square
root of the shear stress (divided by the air density) at
the interface. The above two thresholds correspond to
u∗ ≈ 0.07 m.s−1 and u∗ ≈ 0.18 m.s−1, respectively.
State-of-the-art direct numerical simulations [27; 32]
handle friction velocities of the order of 0.1 m.s−1, and
this approach looks ideal to get detailed insight into
the processes involved in the wave generation mecha-
nism. Nevertheless, dealing with liquids significantly
more viscous than water imposes much more stringent
requirements. For instance, two-dimensional waves at
the surface of a liquid a hundred times more viscous
than water only form when the air velocity exceeds ≈ 8
m.s−1, i.e. the critical friction velocity is approximately

u∗ = 0.35 m.s−1. Hence, there is a factor of 4 in between
the critical conditions for such a system compared with
the air-water system, and this translates into a factor of
49/4 ≈ 23 in the number of grid points required to solve
the entire range of turbulent motions in the air, down to
the Kolmogorov scale. Although such large simulations
are not out of reach nowadays, they remain extremely
expensive and do not allow a parametric study of the
problem at a reasonable cost.

An appealing alternative is to turn to large eddy sim-
ulation (LES). This approach has been extensively used
by several groups in connection with the coordinate
transformation technique discussed above. Such phase-
resolved LES have been carried out over prescribed
waves, be they periodic [33; 34], or distributed in the
form of a broadband spectrum [35] or a wave packet
[36]. In the most recent studies, LES is employed to
solve the turbulent air flow, and a potential flow solver
is used to evolve the wave train over time, with a sur-
face pressure distribution exported from the LES field
at the corresponding instant of time [26]. A recent re-
view of the various numerical techniques and subgrid-
scale models employed in the LES approach, and of the
advances it has provided in the understanding of wind-
wave couplings is given in [37]. This review points out
that LES has not yet been employed in conjunction with
the VOF approach. The reasons are not discussed but
are easy to understand. Indeed, modeling subgrid-scale
transfers in regions alternately filled with liquid and air
is a formidable task since, compared to single-phase tur-
bulent flows, the filtered momentum equations involve
many different second- and third-order unknown corre-
lations for which appropriate closure laws have to be
formulated [38].

A simpler route has been employed for several
decades in connection with air-water interfaces dis-
torted by a prescribed two-dimensional periodic wave.
It consists in using a Reynolds-averaged version of the
Navier-Stokes equations expressed in a reference frame
travelling with the wave, coupled with a phenomeno-
logical turbulence closure relating the relevant compo-
nents of the Reynolds stress tensor to the local char-
acteristics of the flow field. A hierarchy of turbulence
models has been used for this purpose, from the sim-
plest zero-equation mixing length model [39], to the
most sophisticated five-equation Reynolds-stress mod-
els [39; 40; 41], via one-equation models combining a
transport equation for the turbulent kinetic energy with a
prescribed distribution for the turbulent integral length
scale [41; 42]. An important issue encountered with
this approach stands in the boundary conditions at the
interface. While each Reynolds-averaged velocity com-
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ponent is assumed to match the corresponding orbital
velocity component at the water surface, phenomeno-
logical boundary conditions are employed for the tur-
bulent unknowns. In the above references, these con-
ditions rely on the existence of a logarithmic velocity
profile and a local equilibrium between turbulent en-
ergy production and dissipation in the logarithmic re-
gion above the interface. This ‘wall-function’ approach
has the definite advantage of reducing the overall com-
putational cost by avoiding the need for highly refined
grids very close to the interface, and it appears suitable
for dealing with already well-developed surface waves.
Conversely, it constitutes one of the main limitations of
the Reynolds-averaged approach as soon as the predic-
tion of the evolution of small-amplitude interface defor-
mations is concerned, since the local characteristics and
the longitudinal profiles of the turbulent stresses in the
viscous sublayer and the buffer layer above the inter-
face are then expected to play a major role [13; 14; 43].
Therefore, in such a context, turbulence models allow-
ing the use of ‘natural’ boundary conditions for the tur-
bulent quantities right at the interface are mandatory.

3. Modelling framework

In what follows, we make use of the above Reynolds-
averaged framework to represent the effects of turbu-
lence above the air-liquid interface and possibly be-
low it, in conjunction with a turbulence model obey-
ing a ‘natural’ condition at the interface, the evolution
of which is tracked with a VOF approach. Examin-
ing the evolution of non-periodic time-dependent inter-
face deformations while representing effects of turbu-
lence through a Reynolds-averaged approach may seem
contradictory at first glance. The crucial underlying is-
sue is that of the separation between turbulent and or-
bital velocity and pressure fluctuations, which is an ex-
tremely complex task in the presence of a non-periodic
three-dimensional wave field [44; 45; 46]. Here, ‘or-
bital’ refers to fluctuations resulting from or correlated
with any normal displacement of the interface. Obvi-
ously, the above issue simplifies drastically if a clear
separation of time scales between the two components
exists, as the response of waves evolving over ‘long’
time scales to the forcing of turbulent fluctuations cov-
ering a range of ‘short’ time scales may then be stud-
ied in the framework of governing equations averaged
over an intermediate time scale. However, this appeal-
ing framework is unfortunately not appropriate, since
the characteristic time scales of wind-generated inter-
face deformations generally overlap those involved in

the turbulent motion [12]. Therefore, a strict and con-
sistent separation can only be achieved by introducing a
convenient spatial averaging procedure combined with
a drastic simplifying assumption on the geometry of the
interface.

This is rigorously achieved by assuming that interface
displacements are two-dimensional, taking place in the
(x, z) plane, say, and spatially averaging the governing
equations in the y direction perpendicular to wave prop-
agation [13; 47; 48]. Then, turbulent fluctuations being
fully three-dimensional, they depend on both the local
position X = (x, y, z) and time, t, while interface-related
quantities only depend on x = (x, z), the projection of
the local position onto the vertical plane, and t. In this
framework, any quantity Φ(X, t) may be decomposed in
the form

Φ(X, t) = 〈Φ〉(x, t) + Φ′(X, t) , (1)

where the operator 〈 · 〉 corresponds to a spatial averag-
ing in the y direction, and Φ′(X, t) stands for the tur-
bulent fluctuation of Φ. With this definition, 〈Φ〉 and
Φ′ are uncorrelated, so that 〈〈Φ〉Φ′〉 ≡ 0. The above
framework implies that quantities directly related to the
instantaneous position of the interface do not have a tur-
bulent component. In the VOF approach, this position
is defined with the help of the volume fraction of one
of the fluids, say C. Geometrical properties of the in-
terface, such as its local unit normal, n, and mean cur-
vature, κ = ∇ ·n, are also defined using the first and
second derivatives of C in the form n = ∇C/||∇C|| and
κ = ∇ ·n, respectively. Similarly, the local density and
viscosity of the two-fluid medium only depend on C and
possibly on its gradients. For the above reason, C and
the above geometrical or physical properties do not have
a turbulent component. Hence, for instance,

C(X, t) ≡ 〈C〉(x, t) , (2)

so that 〈CΦ〉 = 〈〈C〉Φ〉 = 〈C〉〈Φ〉. Note that since
the operator 〈 · 〉 acts only in the y direction, no spatial
filtering is performed in the x direction along which
waves propagate. Therefore, the smallest scales of the
interface deformation in the (x, z) plane may still be
resolved.

The averaged Navier-Stokes equations based on
the application of the operator 〈 · 〉 are similar to the
classical incompressible Reynolds-averaged equa-
tions. In particular, turbulence only appears through
the second-order correlation tensor 〈u′u′〉, with
u(X, t) = 〈u〉(x, t) + u′(X, t) the local fluid velocity. If
needed, x-averaged quantities, hereinafter denoted with
an overbar, may be defined by integrating the quantity
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of interest over the appropriate distance, which has to
be much larger than the lowest wavenumber present
in the spectrum of C. These averaged quantities still
depend on z and t, e.g., Φ(z, t), and the difference
〈Φ〉(x, t) − Φ(z, t) represents the orbital contribution to
Φ.

Obviously, the simplifying assumption that interface
deformations are two-dimensional reduces severely
the generality of the physical situations that may be
studied in the corresponding framework. In particular,
it prevents any progress in the study of the development
of the longitudinal streaks and three-dimensional
tiny ‘wrinkles’ that deform the air-water interface
at low wind speeds and/or short fetches, and may
be thought of as the precursors of two-dimensional
waves [5; 18; 49; 50]. For the same reason, it also
removes the possibility of examining the relevance of
the intrinsically three-dimensional Phillips mechanism
[4]. Despite these serious restrictions, the proposed
approach is appealing in that it is potentially suitable
for exploring the two-dimensional evolution of the
interface in connection with Miles instability mech-
anism [6; 7; 9; 51]. Indeed, this instability scenario
considers the evolution of a two-dimensional interface
z = η(x, t) subjected to pressure and shear stress
distributions resulting from a prescribed u(z)-velocity
profile in the air flow, set by turbulent motions in
the boundary layer. Turbulence models operating in
the framework of the Reynolds-averaged momentum
equations have precisely be designed to predict the
corresponding mean shear. After Miles established
his initial ‘quasi-laminar’ theory [6], the role of
wave-induced (or ‘orbital’ according to the present
terminology) turbulent stresses in the wave growth was
reconsidered [52], and even suggested to overcome
the efficiency of the original mechanism in the growth
of young waves [14]. Since then, this claim has been
revised, comparisons between field data and predictions
provided by a linear stability analysis incorporating
several different turbulence models having led to the
conclusion that orbital turbulent stresses play only a
secondary role in the wave growth process [53]. This
issue may also be assessed in the framework defined
above. This is why one can expect that this route may
provide interesting new insights into the efficiency and
relevance of the Miles mechanism and its variants in
the generation of wind waves at the surface of liquids
of arbitrary viscosity, provided a suitable turbulence
model is employed. Moreover, compared with DNS
and LES approaches, the much more modest cost of
VOF-RANS simulations offers two decisive benefits.
First, parametric investigations implying a large number

of runs may be performed (only 5 runs were carried
out in the state-of-the-art DNS study reported in [32]).
Second, much higher wind speeds may be considered,
which is a key condition when examining the wave
growth at the surface of viscous liquids. For instance,
in [32] the friction velocity was set to 0.1 m.s−1, while
results with friction velocities up to 0.6 m.s−1 will be
discussed in § 7.3.

4. Governing equations and turbulence model

In principle, a Reynolds stress model solv-
ing transport equations for the four components
〈u′2〉, 〈v′2〉, 〈w′2〉, 〈u′w′〉 and for at least an extra scalar
quantity related to the integral length scale (such as the
dissipation rate) is desirable. Indeed, such models are
designed to account for nonlocal and non-equilibrium
effects which are expected to take place in the outer
part of the boundary layer above the air-liquid surface
when the latter deforms [14; 15; 43]. However,
designing proper near-interface modifications in the
transport equation for the dissipation rate or any related
scale-defining quantity is far from obvious, a difficulty
most of the time circumvented through the use of a
‘wall-function’ approach. For this reason, we did not
retain this type of model here and rather opted for a
much simpler one-equation eddy-viscosity model. As
will be shown later, despite several deficiencies, this
model accurately reproduces the mean flow profile
and captures most of the important aspects of the air
flow variations above a wavy surface in the regimes of
interest here. Therefore, we consider it as a useful step
to explore the potentialities of the general approach
designed above, although more sophisticated models
will certainly have to be considered in the future.

Having selected an eddy-viscosity closure, the
Reynolds stress tensor 〈u′u′〉 is related to the strain-
rate tensor 〈S〉 = 1

2

(
∇〈u〉 + ∇〈u〉T

)
in the form

〈u′u′〉 = 2
3 〈k〉I − 2νt〈S〉, with 〈k〉 = 1

2 〈u
′ ·u′〉 the

turbulent kinetic energy per unit mass, νt the eddy
viscosity and I the unit tensor. In the framework of
the VOF approach, the Reynolds-averaged two-phase
flow is then governed by the averaged Navier-Stokes
equations

∂tC + 〈u〉 · ∇C = 0 , (3)
∇ · 〈u〉 = 0 , (4)

∂t(ρ〈u〉) + ∇ · (ρ〈u〉 〈u〉) = ρg
−∇P + 2∇ · [(µ + ρνt) 〈S〉] − γκ∇C , (5)
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with ρ and µ the local density and viscosity of the two-
fluid medium (ν = µ/ρ being the kinematic viscosity),
γ the surface tension, P = 〈P〉 + 2

3ρ〈k〉 the modified
pressure, g denoting gravity. In (5), the capillary force
is expressed using the classical formalism introduced in
[54] and the mean curvature of the interface is computed
as κ = ∇ · (∇C/||∇C||). The local density and viscosity
are defined through the linear relations

ρ(C) = Cρl+(1−C)ρa, µ(C) = Cµl+(1−C)µa , (6)

with indices l and a referring to the properties of the liq-
uid and air, respectively.

Similar to all quantities in (3)-(5), the eddy viscos-
ity is defined throughout the flow domain, so that no
boundary condition can be imposed on it at the inter-
face. Therefore, νt-variations across the successive sub-
regions of the boundary layer above the interface and
possibly below it have to be directly obtained via the
turbulence model. This means that this model has to
take into account in one way or another the distance
to the interface to achieve the proper behaviour of the
Reynolds stresses in its vicinity. In what follows, we
consider that the air flow ‘feels’ the interface as a rigid
wall. More specifically, what is assumed here is that the
normal velocity fluctuation is zero at the interface, so
that the non-diagonal component of the Reynolds stress
tensor (〈u′w′〉 in the case of a flat interface located at
a constant z) vanishes there. This assumption is rele-
vant given that (i) turbulence originates in the air flow,
not in the liquid, and (ii) the density ratio ρa/ρl is very
small, so that a normal velocity fluctuation in the air
flow barely deforms the liquid surface. Obviously, the
flow in the liquid may also be turbulent if entrainment
by the air flow in the plane locally tangent to the inter-
face is strong enough and the liquid has a low enough
viscosity. This point will be discussed later.

To predict the variations of the eddy viscosity, we se-
lected the Spalart-Allmaras model [55]. This model,
widely used in the context of high-Reynolds-number
aerodynamic flows over complex geometries, directly
solves a transport equation for the eddy viscosity, fol-
lowing the early proposal of [56]. More precisely, in a
single-phase wall-bounded flow, the model first deter-
mines an auxiliary turbulent viscosity, ν̃t, by solving the
transport equation

∂tν̃t + 〈u〉 · ∇ν̃t = cb1 frΩ̃ν̃t − cw1 fw
[
ν̃t

`

]2
(7)

+
1
σ

{
∇ · [(ν + ν̃t)∇ν̃t] + cb2∇ν̃t · ∇ν̃t

}
.

In (7), ` is the local distance to the wall, and Ω̃ denotes
a positive scalar quantity which, beyond the viscous and

buffer regions, equals the local vorticity magnitude Ω =

(2 Ω : Ω)1/2, with Ω = 1
2

(
∇〈u〉 − ∇〈u〉T

)
the rotation-

rate tensor. The various functions and constants in (7)
are determined in such a way that, in a near-wall region,
ν̃t ∝ ` and Ω̃ ∝ `−1 down to the wall; see Appendix A
for details. Then, the eddy viscosity νt involved in (5) is
related linearly to ν̃t via an empirical damping function,
fv1, in the form

νt = fv1ν̃t . (8)

The function fv1 tends to 0 as the wall is approached
and is unity far from it. This damping function al-
lows accurate estimates of the turbulent shear stress to
be obtained in near-wall regions, including the buffer
and viscous sublayers. The various empirical functions
and constants involved in (7)-(8) are detailed in Ap-
pendix A. Interestingly, in [13], Miles suggested that
the Spalart-Allmaras model, which was brand new at
that time, could be a good candidate to explore the in-
fluence of the orbital Reynolds stresses on the growth of
wind-generated waves.

The above model extends straightforwardly to the air
flow involved in the two-phase configurations of interest
here, provided `(x, t) is considered as the distance from
any position located in the air flow, i.e. in the region
such that 1 −C(x, t) > 0.5, to the interface. The evalua-
tion of ` will be detailed in the next section. Variations
of νt across the boundary layer are obtained through the
empirical functions fw and fv1 involved in (7)-(8), plus
the near-wall correction of the vorticity magnitude Ω̃

(see (A.2)).
If the flow in the liquid beneath the interface is con-

sidered laminar, as it will be in the examples discussed
in § 7.3, this condition is straightforwardly enforced by
extending (8) throughout the two-phase flow domain in
the form

νt = (1 −C) fv1ν̃t> , (9)

where ν̃t>(x, t) denotes the solution of (7) computed
when the considered position x stands in the air at time t.
The ‘constitutive’ equation (9) leaves the eddy viscosity
in the air flow unchanged but sets it to zero in the liquid.
In cases where the flow in the liquid is turbulent, as hap-
pens with water beyond wind speeds of a few meters per
second, the model may easily be adapted to predict the
eddy viscosity in the liquid. Indeed, for physical rea-
sons discussed in Appendix B, turbulence beneath an
air-liquid interface behaves differently from that close
to a rigid wall. As a result, the turbulent shear stress in
the liquid grows linearly with the distance to the inter-
face, even within the viscous sublayer, just as ν̃t does in
(7). Consequently, one merely needs to set fv1 ≡ 1 in
(8) to obtain a realistic decay of the eddy viscosity as the
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interface is approached from below. In such turbulent-
turbulent configurations, the eddy viscosity throughout
the two-phase flow becomes

νt = (1 −C) fv1ν̃t> + Cν̃t< , (10)

with ν̃t<(x, t) the local value of ν̃t computed from (7)
when the considered position stands in the liquid, i.e.
C(x, t) > 0.5.

5. Numerical framework and specific techniques

The governing equations (3)-(7) are solved using the
JADIM code developed at IMFT. This second-order fi-
nite volume code solves the Navier-Stokes equations
and scalar transport equations on a staggered grid.
Equations are written in general orthogonal curvilin-
ear coordinates [57], which makes the treatment of
the curved geometries considered in some test cases
of § 6 straightforward. Time-advancement is achieved
with a third-order Runge-Kutta scheme for advective
and source terms, and a semi-implicit Crank-Nicolson
scheme for viscous terms [58]. Incompressibility is en-
forced to machine accuracy at the end of each time step
by solving a Poisson equation for the pressure incre-
ment. Equation (3) governing the evolution of the in-
terface is solved using a flux-limiting transport scheme
split into a succession of one-dimensional steps [59].
No geometrical reconstruction procedure is applied to
locate the interface, which is merely defined as the iso-
surface C = 0.5. An algebraic procedure aimed at
limiting the spreading of volume fraction gradients in
the presence of strong stretchings acting in the direc-
tion normal to the interface is available in the code [59]
but was not activated in the computations reported be-
low. Indeed, in the shear-driven configurations consid-
ered here, the dominant stretching stands in the plane lo-
cally parallel to the interface. In (5), the capillary force
at a location x is computed using a smoothed distribu-
tion of the volume fraction gradients, obtained by apply-
ing a weighted spatial averaging procedure to the distri-
bution of C in a prescribed neighbourhood of x [59].
In (7), the production term and the nonlinear diffusion
term, σ−1cb2∇ν̃t · ∇ν̃t, are treated as source terms, while
the Fick-like diffusion term, σ−1∇ · [(ν + ν̃t)∇ν̃t], and
the wall-destruction term are handled with the Crank-
Nicolson scheme; treating this destruction term implic-
itly contributes to the numerical stability of the overall
algorithm.

In all computations reported below, the flow takes
place over a rigid wall on which Dirichlet conditions

〈u〉 = 0 , ν̃t = 0 , (11)

are imposed. The upper boundary may either be a sym-
metry plane or a rigid flat wall. In the former case, free-
slip conditions

〈u〉 ·nu = 0 , nu · ∇[〈u〉− (〈u〉 ·nu) nu] = 0 , nu · ∇ν̃t = 0
(12)

are imposed, nu denoting the unit normal to the consid-
ered plane. The flow is periodic in the streamwise (x)
direction in all cases.

An important issue in the determination of the tur-
bulent viscosity is the evaluation of the distance `(x, t)
to the interface at a given position x. In the case of
a single-phase wall-bounded flow, we compute ` by
first building an explicit parametric representation of the
wall geometry in the form xw(s) ≡ (xw(s), zw(s)) with
ds = (dx2

w + dz2
w)1/2 the infinitesimal arc-length ele-

ment. Then we vary s along the wall (actually within
a ‘reasonable’ finite interval of streamwise positions
xw on both sides of x), compute the distance `s(x) =

{(x − xw(s))2 + (z − zw(s))2}1/2 within this interval and
set `(x) = min|s(`s(x)). In two-phase configurations, as-
suming that the interface remains single-valued, we lo-
cate it using the standard SLIC technique [60]. That is,
starting from the top of the domain, we examine the vol-
ume fraction in the successive grid cells encountered at
a given x by decreasing z until we detect the first cell in
which C(x, t) > 0.5. This gives a first approximation of
the interface position at the considered abscissa, zi(x, t).
Then, the precise position of the interface, zs(x, t), is
obtained by requesting that the liquid volume enclosed
below the interface equals that given by the volume frac-
tion field, which yields

zs(x, t) = zi(x, t) +

∫ zs

zi

C(x, z′, t)dz′ . (13)

We then compute `(x, t) as in the single-phase case.
However, it may happen, especially in long runs, that
the interface does not remain single-valued, since some
wave components may overturn. In such cases, the
above approach is no longer sufficient, as it only allows
the uppermost position of the interface at a given ab-
scissa to be detected. To deal with these more general
situations, we employ the following strategy. We de-
fine a disc of radius R centered at the current location x,
and introduce the index α(x′, z′) such that α = 1 at all
cell positions (x′, z′) belonging to the disc, i.e. such that
(x′ − x)2 + (z′ − z)2 ≤ R2, and α = 0 otherwise. Then,
starting with the initial guess R = `(x, t) provided by the
above SLIC technique, we compute the average volume
fraction within the disc, i.e.

C(R, t) =

∫
V
α(x′, z′)C(x′, z′, t)dV∫
V
α(x′, z′)dV

. (14)
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We compare C(R, t) with the local volume fraction at the
disc centre, C(x, t). If the relative difference between the
two exceeds a prescribed tolerance, this is an indication
that the volume fraction has varied within the disc, so
that the distance to the interface is actually less than R.
Therefore, we decrease R until C(R, t) becomes close
enough to C(x, t). The final determination of `(x, t) is
obtained by interpolating the last two values of R in-
volved in the iterative process, as the final one underes-
timates the distance to the interface while the penulti-
mate one overestimates it.

6. Preliminary tests: single-phase computations

Before considering wind-wave generation, it is nec-
essary to assess the performances and limitations of the
turbulence model in relevant single-phase flows. The
simplest configuration of interest here is presumably the
fully-developed turbulent flow in a plane channel. This
flow is also relevant with respect to the initialization of
two-phase configurations because the corresponding ve-
locity and turbulent viscosity fields are used during this
stage, as will be seen in § 7. The corresponding tests
are detailed in Appendix C. It is shown that the model
allows the mean velocity profile to be predicted accu-
rately, even at high Reynolds number, with a very lim-
ited number of grid points located in the viscous sub-
layer. This is a good indication that the various near-
wall and viscous corrections involved in (7)-(8) perform
well in a zero-pressure gradient flow over a flat wall.

A more complex single-phase configuration directly
relevant to wind-wave generation is that of a turbu-
lent flow over a rigid wavy wall. This configuration
has been extensively studied experimentally by Han-
ratty and coworkers, both in unseparated and separated
configurations resulting from small- [61; 62; 63] and
large- [64; 65; 66] amplitude undulations, respectively.
The turbulence response to these undulations revealed
several subtleties, starting with the amplitude and phase
shift of the streamwise variations of the wall pressure
and shear stress, and the position of the separation and
reattachment points in the separated case. Measure-
ments in the unseparated configuration established that
standard mixing length-type models are unable to pre-
dict the above phase shifts for ‘long’ undulations with
wavenumber k such that k+ = kδν . 0.01, with δν =

ν/u∗ the near-wall viscous length scale. In contrast, ac-
curate predictions were obtained whatever k+ by intro-
ducing an ad hoc ‘relaxation’ of the mixing length ac-
counting for the nonlocal influence of the streamwise
pressure gradient on the thickness of the buffer layer

and viscous sublayer [67]. Since then, this flow configu-
ration has been extensively investigated experimentally
(with large-amplitude undulations) [68; 69; 70; 71] and
computationally, be it through DNS [72; 73; 74; 75],
LES [76; 77; 78; 79], or RANS simulations with two-
equation turbulence models [71; 78; 80; 81; 82; 83].

Here we assess the performance of the Spalart-
Allmaras model in two distinct wavy wall configu-
rations, corresponding to unseparated and separated
flows, respectively. These two cases, based on the ex-
perimental conditions of [61; 63] on the one hand and
[65] on the other hand, were taken as reference in a pre-
vious LES study [76], and these LES predictions are
also used below for the sake of comparison. The flow
domain is a wavy channel with total height H from
the wave trough (z = −a) to an upper rigid flat wall
(z = H − a), both walls been subjected to a no-slip
condition. The shape of the wavy wall is defined as
zw(x) = a cos(2πx/λ) and the wave steepness 2a/λ is
0.031 in the unseparated case and 0.2 in the separated
one, the wavelength being close to the mean channel
height Hm = H − a in both cases. The flow Reynolds
number Reb based on the height Hm/2 and bulk velocity
Ub = H−1

re f

∫ Hm

0 u(z′)dz′ is 6560 in the unseparated case
(with Hre f = Hm) and 10600 in the separated one (with
Hre f = Hm − a). The grid is curvilinear and orthogo-
nal, with 144 cells from wall to wall and 52 cells over
one wavelength. It is nonuniform across the channel,
with a minimum near-wall cell size ∆z+

min = ∆zminu∗/ν
close to 0.04 and 0.09 in the unseparated and sepa-
rated cases, respectively, u∗ denoting the wavelength-
averaged friction velocity on the wavy wall. Compu-
tations are carried out by prescribing the pressure gra-
dient dP/dx and initializing the velocity and turbulent
viscosity fields from z = 0 to z = Hm with the cor-
responding Poiseuille profile and the parabolic distri-
bution ν̃t(x, t = 0) = 40 νz(Hm − z)/H2

m, respectively.
In addition, the initial velocity and turbulent viscosity
distributions are both set to zero in the trough region
−a ≤ z ≤ 0.

Figure 1 displays the pressure and shear stress
distributions along the wavy wall in the unsepa-
rated case. The dimensionless wall pressure and
shear stress are respectively defined as pw(x/λ) =

(P(x, zw(x)) − P(0, zw(0))/( 1
2ρU2

b) and τw(x/λ) =

µ∂n〈u〉(x, zw(x))/(ρu∗
2
), with ∂n the normal derivative

with respect to the wall. In line with experiments at a
higher Reb and larger wave steepness [61], the wall pres-
sure predicted by the one-equation turbulence model
(subfigure (a)) is seen to exhibit a nearly harmonic re-
sponse, with a maximum located slightly downstream
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Figure 1: Wall distributions in a non-separated flow over a wavy wall with 2a/λ ≈ 0.031, Hm/λ = 1 and Reb ≈ 6560 (Re∗ = Hmu∗/2ν = 370,
k+ = πRe∗−1Hm/λ ≈ 8.5 × 10−3). —–: present predictions with the standard turbulence model ( fr = 1 in (7)); +: predictions with the curvature-
sensitized turbulence model ( fr given by A.6)-(A.7)). (a) normalized pressure pw; the inset displays the experimental distribution determined in
[61] for 2a/λ ≈ 0.05 and Reb ≈ 1.5 × 104. (b) normalized shear stress; •: experiments [61] (Reb ≈ 7850); —–: LES prediction [76].
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Figure 2: Wall distributions in a separated flow over a wavy wall with Reb ≈ 10600 (Re∗ = 1370), Hm/λ = 0.933 and 2a/λ = 0.2. For caption, see
figure 1; experimental data are taken from [65] (Reb ≈ 12000).

of the trough. Although it corresponds to different flow
conditions, the experimental distribution shown in the
inset confirms these conclusions. In contrast, the shear
stress profile (subfigure (b)) is found to be shifted ahead
of the wall profile by nearly 55◦ (the angular phase shift
is defined as 360× (1− xτ/λ), with xτ the position of the
maximum of τw). As the figure shows, this phase shift
is in good agreement with experimental results and LES
predictions. However, the magnitude of the shear-stress
variations is severely under-estimated, especially on the
wind-ward side of the crest where the model predicts a
50% increase of the shear stress with respect to its mean

value, while the experimental data and the LES result
both indicate a twofold increase.

The distributions of pw and τw in the separated case
are shown in figure 2. Here again, the general appear-
ance of the two distributions is correctly captured but
the maxima, located 90◦ and 50◦ ahead of the crest for
pw and τw, respectively, are under-estimated by nearly
30%. The wall shear stress is predicted to become
negative at x/λ ≈ 0.072 and to return to positive at
x/λ ≈ 0.720, in slightly better agreement with exper-
imental measurements than the LES prediction. Nev-
ertheless, experiments rather indicate that the flow de-
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Figure 3: Streamines in a separated flow over a wavy wall with Reb ≈ 10600, Hm/λ = 0.933 and 2a/λ = 0.2. (a): present results; (b): experiments
(adapted from figure 5(b) of [71]). The color scale corresponds to isovalues of the streamwise mean velocity 〈u〉(x, z).

taches at x/λ ≈ 0.13 and reattaches at x/λ ≈ 0.66,
so that the model actually somewhat anticipates the de-
tachment on the leeward side of the crest and slightly
delays the reattachment. Second-order models system-
atically suffer from the same shortcoming [83]. The
model predicts that the position of the pw-maximum
coincides with that of the reattachment point, in line
with the experimental findings of [64]. In the detached
region, the wall shear stress predicted by the Spalart-
Allmaras model is in better agreement with the nearly
flat distribution revealed by experiments than that com-
puted in the reference LES. Predictions of the curvature-
sensitized version of the model, in which the magnitude
of the production term in (7) is modulated by the local
ratio of the rotation and strain rates according to (A.6),
exhibits marginal differences with those of the standard
model. The most noticeable difference is found on the
wall pressure, which increases on the leeward side of the
crest when curvature effects are accounted for, making
a ‘shoulder’ appear in the pw-distribution, in line with
that exhibited by experimental and LES results.

Figure 3 shows the streamline pattern in the separated
case, and compares it with the experimental pattern de-
termined in [71]. The separated zone is seen to extend
over most of the region located above the trough in both
panels. Nevertheless, the recirculation region predicted
with the Spalart-Allmaras model is flatter than that ob-
served in the experiment. For instance, in the plane
x/λ = 0.5, i.e. right above the through, the top of the re-
circulation stands at the altitude z/H ≈ 0, while it is de-
tected at z/H ≈ 0.06 in the experiment. Also, the foot-

print of the disturbance induced in the distribution of the
streamwise velocity 〈u〉(x, z) by the wavy wall persists
deeper in the bulk in the computation. Indeed, a sig-
nificant bump, associated with a velocity minimum, is
noticed in the core region (z/H . 0.5), while the corre-
sponding experimental distribution exhibits a much flat-
ter profile.

In summary, the tests performed in an unseparated
turbulent flow over a wavy wall reveal that the one-
equation Spalart-Allmaras model correctly predicts the
phase of the wall pressure and shear stress distribu-
tions in the considered case, which corresponds to k+ ≈

8.5×10−3. Additional results for other k+ are reported in
Appendix D. They confirm these conclusions for larger
k+ (relevant to wind-wave generation), while for smaller
k+ (more relevant to swell propagation) the model fails
to predict correctly the phase lag, as systematically ob-
served with turbulence models based on the eddy vis-
cosity concept [14; 43; 67]. In the separated configura-
tion, the model predicts the position of the detachment
and reattachment points fairly well, although it under-
predicts the extent of the recirculating region in the di-
rection normal to the wall. In both cases, the main de-
ficiency of the model with respect to present purposes
appears to be the significant under-prediction of the am-
plitude of the pw- and τw-variations, especially that of
their peak values. In other terms, the Spalart-Allmaras
model seems to ‘soften’ flow variations along the sinu-
soidal wall profile too much. It might be that this defi-
ciency can be attenuated by tuning some of the empir-
ical functions and constants of the models detailed in
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(A.3)-(A.5). However, these parameters have been cali-
brated in a number of flows in the past, and any change
in one of them improving the predictions in the specific
configuration considered here might be detrimental in
other flows. This is why we did not attempt to tune any
of these parameters. The only attempt we made con-
sisted in setting the diffusion term (last term in the right-
hand side of (7)) to zero in the streamwise direction, to
favor sharper variations of the eddy viscosity along the
flow direction. However, this attempt did not reveal any
significant change in the pw- and τw-distributions, nor
in those of the mean velocity field 〈u〉(x, z).

The results reported in Appendix C establish that the
Spalart-Allmaras model reproduces the mean shear pro-
file across a fully-developed turbulent boundary layer
well, even with a coarse discretization in the viscous
sublayer. This makes this model suitable for studying
the initial wave growth in the spirit of Miles’ ‘quasi-
laminar’ theory [6]. When the wave amplitude grows,
so do the wave-induced Reynolds stresses. As the tests
performed with the flow above a wavy wall revealed, the
model reproduces the shape of the pressure and shear
stress distributions at the wall qualitatively well but
under-predicts the amplitude of their variations along
the wave profile, especially in the unseparated regime.
However, the linear stability results of [53] led to the
conclusion that wave-induced Reynolds stresses affect
only secondarily the wave growth in this regime. Hence
the deficiency of the turbulence model is not expected to
alter significantly the corresponding predictions. With
further growth of the wave amplitude, the near-surface
flow separates. The model predicts the positions where
separation and reattachment take place quite well, but
still under-predicts the peaks of the wall distributions by
nearly 35%. This under-prediction has presumably size-
able effects on the characteristics of the saturated wave
field. However, we are presently primarily interested
in the early stages of the growth and of the interactions
among the wave components. This is why the perfor-
mances of the model reported in the various tests we
carried out, combined with its simplicity and numerical
robustness, make us confident that it is suitable for our
objectives.

7. Two-phase configurations

7.1. Geometry and grid

We now turn to the two-phase computations based
on the complete set of equations (3)-(7). The simula-
tions are carried out in a rectangular domain with di-
mensions L × H in the streamwise (x) and vertical (z)

liquid Re∗ L
H

∆x
∆zmin

∆zmax
∆zmin

Nx Nz

L1 228 1.5 4.97 13.72 282 228
453 1.5 5.03 16.91 546 408
613 1.5 4.94 18.78 750 528
800 1.5 4.69 19.29 1026 678
1067 1.5 5.03 19.09 1290 918

L10 613 1.5 4.94 18.78 750 528
1067 1.5 4.97 19.09 1290 918

L12 800 3.0 18.46 19.29 522 678
L30 800 3.0 18.46 19.29 522 678
L100 613 1.5 4.94 18.78 750 528

1067 1.5 4.97 19.09 1290 918
1333 1.5 5.10 18.98 1602 1158
1600 1.5 4.99 18.86 1926 1368
1867 1.5 5.06 19.02 2240 1608

Table 1: Characteristic parameters of the simulations. The mean in-
terface is located midway between the bottom wall and top symmetry
plane in all cases. Lq denotes a liquid whose viscosity is q times that
of water.

directions, respectively. The flow is assumed periodic
in the x-direction, while no-slip and free-slip conditions
apply on the bottom and top walls, respectively. In all
runs discussed below, the mean level of the interface,
z0, is assumed to stand midway between the bottom and
upper surfaces, which is close to the experimental con-
ditions of [18]. Computations make use of a grid with a
nonuniform cell spacing in the z-direction on both sides
of the mean interface. More precisely, the cell spacing
decreases gradually from z = 0 to z = z0 − ∆/2, stays
constant within the stripe z0 − ∆/2 ≤ z ≤ z0 + ∆/2, and
re-increases from z = z0+∆/2 to the upper free-slip wall
located at z = H. We set the grid spacing in the interme-
diate stripe to ∆zmin ≈ 0.5δν, with δν = ν/u∗ the charac-
teristic near-wall length scale of the air flow. We choose
a thickness ∆/H = 1/8 for the stripe, which, under most
conditions, makes the refined region thick enough to
track the possible development of surface waves until
saturation. Since Re∗ = (H − z0)/δν and z0 = H/2, this
choice yields a number of cells N∆≈

∆
0.5δν

= H
4δν

= 1
2 Re∗

within this stripe. The lower and upper non-uniform re-
gions are discretized with 0.35N∆ cells each, so that the
height of the largest cells (adjacent to the bottom wall
and upper free-slip surface, respectively), is approxi-
mately 10δν. A uniform cell spacing, ∆x, is imposed
in the streamwise direction. To avoid excessive cell dis-
tortion in the refined region, the ratio ∆x/∆zmin is main-
tained close to 5 in most cases. This yields a total num-
ber of cells in the streamwise direction Nx = L/∆x =
L
H

H
∆

N∆
∆zmin
∆x , so that with ∆/H = 1/8, N∆ = 1

2 Re∗ and
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∆x
∆zmin
≈ 5 one has Nx ≈ 0.8Re∗L/H. Gathering the above

information, the total number of cells is seen to be ap-
proximately 0.8Re∗L/H×0.85Re∗ ≈ 0.7(L/H)Re∗2. For
instance, with Re∗ = 800 and L/H = 3/2, the grid com-
prises a total number of 1026 × 678 cells. The flow and
grid characteristics employed in the 14 runs discussed in
§ 7.3 are summarized in table 1. Obviously, the domain
length L has to be chosen large enough for the growth of
the relevant interfacial modes to remain unconstrained
by the imposed x-periodicity. This is no problem in the
early stages of the growth but can become an issue in
late stages if low-wavenumber modes are still develop-
ing. In such cases, the remedy consists in designing
a new 2L-long grid with the same z-discretization, and
continuing the run on that grid with the last fields com-
puted on the initial L-long grid used as initial condi-
tions. The same procedure can be repeated several times
if necessary.

7.2. Initialization protocol

The air flow is driven by the mean pressure gradi-
ent dP/dx, and the control parameter of the simulations
is the friction velocity at the interface, u∗, the two be-
ing related through the constraint ρau∗2 = −H

2 dP/dx
resulting from the streamwise momentum balance. A
small negative streamwise gravity component, gx, may
be introduced in order to impose a zero mean flowrate
in the liquid, then mimicking the experiments of [18]
in which the liquid was enclosed in a rectangular tank.
Indeed, the x-component of the total driving force per
unit volume in the air is Ga = ρagx − dP/dx while that
in the liquid is Gl = ρlgx − dP/dx. Since ρl/ρa � 1,
a small but nonzero gx leaves the driving force virtually
unchanged in the air flow (Ga ≈ −dP/dx) but may pro-
vide the dominant contribution in the liquid (Gl ≈ ρlgx).

As long as the flow in the liquid is considered lam-
inar, it is initialized with the Poiseuille profile ul(z) =

µ−1
l [Gl(z0 − z/2) + ρau∗2]z which satisfies the no-slip

condition at the lower wall and the continuity of shear
stresses at the mean interface position. In cases a zero
net liquid flow rate is assumed, as it will be in all simula-
tions discussed in § 7.3, the condition

∫ z0

0 ul(z′)dz′ = 0
yields Gl = − 3

2ρau∗2z−1
0 . Other prescriptions may be

used for Gl. For instance, imposing Gl = −ρau∗2z−1
0

yields a zero-shear-stress condition at the bottom of the
liquid layer. In the case of water, the subsurface flow is
turbulent under most wind conditions. Hence, the above
Poiseuille flow and estimates for Gl are physically inad-
equate. The appropriate initialization procedure is de-
scribed in Appendix B.

To initialize the air flow, we perform a separate run to

compute the single-phase turbulent flow in a plane half-
channel of height H − z0, with the friction velocity at
the lower wall set to u∗. The discretization used in this
preliminary run is identical to that described above, i.e.
a constant grid spacing ∆zmin = 0.5ν/u∗ is employed
over a ∆/2-thick region adjacent to the wall, followed
by a growing spacing up to the upper free-slip surface.
Once this run has converged, the corresponding veloc-
ity and turbulent viscosity fields are pasted in the upper
part of the two-phase computational domain, after the
velocity of the liquid at the position of the mean inter-
face, ui = ul(z = z0), has been added to the computed
air velocity profile to enforce the continuity of velocities
at z = z0. It is worth noting that when the flow in the
liquid is laminar and the zero-flowrate condition holds,
one has ui = µ−1

l [Glz0/2 + ρau∗2]z0 =
z0
4µl
ρau∗2. Then,

defining the characteristic Reynolds number in the liq-
uid as Rel = 2

3ρluiz0/µl (the factor of 2/3 resulting from
the fact that the minimum of u(z) stands at the position
z = z0/3), Rel may be shown to be related to the friction
Reynolds number of the air flow, Re∗ = ρa(H−z0)u∗/µa,
as Rel =

2ρl
3ρa

[ z0
2(H−z0)

µa
µl

Re∗]2. Hence, considering for in-
stance a liquid 10 times more viscous than water and a
configuration with z0 = H/2 and Re∗ = 800, one has
Rel ≈ 270. This estimate indicates that the flow in the
liquid remains laminar, even though the air flow above
the interface is strongly turbulent; the more viscous the
liquid is, the more this conclusion holds.

After the above initialization of the velocity and tur-
bulent viscosity fields is completed, the solution of (3)-
(7) starts to be advanced in time. However, to make
sure that the matching of velocities and shear stresses
at the interface does not introduce any disturbance in
the discretized solution, we first let the simulation run
from t = 0 to t = ∆t0 = 100ν/u∗2 without updating
the volume fraction distribution, C(x, t). Then, we add
an impulse disturbance, ζ0(x)δ(t − ∆t0), to the initial in-
terface position z0, with δ(t) the Dirac delta function.
In practice, the disturbance is applied during one time
step. Then we let then the solution of (3)-(7), including
the volume fraction and local fluid properties, evolve
freely for t > ∆t0. Two specific disturbance shapes have
been considered. One is merely the harmonic distribu-
tion ζ0(x) = a cos(kx), the wavenumber k being neces-
sarily a multiple of the minimum wavenumber allowed
by the length of the domain, 2π/L. To avoid prescribing
a specific wavenumber, we generally rather make use of
a white noise disturbance defined as

ζ0(x) = aN−1/2
N∑

n=1

cos(knx + 2πΦn) , (15)
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Figure 4: Evolution of the rms interface deformation for different liquid viscosities and wind conditions. (a): water (blue), L12 (green) and L30
(red) under constant wind conditions (Re∗ = 800); (b): water for Re∗ = 613 (purple), 800 (blue), and 1067 (cyan); (c): L100 for Re∗ = 613 (purple),
1067 (blue), 1333 (green), 1600 (orange), 1867 (red). As we are mostly interested in the initial stages of the wave growth and interactions of
the growing components of the wave field, simulations were carried out over a prescribed number of time steps. This is why waves have reached
saturation in some cases while their amplitude is still growing in others.

with kn = 2πn/L, kN = π/(2∆x) and Φn a random
phase. This phase is provided by a dedicated routine
guaranteeing the same Φn-distribution, hence the same
disturbance spectrum, in all runs performed on a given
grid. An important advantage of (15) is that a single
run allows us to observe simultaneously the growth of a
large number of independent wavelengths, as long as
effects of nonlinear interactions are negligibly small.
More precisely, with L/H = 3/2 and the above estimate
Nx = 0.8Re∗L/H, the number of modes evolving in the
numerical domain is found to be Nx/2 ≈ 0.6Re∗.
For a given a, the above two disturbances have identical
root-mean square (rms) amplitudes. In both cases, we
select a = 2δν, which corresponds to 4 grid cells since
∆zmin ≈ 0.5δν. Whatever the selected form of ζ(x), the
perturbation of the interface position is translated into a
volume fraction disturbance in the form

C(x, z, t = ∆t0) =
1
2

{
1 − erf

(
z − z0 − ζ0(x)
γd∆zmin

)}
, (16)

where γd is an O(1)-parameter controlling the thickness
of the transition region across which the volume fraction
changes from 0 above the interface to 1 in the liquid
(γd = 1 in what follows).

7.3. A few examples of interface evolutions
We finally present some typical results for the evolu-

tion of the interface obtained thanks to the approach de-
veloped throughout the paper. An extensive discussion

of the results and on their consequences with respect to
the influence of the liquid viscosity on the growth of sur-
face waves is deferred to a forthcoming publication. In
what follows, the zero-flow-rate condition is enforced
in the liquid in all cases, and the impulse disturbance
used to trigger the generation of wind waves obeys the
white noise distribution (15). To isolate effects of the
liquid viscosity, the other physical properties of the liq-
uid, namely surface tension and density, are kept con-
stant and equal to values corresponding to water. For the
same reason, the flow in the liquid is considered lami-
nar in all runs, although in the case of water it would
actually be turbulent under most wind conditions. In
what follows, a liquid q times more viscous than wa-
ter will be denoted as Lq for the sake of conciseness.
Surface deformations and times are normalized by the
viscous near-wall scales of the air flow, δν = ν/u∗ and
tν = ν/u∗2, respectively, and the corresponding normal-
ized quantities are denoted with a + superscript.

Figure 4(a) shows how the same initial interface dis-
turbance submitted to the same wind speed (Re∗ = 800)
evolves for three liquids of increasing viscosity, namely
water, L12 and L30. With water, two stages during
which ζ+

rms exhibits a sharp, nearly exponential increase
emerge, separated by an intermediate stage correspond-
ing to a milder increase from t+ ≈ 3000 to t+ ≈ 5000.
As we shall see later, the two exponential growths are
associated with disturbance components having distinct
wavenumbers. At the end of the simulation (t+ ≈ 8000),
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Figure 5: Snapshots of the interface deformation and streamline patterns in the laboratory frame in which the bottom wall is at rest. (a): water for
Re∗ = 800 at t+ = 6000; (b): same at t+ = 7000; (c): L100 for Re∗ = 1600 at t+ ≈ 5000. The liquid (red) and air (blue) layers are defined as
the regions where the instantaneous volume fraction C(x, t) is larger or smaller than 0.5, respectively. All open streamlines are uniformly spaced.
Closed streamlines are also uniformly spaced but their spacing is tighter, to better reveal the local flow structure.

the surface deformation is still growing exponentially
and its rms value has already reached 50 viscous length
units (see the comment in the caption of figure 4). In
the case of L12, the interface evolution follows a differ-
ent route. Here also, three distinct stages may be iden-
tified but the rms deformation now exhibits its strongest
growth rate during the short intermediate period. The
deformation is still growing at t+ = 6000 but the growth
rate is decreasing and this trend persists at later stages
(ζ+

rms ≈ 0.5 at t+ = 12000). Therefore, the saturated
wave amplitude is expected to be of the order of the vis-
cous near-wall length scale in that case. Last, after hav-
ing slightly grown up to t+ ≈ 3000, the deformations
at the surface of L30 start to decay. This trend goes on
throughout the simulation and the rms deformation at
t+ = 12000 is typically one order of magnitude weaker
than the broad maximum reached at t+ ≈ 3000. Con-
sequently, with Re∗ = 800, present simulations predict
that large-amplitude waves develop at the surface of wa-
ter, while in the case of L12 waves barely reach an am-
plitude of the order of δν, and disturbances at the surface
of L30 first grow transiently but then experience a con-
tinuous decay.

Figure 4(b) shows how the deformation varies with
the wind speed at the surface of water in a range of
conditions corresponding approximately to dimensional
bulk air velocities from 4.5 m.s−1 to 8 m.s−1, the latter
being the highest speed considered in [18]. Not surpris-
ingly, the higher the wind speed the stronger the growth
rate, i.e. the larger ζ+

rms at a given t+. One may also no-
tice that the three evolutions exhibit common trends, es-
pecially the three-stage structure already noticed in fig-
ure 4(a), with an intermediate stage during which the

growth rate is significantly weaker than at shorter and
longer times. Actually, the growth rate may even vanish
during that stage at low enough wind speed, as the curve
corresponding to Re∗ = 613 indicates. The case of L100
is considered in figure 4(c). After the initial transient,
the rms deformation quickly decays at the lowest wind
speed (Re∗ = 613), while it stays almost constant and of
the order of one-tenth of δν for Re∗ = 1067 (note that
this is the wind condition yielding the largest growth
for water in figure 4(b)). Increasing the wind speed, the
interface deformation is found to exhibit a more consis-
tent growth for Re∗ = 1333, but its rms value is still
significantly less than δν at the end of the simulation. In
contrast, the highest two wind conditions (Re∗ = 1600
and Re∗ = 1867) give rise to a continuous growth, with
a growth rate decreasing gradually over time and yield-
ing amplitudes larger than 10δν at the end of the com-
putation. It is worth noting that the three-stage structure
observed with water does not exist in the case of L100,
which suggests qualitative differences in the evolution
of the interface deformation in the presence of low- and
high-viscosity liquids.

Some examples of the interface and streamline pat-
terns after the interface deformation has reached a siz-
able amplitude are displayed in figure 5. The wave-
length λ0 = L/2 is seen to dominate the wave field at
such long times in the case of water (figures 5(a − b)),
while a shorter dominant wave with λ0 = L/6 has
emerged in the case of L100 (figure 5(c)). The corre-
sponding wave steepness 2πζrms/λ0 is close to 0.09 and
0.10, respectively, indicating that waves are reaching a
stage in which nonlinear effects become significant. A
series of closed streamlines is seen to exist in the liq-
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Figure 6: Power spectral density Eζ+ (k/kc) of the wave field. (a): water for Re∗ = 800 at t+ = 2000; (b) same at at t+ = 6000; (c): L100 for
Re∗ = 1600 at t+ = 5000. Wavenumbers are normalized by the capillary wavenumber kc = (ρlg/γ)1/2.

uid in all cases, and stands approximately two thirds
of the height of the liquid. This feature is due to the
zero-flowrate condition that forces the bottom part of
the liquid to recirculate. The vertical positions of the
centroids of the closed streamlines almost coincide with
those of the wave troughs in the case of L100, while
they are slightly ahead of the positions of the crests in
the case of water. Similarly, the crests and troughs of
the first streamline beneath the interface nearly coincide
with those of the latter in the case of water, while the un-
dulations of this streamline and those of the interface are
almost phase-opposed for L100. The reason for this dif-
ference may be qualitatively understood by noting that,
owing to the presence of the µ−1

l pre-factor in the expres-
sion of the surface mean velocity ui, the phase speed c0
of the dominant wave with wavenumber k0, roughly es-
timated as c0 = (g/k0)1/2, is approximately five times
larger than ui in figure 5(c), while it is only one-third
of it in figures 5(a − b). Therefore, a critical layer ex-
ists in the latter case while it does not in the former.
Consequently, waves propagating at the surface of L100
are nearly irrotational, while those propagating over the
water layer have a significant vortical component. The
stream function of an irrotational monochromatic wave
at a given z is known to reach its maxima below the
crests and its minima below the troughs, which, when
observed in the fixed laboratory frame, translates into
the phase-opposed pattern displayed in figure 5(c). Con-
versely, since the ratio c0/ui is small in the case of wa-
ter, the corresponding interface deforms slowly in the
laboratory frame and is then close to a streamline. This
is why the streamline distribution in figures 5(a − b) is
reminiscent of the Kelvin’s cat’s eye pattern. Obviously,
the streamline pattern observed in figures 5(a−b) would
be significantly modified if the flow in the water were
treated as turbulent, as it is in practice at the considered

wind speed. In that case, the approximate model devel-
oped in Appendix B indicates that the surface current
would be approximately 6 times weaker than predicted
assuming laminar conditions, so that no critical layer
would exist in the liquid. Influence of the laminar vs
turbulent nature of the wind-driven subsurface current
in the case of water will be discussed in a forthcoming
paper.

Figure 6 shows some typical wave energy spectra,
Eζ+ (k/kc), still for the two cases of water at Re∗ = 800
and L100 at Re∗ = 1600. The capillary wavenumber
kc = (ρlg/γ)1/2, kept constant in all runs, is used to
normalize wavenumbers. In the fairly early stage dis-
played in figure 6(a), several wavenumbers located in
the range 1.2 ≤ k/kc ≤ 2.8 dominate the wave field, the
energy peak being reached at k0/kc ≈ 1.55, i.e. for a
wavelength λ0 ≈ 0.09L. The energy contained in lower
wavenumbers such that k/kc < 1 is typically two or-
ders of magnitude weaker. Beyond k/kc ≈ 3, the energy
density decays gradually as the wavenumber increases,
until k/kc ≈ 10 where it is four orders of magnitude
weaker than the peak value. Then it remains at similar
levels down to the highest wavenumber allowed by the
grid (not shown). As time proceeds, the spectral con-
tent in the range k/kc . 10 changes dramatically. In
subfigure (b), i.e. at a time instant thrice as long as in
subfigure (a), a single component dominates the wave
field, carrying an energy density almost three orders of
magnitude larger than that found in the previously dom-
inant wavenumber range. This component corresponds
to k0/kc ≈ 0.285, i.e. λ0 = L/2. Therefore, the domi-
nant wavenumber has been reduced by a factor of 5.55
in between the two snapshots. This wavenumber down-
shift is the counterpart of the well-known frequency
downshift observed with spatially growing waves, es-
pecially at short fetch [84; 85; 86]. Frequency down-
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shift is known to be a consequence of the Benjamin-Feir
instability. Dissipative effects such as wave breaking
and generation of capillary ripples were readily iden-
tified as the possible relevant sources of dissipation in
mechanically-generated waves [84; 87]. Nevertheless,
purely conservative three-dimensional effects were later
shown to strongly promote the phenomenon [88], al-
though the possibility that they may produce the ob-
served downshifts without the presence of any source of
dissipation was debated [88; 89]. With wind-generated
waves, turbulence in the air and possibly in the liquid
adds another obvious source of dissipation. Assum-
ing a logarithmic velocity profile in the air and a con-
stant eddy viscosity in both air and water, it has been
shown that frequency downshifts in reasonable agree-
ment with experimental data may be predicted in two-
dimensional configurations involving both pure grav-
ity waves [90] and gravity-capillary waves [91]. Here,
three-dimensional effects are absent and wave breaking
does not occur in the stages corresponding to figures
6(a − b). Moreover, the flow in the liquid is artificially
forced to stay laminar and the corresponding viscous
dissipation in the bulk is negligibly small given the low
viscosity of water. Therefore the only significant source
of dissipation stands in the turbulence in the air bound-
ary layer, possibly supplemented with some viscous
near-surface dissipation in water due to the presence of
steep high-wavenumber capillary ripples in the trough
region of the carrying gravity wave (see figure 5(b)).
What present results show is that large downshifts take
place even within this restrictive modelling framework.
Comparing these predictions with laboratory observa-
tions showing how the dominant wave length grows
with increasing fetch, for both water and more viscous
liquids, is of course an important test for the present ap-
proach, including the selected one-equation turbulence
model.

Figure 6(c) reveals a very different spectral distribu-
tion of the wave energy in the case of L100. Here, most
of this energy is contained in a discrete series of rays
consisting of a dominant component k0/kc ≈ 0.855, i.e.
λ0 = L/6, its subharmonic k0/2, and the successive har-
monics 3k0/2, 2k0, etc. Energy has decayed by six or-
ders of magnitude in between the dominant component
and the fourth harmonic k = 4k0. The energy distri-
bution found in figure 6(c) is a clear indication that in-
tense subharmonic [85; 92] and superharmonic [93] in-
stabilities may affect wind-generated waves propagating
over high-viscosity liquids, as is customary with nonlin-
ear irrotational surface waves. Since the wave steepness
is close to 0.1 here, the presence of already significant
nonlinear effects is no surprise.

It is worth mentioning that, in cases where the wave
field has reached saturation (such as for instance with
Re∗ = 1067 and 1333 in figure 4(c)), some preliminary
comparisons with available data and theoretical predic-
tions reveal interesting trends. In such cases, the major
part of the wave field is made of small-amplitude cap-
illary ripples (ζ+

rms ∼ 10−1). The corresponding spec-
tra (not shown) exhibit a nearly two-decade range of
wavenumbers over which the slope is close to −6, in
line with previous experimental and numerical findings
[94; 95]. Further analysis of such long runs is of course
required to confirm such predictions.

8. Summary and concluding remarks

In this paper, we reported the successive steps of the
development of a consistent numerical approach aimed
at computing the evolution of the interface separating
a viscous liquid layer from a turbulent air flow blow-
ing over it. The final aim was to obtain a numerical set
up capable of providing predictions for the growth of
wind-driven waves developing at the surface of a liq-
uid which may be several orders of magnitude more
viscous than water, which implies high bulk velocities
in the air, hence a broad spectrum of eddies within the
boundary layer. After reviewing the strengths and lim-
itations of the various available simulation approaches,
these flow conditions led us to favour the combination of
a one-fluid formulation of the entire time-evolving flow
field, combined with a Reynolds-averaged formulation
of the governing equations. Given that the time scales
of the orbital and turbulent motions generally over-
lap, we showed that the simplest way to combine these
two formulations in a consistent manner is achieved by
defining the averaging operator as a spatial average in
the transverse horizontal direction perpendicular to the
mean wind. We discussed the restrictions implied by
the inherently two-dimensional approach resulting from
this choice, especially the fact that it is unsuitable for
studying the occurence and development of tiny three-
dimensional wrinkles at the interface, and to examine
the relevance of Phillips resonance mechanism in the
very early stages of the interface deformation. In con-
trast, Miles instability mechanism being primarily two-
dimensional, the designed modelling framework is ap-
propriate for assessing its relevance over a wide range
of liquid viscosities and air flow conditions.

Due to the selected Reynolds-averaged formulation,
turbulent stresses appear in the resulting momentum
equations. The potentialities of the proposed approach
then depend to a significant extent on the choice of an
appropriate turbulence closure for these stresses, and in
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a second step of the selected turbulence model. Al-
though deficiencies of eddy-viscosity type closures in
the outer part of the boundary layer above a wavy wall
have been identified for a long time, we adopted such
a closure here and selected the one-equation Spalart-
Allmaras model to compute the eddy viscosity through-
out the flow. Besides its simplicity and numerical ro-
bustness, this model has the advantage that the trans-
ported quantity, i.e. the eddy viscosity, vanishes at
the interface since turbulent fluctuations in the air flow
‘feel’ it as a rigid wall, given the large liquid-to-air den-
sity ratio. More sophisticated alternatives, i.e. two-
equation and full Reynolds-stress models, all solve a
transport equation for a lengthscale-determining quan-
tity, such as the dissipation rate, which exhibits a more
complex near-wall behaviour, a feature complicating the
description of the viscous sublayer which is of special
importance in the present problem.

The reported tests of the turbulence model in single-
phase wall-bounded flows revealed its strengths and
weaknesses. Among the former, the model was shown
to produce accurate near-wall mean velocity distribu-
tions in a fully-developed channel flow, even with a
sparse number of cells in the viscous and buffer lay-
ers. In the range of wavenumbers relevant to the gen-
eration of short (i.e. young) wind waves, it also cor-
rectly predicts the phase shift of the wall pressure and
shear stress distributions in the unseparated flow over a
wavy wall. Similarly, it predicts quite well the location
of the detachment and reattachment points in the sepa-
rated flow over a large-amplitude wavy wall. The main
shortcoming of the model in this type of flow appears
to be its significant under-estimate of the maxima of the
wall pressure and shear stress, especially that of the ex-
cess surface shear in the windward region ahead of the
wave crest. Obviously, one may expect this shortcom-
ing to have some consequences on the predicted wave
field, and this is an issue to be examined in detail in the
next steps of this study.

Having qualified the turbulence model in single-
phase flows, we turned to two-phase configurations. In
the examples we considered, the flow is assumed to be
turbulent above the interface and laminar in the liquid,
obeying a zero-flowrate condition in the latter. We paid
special attention to the initialization procedure, to make
sure that the initial composite velocity field is a sta-
tionary solution of the discretized two-phase problem
as long as the interface remains flat. Then, we intro-
duced a small impulse disturbance in the interface posi-
tion, the spectral content of which corresponds either to
a monochromatic wave or to a white noise distribution.
We then presented a short selection of results based on

evolutions of the rms disturbance, streamline and inter-
face patterns, and energy spectra of the wave field for
liquids of various viscosities. These results revealed the
key influence of the liquid viscosity on the nature and
structure of the observed evolutions. Obviously, for a
given air friction velocity, the higher the liquid viscosity
the lower the growth rate. Conversely, for a given liquid,
the higher the friction velocity the stronger the growth
rate. Provided the air flow is strong enough to make
waves develop at the surface of a liquid one hundred
times more viscous than water, we found that the corre-
sponding growth rate decreases continuously over time
and the wave field is essentially composed of a series
of rays dominated by a carrier wave, the subharmonic
with a wavenumber of half, and some higher harmonics
resulting from the combination of these two and from
nonlinear interactions. In contrast, in the case of wa-
ter, a strong wavenumber downshift takes place as the
disturbance grows, resulting in two separate stages dur-
ing which the corresponding dominant ray grows expo-
nentially. This downshift, together with the growth rate
and critical wind speed below which the disturbance is
damped, are among the main indicators to be compared
with experimental measurements in a forthcoming pa-
per. The influence of the subsurface current, which was
artificially kept laminar in the presented runs performed
with water but would actually be turbulent under natu-
ral conditions, also deserves specific attention. Indeed,
we observed that the large surface current resulting from
the laminar assumption induces the presence of a criti-
cal layer beneath the interface, while such a feature does
not exist if the subsurface current is turbulent. This dif-
ference may have consequences on the wave growth and
even on the selected preferential wavenumber.

Improvements in the numerical approach presented
here will presumably mostly come from the introduc-
tion of a more accurate turbulence model. However,
which model offers the best predictability with respect
to the targeted problem while guaranteeing a good nu-
merical stability is still to be determined. In particu-
lar, it seems that preserving the efficiency of the one-
equation model close to the interface, which is due to
the combination of the physical ingredients it incorpo-
rates and of the versatile technique we implemented to
compute the local distance from an arbitrarily-shaped
interface, would make sense. However, a Reynolds-
stress transport model is presumably required further
away from the interface to properly capture the out-
of-equilibrium effects resulting from the distortion im-
posed by the growing waves on the large-scale turbu-
lent eddies. A zonal approach in which these two types
of models would be matched at some position lying in
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the logarithmic layer might offer the best compromise.
An alternative and simpler possibility could be the so-
called QCR (quadratic constitutive relation) correction
to the Spalart-Allmaras model proposed in [96]. This
correction, which goes beyond the eddy-viscosity as-
sumption by introducing a quadratic constitutive law
for the Reynolds stress tensor, is known to reproduce
the anisotropy of the normal stresses in a wall-bounded
shear flow well. For this reason, this quadratic exten-
sion might be a good candidate to improve the predic-
tions obtained with the basic Spalart-Allmaras model at
a modest extra cost. In any case, detailed tests are still
necessary to reach a firm conclusion regarding the best
turbulence modelling strategy.
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Appendix A. Detail of the turbulence model

In (7), the wall-corrected vorticity magnitude Ω̃ in-
volved in the production term is defined as [97]

Ω̃ = Ω + Ω` if Ω`/Ω > −cv2 , (A.1)

Ω̃ = Ω

{
1 +

c2
v2Ω + cv3Ω`

(cv3 − 2cv2)Ω −Ω`

}
otherwise,

with the near-wall correction Ω` such that

Ω` = fv2
ν̃t

κ2`2 . (A.2)

The damping functions fv1 (involved in (8) and (10))
and fv2 are prescribed as

fv1 =
(ν̃t/ν)3

(ν̃t/ν)3 + c3
v1

and fv2 =
1 + ( fv1 − 1)(ν̃t/ν)

1 + fv1(ν̃t/ν)
,

(A.3)
so that fv1 → 1 and fv2 → 0 for large ν̃t/ν, and fv1 → 0
and fv2 → 1 when ν̃t/ν → 0. Similarly, the function
fw in the wall-destruction term of (7) is requested to be-
come unity at the wall and to vanish far from it. It is
defined as

fw = g
(

1 + c6
w3

g6 + c6
w3

)1/6

, (A.4)

with g = r[1 + cw2(r5 − 1)] and r =
ν̃t

κ2Ω̃`2
.

Last, the prescribed values for the empirical constants
involved in the model are

cb1 = 0.1355 , cb2 = 0.622 , σ = 2/3 ,
cv1 = 7.1 , cv2 = 0.7 , cv3 = 0.9 , (A.5)

cw1 =
cb1

κ2 +
1 + cb2

σ
≈ 3.24 ,

cw2 = 0.3 , cw3 = 2.0 ,

and the von Kármán constant κ is set to 0.41.
In the original version of the model, the function fr

weighting the production term in (7) is unity. Since
then, the model was checked in flows involving curved
streamlines [98; 99] and it was suggested that its per-
formance may be improved by making fr depend on
the relative magnitude of rotation and strain effects. A
simple formulation for such a correction, involving the
norm of the rotation- and strain-rate tensors, was pro-
posed in [100] in the context of a two-equation turbu-
lence model. The idea is to define a curvature/rotation
Richardson number Ω

S

(
Ω
S
−1

)
comparing the time scales

associated with the rotational and straining contribu-
tions to the local velocity gradient, S = (2 〈S〉 : 〈S〉)1/2

denoting the norm of the strain-rate tensor. This for-
mulation was adapted to the Spalart-Allmaras model in
[101], with the weighting function defined as

fr =
(
1 + cr1

) 2S
S + Ω

{
1− cr3 tan−1

[
cr2

Ω

S

(
Ω

S
− 1

)]}
− cr1

(A.6)
with

cr1 = 1.0 , cr2 = 2.0 , cr3 = 1.0 . (A.7)

In thin shear flows, Ω = S, so that fr = 1, which leaves
the magnitude of the production term in (7) unchanged.
In contrast, fr is larger than unity in strain-dominated
regions (e.g. fr(Ω/S = 0.8) ≈ 1.91), increasing the
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magnitude of the production term, hence that of νt. Con-
versely, fr is smaller than unity in vorticity-dominated
regions and becomes negative beyond Ω/S ≈ 1.2, extin-
guishing turbulence in vortex cores. Since Ω/S is unity
at the wall, so is fr. Hence, in (A.5), the relation linking
cw1 to cb1, cb2, σ and κ remains unchanged.

Appendix B. Approximate characteristics of a tur-
bulent liquid layer beneath a sheared
interface

Since the viscosity ratio µl/µa is always large, even
with water, turbulence beneath an air-liquid interface
subjected to a prescribed shear stress does not obey a
no-slip condition, unless the surface is contaminated by
surfactants. For this reason, nonzero tangential velocity
fluctuations subsist in the liquid all the way to the inter-
face. In contrast, the normal fluctuation vanishes on it,
provided the turbulence intensity is not strong enough
to distort the surface. These combined behaviours yield
a linear growth of the turbulent shear stress as the dis-
tance to the interface, z0 − z, increases. This difference
with the more familiar situation of a no-slip wall has di-
rect consequences on the structure of the near-surface
flow. In particular, compared with the boundary layer
adjacent to a no-slip wall, the viscous sublayer is al-
most twice as thin and the buffer layer is virtually absent
[102; 103; 104], so that the log-law for the mean veloc-
ity applies much closer to the surface. This is why set-
ting the damping function fv1 involved in (9) and (A.3)
to unity in the liquid is sufficient to obtain a realistic de-
scription of the near-interface region with the Spalart-
Allmaras model. This is also why a simple approximate
eddy-viscosity profile valid throughout the liquid layer
can be derived.

For this, let us first consider that the subsurface flow
consists of a layer with kinematic viscosity νl = µl/ρl

extending from the interface z = z0 at which the shear
stress ρlu∗2l ≡ ρau∗2 applies, down to a lower plane
z = δlz0 at which the shear stress vanishes (the index l
is used to denote quantities in the liquid in cases an am-
biguity may exist). Since the shear stress varies linearly
in between the two planes, the streamwise momentum
equation governing the vertical variations of the mean
velocity ul(z) integrates to ρl(νl + νt)dzul = Gl(z0 − z) +

ρlu∗2l , with Gl = −[(1 − δl)z0]−1ρlu∗2l . We introduce the
relevant friction Reynolds number Re∗l = (1− δl)z0u∗l /νl

and the dimensionless distances Z = (z−δlz0)/[(1−δl)z0]
andZ+ = (z0 − z)u∗l /νl. With these notations, the previ-
ous momentum balance takes the dimensionless form

(1 + ν+
t )dZU+ = Re∗l Z , (B.1)

with ν+
t = νt/νl and U+ = ul/u∗l . To obtain a simple

representation of the eddy viscosity valid throughout the
subsurface flow, we start from the distribution proposed
in [105; 106] in the case of a fully-developed channel
flow. This νt-profile, which was designed to predict the
eddy viscosity down to the wall, was later proved to be
accurate even in the core of the flow [107]. Disregarding
the viscous contributions specific to a no-slip wall, this
eddy viscosity profile reduces in present notation to

ν+
t =

κ

6
Re∗l (1 − Z2)(1 + 2Z2) . (B.2)

This expression yields ν+
t ≈ κRe∗l (1 − Z) ≡ κZ+ in the

limit Z → 1, with κ the Von Kármán constant. In the
core, it passes through a maximum at Z = 1

2 , where ν+
t =

3
16κRe∗l , before reaching a slightly lower minimum, ν+

t =
1
6κRe∗l , at Z = 0.
Assuming ν+

t � 1 and inserting (B.2) into (B.1) allows
the latter to be integrated, yielding the velocity profile

U+(Z) = U+
0 +

1
κ

log
1 + 2Z2

1 − Z2 , (B.3)

with U+
0 = U+(Z = 0). Equation (B.3) is expected

to predict reasonably well the mean velocity distribu-
tion up to the outer edge of the viscous sublayer, lo-
cated approximately at Z+ = 3, i.e. Z = 1 − 3Re∗−1

l
[102; 103; 104]. Assuming Re∗l � 1, (B.3) predicts
U+(Z+ = 3) ≈ U+

0 + κ−1 log Re∗l
2 . Within the viscous

sublayer, (B.1) reduces to dZU+ ≈ Re∗l , so that

U+(Z) = U+
0 + κ−1 log

Re∗l
2

+ 3 + Re∗l (Z − 1) . (B.4)

The above model predicts a surface velocity U+(1) =

U+
0 + κ−1 log Re∗l

2 + 3. With Re∗l = 150 and U+
0 = 0, this

yields U+(1) ≈ 13.8, which differs by less than 8% from
the DNS prediction U+(1) ≈ 14.9 of [104]. Similarly,
one gets U+(1) − U+

0 ≈ 15.2 with Re∗l = 260, whereas
the DNS results of [103] indicate U+(1) − U+

0 ≈ 17.0.
Integrating (B.3) from Z = 0 to Z = 1 yields a depth-
averaged velocity U+

0 + Umt, where Umt = κ−1(log 3 −
2 log 2 +

√
2 tan−1

√
2) ≈ 2.66. Integrating (B.3) only

up toZ+ = 3 and considering the actual velocity profile
(B.4) within the viscous sublayer results in the viscous
correction [ 9

2 −κ
−1(6 log 3−3)]Re∗−1

l ≈ −4.5Re∗−1
l , lead-

ing to the slightly more accurate estimate

Umt ≈ 2.66 − 4.5Re∗−1
l . (B.5)

This finding predicts Umt ≈ 2.63 for Re∗l = 150, which
differs by 6% from the value 2.48 reported in [104].

The free parameters δl and U+
0 of the above model
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may be used to impose approximately a zero flow rate
when this constraint applies. For this purpose, we con-
sider that, in the lower part of the liquid layer extend-
ing from z = 0 (at which a no-slip condition holds) to
z = δlz0 (at which the shear stress vanishes), the weak
remaining flow is similar to that in a half-channel with
a centerline velocity Uc = U+

0 u∗l and a friction velocity
u∗b, hence a friction Reynolds number Re∗b = u∗bδlz0/νl =

kbURe∗l , with kb = δl/(1 − δl) and U = u∗b/u
∗
l . In

such a flow, correlations for the friction coefficient
in the turbulent regime indicate that the approximate
height-averaged velocity, say Umbu∗l , is close to 0.85Uc,
whereas the friction velocity u∗b decreases with Re∗b fol-
lowing the approximate law u∗b = (0.04+0.2Re∗−1/2

b )|Uc|

[108]. Therefore, assuming that these correlations still
provide reasonable estimates at the modest Reynolds
number expected in this bottom boundary layer, the
zero-flowrate condition reads approximately

U+
0 + Umt + kbUmb ≈ Umt + (1 + 0.85kb)U+

0 = 0 . (B.6)

Moreover, the total shear stress is linear throughout the
entire liquid layer, implyingU∗2 = kb, hence

U+
0 ≈ −

25k1/2
b

1 + 5k−3/4
b (1 + kb)1/2Re∗−1/2

l0

, (B.7)

with Rel0 = z0u∗l /νl = (1 + kb)Re∗l the Reynolds number
based on the friction velocity u∗l at the interface and the
thickness z0 of the entire liquid layer. Using the above
estimate for Umt, (B.6)-(B.7) may be solved to obtain
kb, hence δl and U+

0 . For instance, with Rel0 = 200, one
finds kb ≈ 0.103, so that δl ≈ 0.093 and U+

0 ≈ −2.42.
Similarly, kb ≈ 0.077, δl ≈ 0.0715 and U+

0 ≈ −2.49
for Rel0 = 400, revealing a decrease of δl as the wind
speed increases.

The above findings may straightforwardly be used to
initialize the flow field in the liquid. If no condition has
to be imposed on the flowrate, the bottom of the liq-
uid layer is assumed to experience no shear and to be at
rest. Therefore, one simply sets U+

0 = 0 and δl = 0, so
that the driving force per unit volume is Gl = −ρlu∗2l /z0,
with the friction velocity u∗l at the liquid surface being

related to that in the air flow through u∗l =
(
ρa
ρl

)1/2
u∗.

This friction velocity is used to make (B.2) and (B.3)-
(B.4) dimensional and initialize the eddy viscosity and
velocity profiles with the corresponding estimates. At
the bottom wall, the resolved velocity obeys a Dirichlet
condition 〈u〉 = 0, while the eddy viscosity obeys the
Neumann condition n · ∇νt = 0, with n the normal to the
wall. If the zero-flowrate condition has to be enforced,
one first makes use of (B.6)-(B.7) to estimate δl and U+

0 ,

and finally determine Gl = −[(1 − δl)z0]−1ρlu∗2l , which
slowly decreases as the wind speed increases (Gl ≈

−1.10ρlu∗2l /z0 for Re∗l0 = 200 and Gl ≈ −1.08ρlu∗2l /z0

for Re∗l0 = 400, to be compared with Gl = − 3
2ρlu∗2l /z0 in

the laminar regime). Then, the plane z = δlz0 is consid-
ered as a virtual bottom sliding with speed Uc = U+

0 u∗l .
The normal velocity, 〈u〉 ·n, and the normal derivative
of the eddy viscosity, n · ∇νt, are both assumed to van-
ish on that virtual bottom. Last, the νt(z)- and u(z)-
profiles are initialized as above throughout the layer
δlz0 < z ≤ z0.

Appendix C. Performance of the turbulence model
in a fully-developed channel flow

We considered the fully-developed flow in a plane
channel characterized by the friction Reynolds num-
ber Re∗ = u∗H/ν, with H the channel half-height and
u∗ the friction velocity related to the prescribed pres-
sure gradient dP/dx through u∗ = (− 1

ρ
dP
dx H)1/2. We

simulated this flow for several Reynolds numbers up
to Re∗ = 2000, to compare the mean velocity profiles
with the DNS data of [109] and [110] (available online
at https://torroja.dmt.upm.es/channels/). For this pur-
pose, we used a non-uniform grid with 64 cells from
the wall to the centerline. This grid was obtained by
prescribing a geometric sequence with a minimum cell
size ∆ymin = 4.4 × 10−3H and a common ratio 1.035.
With these characteristics, the height of the cell closest
to the wall ranges from 0.79δν for Re∗ = 550 (figure
C.7)(a)) to 2.88δν for Re∗ = 2003 (figure C.7)(c)), with
δν = ν/u∗ the characteristic near-wall length scale. We
kept the grid unchanged on purpose for all Re∗ in or-
der to check the sensitivity of the model to grid under-
resolution in the viscous sublayer. Computations were
initialized with a Poiseuille velocity half-profile corre-
sponding to the prescribed pressure gradient and a uni-
form nonzero turbulent viscosity ν̃t(x, t = 0) = 10 ν.
Figure C.7 shows that the computed profiles of u(z) are
in good agreement with the DNS data whatever Re∗. A
slight underestimate of the velocity throughout the log-
layer is observed at the highest Re∗, for which only one
grid point stands within the viscous sublayer. Despite
this poor near-wall resolution, the velocity profile is still
closely approximated within the buffer layer, say up to
z+ ≈ 20 (with z+ = z/δν), and the difference between
the two predictions at a given z+ does not exceed 3%
throughout the log-layer.
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Figure C.7: Mean velocity profiles in a plane channel at three different Reynolds numbers, all computed with the same grid. (a): Re∗ = 550; (b):
Re∗ = 934; (c): Re∗ = 2003. Red line: present results; blue line: DNS data from [109] (Re∗ = 550 and 934) and [110] (Re∗ = 2003). The red
bullets indicate the grid points in the near-wall region z+ ≤ 10.

Appendix D. Influence of the relative wavelength
on the performance of the turbulence
model in the flow over a wavy wall

In the framework of the test cases devoted to the
flow over a wavy wall, we carried out several runs
in which the relative wavenumber of the undulations,
k+ = kν/u∗, was varied in order to quantify the range of
k+ over which the predictions of the turbulence model
may be considered accurate. Defining the vertical posi-
tion on the wavy wall as zw(x) = a cos kx, the wall shear
stress (normalized by ρu∗

2
) may be written in the form

τw(x) = τw+τ̂ cos (kx + φ̂). Figure D.8 displays the vari-
ations of the phase angle φ̂ and amplitude τ̂ with respect
to k+, and compares them with the experimental data
gathered in [67] and the predictions of the ‘relaxation’
mixing length model proposed in the same reference. In
this model, the Van Driest parameter routinely used to
obtain accurate predictions of the mean velocity profile
very close to the wall (say for z+ < 25) is modified to
account for the influence of the streamwise pressure gra-
dient. The relevant pressure gradient at a given stream-
wise position is considered to have a nonzero phase shift
with respect to the actual local pressure gradient. This
phase shift, which results from the non-local influence
of the periodic forcing imposed to the near-wall tur-
bulence structure by the wall undulations, is estimated
through a first-order differential equation modelling the
corresponding relaxation. This modified mixing length
model involves two additional k+-independent parame-
ters that were tuned to obtain the best possible agree-
ment with experimental results over the whole range of
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Figure D.8: Variations of the phase angle (top) and amplitude (bot-
tom) of the wall stress stress in an unseparated turbulent flow over a
wavy wall.•: present predictions for ak = 0.097; �: experiments
from [67] with ak = 0.035; —–: relaxation model [67].

k+. Predictions of this relaxation model are shown with
a solid line in figure D.8. It is seen that the phase angle
φ̂ provided by the Spalart-Allmaras model agrees very
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well with these predictions down to k+ ≈ 8 × 10−3. In
contrast, the Spalart-Allmaras model predicts a decrease
of φ̂ with k+ for k+ . 6× 10−3, while experimental data
and predictions of the relaxation model show that the
phase angle goes on increasing as k+ decreases, down to
k+ ≈ 1.5×10−3. This deficiency is actually shared by all
turbulence models based on the eddy-viscosity closure
and can only be removed by turning to second-order
Reynolds stress models. Indeed, the eddy-viscosity con-
cept assumes that the off-diagonal components of the
Reynolds stress tensor are directly proportional to the
local strain rate of the mean flow. This local relationship
holds as long as the distortion introduced by the wall
undulations is fast enough, but is no longer valid be-
yond a certain critical wavelength at which non-local ef-
fects become significant [14; 43]. It is this non-locality
that was artificially introduced through the influence of
the ‘relaxed’ pressure gradient in the modified mixing
length model of [67]. Fortunately, the largest wave-
lengths considered in the present work correspond to
k+ = 5 × 10−3, a position at which the one-equation
model underestimates φ̂ by only 10◦. Therefore, this
deficiency is not expected to alter significantly the pre-
dictions of the growth of short wind-generated waves,
such as those considered in § 7.3. In contrast, the bot-
tom subfigure makes it clear that the model consistently
under-predicts the amplitude of shear stress variations,
in line with the observations of § 6. This is presumably
its most serious limitation in the present context.
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