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Internet-based services process and store numerous search queries around the globe. The use of web search
engines, such as Bing and Google, as well as personal assistants (e.g., Alexa and Cortana) and task specific
systems (e.g., YouTube, Netflix, Amazon) are relevant examples. The queries associated to such services may be
stored and sold out for profit. Before doing so, personal and sensitive information must be sanitized, as requested
by current regulations. This can be cumbersome for some organizations. We present an automated solution for
anonymizing unstructured data, like the one used within query logs. Our solution uses a light-weight probabilistic
k-anonymity approach, which allows verifiable real-time privacy protection. It addresses previous limitations and
improves performance. We validate the feasibility of the approach, under some evaluation metrics including data
utility, privacy and speed.
1. Introduction

Internet query services are the underlying bricks of web search en-
gines (such as Google, Bing, Qwant), as well as personal assistants
(Alexa, Cortana, Google Assistant), and task specific systems (YouTube,
Netflix, Amazon). They help people to solve a plethora of tasks related
to work, everyday chores, leisure activities and even getting decisions.
Such services do not just return the list of results. When a search is
conducted, they also store the unstructured version of the user queries
along with metadata, such as timestamps, location, and so on. The ex-
tra information collected during the query, coupled with the search
keywords themselves, are referred hereinafter as query log. With the in-
tention of being more and more useful to the end user, each Service ana-
lyzes several streams of query logs to gain a better understanding of the
users. This is useful in order to enhance their experience, i.e., making
it easy to find the desired information with fewer keywords. Two main
ways to obtain this goal are personalization and usability. Indeed, terms
in a query can have multiple interpretations, which can make it difficult
to determine the intended meaning. Using previous queries made by the
user can help clarify and resolve ambiguity in future queries (Shen et
al., 2007; Xu et al., 2007a). This allows the Internet Service to prioritize
relevant results (such as URLs, addresses or products) and display them
among the first results. On the other hand, internet query Services use
the frequency and chosen results of common queries to enhance their
ranking algorithms (Agichtein et al., 2006). Additionally, this data can
be utilized to provide alternative query recommendations (Jones et al.,

2006). These suggestions can help to correct typos, refine the original
query, as well as to offer similar queries that return additional results.

Search data can provide valuable insights into customer intent and
other factors (Cameron and Pickersgill, 2014). It can also be used for
various purposes by either the Internet Service or a third party, includ-
ing Marketing and Research. Query logs can be analyzed to evaluate
and improve the results of an advertising campaign. The character-
istics of a user, such as gender, age, income, and education, can be
determined through their query logs and used to assess the impact of
advertisements on the target audience’s interests and behavior (Brenes
and Gayo-Avello, 2009; Poblete et al., 2007). Query logs can also re-
veal market trends (Korolova et al., 2009). In terms of research, e.g.,
when dealing with the field of Information Retrieval, one can focus on
testing and studying new IR algorithms (Bar-Ilan, 2007, May 2007), un-
derstanding user information needs and query formulation (Korolova et
al., 2009), examining language use in queries (Shea, 2010), and explor-
ing other topics (Erola et al., 2011a; Silvestri, 2010).

Privacy concerns may arise when utilizing query logs. Each log con-
tains a user identifier, the search query, time of search, and selected
results. This information can reveal the behavior of users, as well as
any other interests (e.g., religious believes or sexual orientation). Query
keywords can also contain identifiers and quasi-identifiers that can link
the queries to real people (Willenborg and De Waal, 2012). This is es-
pecially true given the trend of vanity search and ego-surfing, in which
people search for their own names online (Soghoian, 2007), or when
searching for the home address. Protection of query logs before re-
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Fig. 1. Existing solutions in the literature to handle privacy management.
lease to third parties is important to prevent anonymity issues. Poor
protection can result in serious breaches (Jones et al., 2007; Poblete et
al., 2007), as demonstrated by the famous AOL case in which 36 mil-
lion records were publicly released. Despite being anonymized, the AOL
case showed that log correlation techniques (Barbaro et al., 2006) were
enough to conduct user identification, causing harm to user privacy, as
well as damage to corporate reputation and legal actions (Foundation,
2009; Mills, 2006; Hansell, 2006).

Our work tackles the problems related to query log protection and
user privacy. We propose an improved anonymization technique to se-
cure query logs on the server side for Internet Services seeking to mon-
etize them while complying with current privacy regulations. Merely
hiding user identifiers or replacing them with random data is insuffi-
cient (Europe, 2016). A reliable anonymization method, such as Sta-
tistical Disclosure Control (Willenborg and De Waal, 2012), must be
applied to guarantee limited disclosure risks (Hundepool et al., 2010).
A traditional approach to achieve this is by performing a k-anonymity
process on the server-side before releasing the query logs. The data re-
lease satisfies the k-anonymity privacy property when user data in the
query logs cannot be distinguished from at least k−1 other users in the
release (De Capitani di Vimercati et al., 2011). Our proposed method
aims at addressing limitations faced by classical k-anonymity propos-
als when dealing with unstructured data, particularly in the context of
Internet Services that require real-time processing. We overcome this
problem by adopting a probabilistic k-anonymity processing of queries.
This allows us to limit the degree of disclosure risk associated to per-
sonal user information, while efficiently handling unstructured data, in
real-time. The idea is as follows. Queries from different users that share
similar interests are combined, in a way to ensuring that individual
identification does not exceed a given threshold, say 1

k
, where k repre-

sents the total number of users with similar interests. This way, users
may interchange queries with common interests, reducing the risk of
putting in danger their privacy. Moreover, our solution allows internet
query services to maintain the original query logs in their raw form,
instead of destroying the data, as the anonymized versions are gener-
ated in real-time. This provides flexibility in handling data: they can
either retain the original logs and the anonymized ones, or choose to
keep only the anonymized versions, reducing significantly the risk of
information disclosure in the event of a breach. The anonymized logs
can be released to third parties without further modifications, with en-
hanced user privacy while preserving the utility of the data for analysis
and other purposes.

To sum up, our main contributions consist of:

• We present an improved anonymity technique to process query logs
using probabilistic k-anonymity over unstructured data streams in
real time using the Server-side infrastructure.

• Our solution uses a light-weight technique that allows verifiable
real-time privacy protection.

• We address previous limitations and improve performance.
• Our system is able to achieve a very wide application range, which
adapts to different volumes of data and with a high initial through-
put.

• The proposal is able to publish the queries contained in the original
logs, without the need to make major modifications.

• The approach is parameterizable, in a way that we can differenti-
ate different levels of utility and privacy, while reducing resource
consumption.
2

• We validate the feasibility of the approach, under some evaluation
metrics including data utility, privacy and speed.

The paper is structured as follows. Section 2 surveys related work. Sec-
tion 3 outlines our proposal. Section 4 explains the architecture and
necessary components. Section 5 presents our experimental results. Sec-
tion 6 closes the paper with some conclusions and perspectives of future
work.

2. Related work

Management of privacy is all about safeguarding sensitive infor-
mation against public access from unauthorized parties. Three main
research privacy management branches often listed in the literature are
summarized in Fig. 1, with some representative publications per branch.
Our work is related to the anonymization category. More specifically,
our work is on anonymization solutions for Internet Services, in which
we assume services aiming at achieving some degree of monetization,
e.g., via the commercialization of protected query logs. Therefore, our
objective is to anonymize available data while minimizing information
loss before releasing it to third-party organizations.

Majeed et al. (2022) present a comprehensive analysis of anonymiza-
tion mechanisms recently proposed in the literature, in order to pre-
serve both privacy and utility in data publishing. Different categories
are proposed, including (i) information privacy (e.g., privacy-preserving
techniques to collect, store, analyze, process and release personal data
in a privacy-friendly manner), (ii) communication privacy (e.g., main-
tenance of privacy during the exchange of sensitive data via digital
technologies), and (iii) territorial privacy (e.g., assurance of privacy
while respecting socio-cultural policies from different countries).

The aforementioned approaches can be categorized in either theo-
retical studies (i.e., solutions not yet deployed to real-world scenarios,
with very limited experimentation) or practical solutions (i.e., deployed
solutions tested over real-world case scenarios, in which evaluations are
performed using real-world datasets). Our work enters under the second
category, i.e., practical solutions, in which attention is also paid to the
use of benchmarking metrics (e.g., privacy and utility degrees). Related
work with this goal in mind can be classified based on the type of in-
put they process, such as fixed-length (e.g. block-based) or data-stream
inputs, as shown in Fig. 2.

Based on existing classifications in Romero-Tris (2014), Romero-Tris
et al. (2015), Erola (2013), Ullah et al. (2023), two main actors can be
identified: Users and Services. A first set of proposals, which includes
ours, protect users’ privacy on the Service side without further user in-
tervention being asynchronous and transparent to the user. A second
set includes approaches that protect user privacy without Service’s co-
operation, and a third set involves approaches that require some level
of cooperation between Users and Services. These latter approaches are
not considered as server-side, as users must actively participate in the
process and quickly detect any lack of Service cooperation.

2.1. Survey on client side proposals

WSEs may lack enough motivation to safeguard user privacy, leav-
ing the responsibility of data protection solely on the users themselves.
Under this assumption, certain methods of protection can be identified
that don’t require any collaboration between WSEs and users. These
methods fall into two main categories: i) obfuscation techniques and ii)
anonymous channels. Obfuscation techniques introduce noise to distort



W
eb
Se
ar
ch
P
E
T
s

C
li
en
t-
si
de

O
bf
us
ca
ti
on

St
an
da
lo
ne
(N
is
se
nb
au
m
an
d
T
ra
ck
m
en
ot
,2
00
9;
D
om

in
go
-F
er
re
r
et
al
.,
20
09
;
M
ur
ug
es
an
an
d
C
li
ft
on
,
20
09
;
A
ra
m
pa
tz
is
et
al
.,
20
12
;
B
al
sa
et
al
.,
20
12
;V
ie
jo
et
al
.,
20
12
a;
P
ap
ad
op
ou
lo
s
et
al
.,
20
13
)

D
is
tr
ib
ut
ed
(R
ei
te
r
an
d
R
ub
in
,
19
98
;C
as
te
ll
à-
R
oc
a
et
al
.,
20
09
;L
in
de
ll
an
d
W
ai
sb
ar
d,
20
10
;V
ie
jo
an
d
C
as
te
ll
à-
R
oc
a,
20
10
;E
ro
la
et
al
.,
20
11
b;
R
om

er
o-
T
ri
s
et
al
.,
20
11
b)

A
n o
ny
m
ou
s
C
h
an
ne
ls
(D
an
ez
is
an
d
D
ia
z,
20
08
;
D
an
ez
is
et
al
.,
20
09
;C
h
au
m
,1
98
1;
Le
vi
ne
an
d
H
or
de
s,
20
02
;B
er
th
ol
d
et
al
.,
20
01
;W

es
te
rm
an
n
et
al
.,
20
10
;B
oh
m
e
et
al
.,
20
04
;
G
ol
ds
ch
la
g
et
al
.,
19
99
)

C
li
en
t-
Se
rv
er

P
ri
va
te
In
fo
rm
at
io
n
R
et
ri
ev
al
(C
h
or
et
al
.,
19
97
;
K
us
h
il
ev
it
z
an
d
O
st
ro
vs
ky
,1
99
7;
C
h
or
et
al
.,
19
95
)

P
la
tf
or
m
fo
r
P
ri
va
cy
P
re
fe
re
nc
es
(P
3P
)
(C
ra
no
r
et
al
.,
20
08
;
So
gh
oi
an
,
20
12
;H
oc
h
h
ei
se
r,
20
02
)

C
o n
te
xt
-b
as
ed
R
et
ri
ev
al
(S
h
en
et
al
.,
20
05
;X
u
et
al
.,
20
07
b;
Le
un
g
et
al
.,
20
12
;
K
ra
m
ár
et
al
.,
20
13
)

Se
rv
er
-s
id
e

Fi
xe
d-
le
ng
th

Su
pp
re
ss
io
n
(C
oo
pe
r,
20
08
;C
en
te
r
fo
r
D
em
oc
ra
cy
an
d
T
ec
h
no
lo
gy
,2
00
7;
B
ar
ba
ro
et
al
.,
20
06
;A
da
r,
20
07
)

G
e n
er
al
iz
at
io
n
(S
am
ar
at
i,
20
01
;
H
e
an
d
N
au
gh
to
n,
20
09
;T
er
ro
vi
ti
s
et
al
.,
20
08
)

k
-A
no
ny
m
it
y
(D
e
C
ap
it
an
i
di
V
im
er
ca
ti
et
al
.,
20
11
;N
av
ar
ro
-A
rr
ib
as
an
d
T
or
ra
,2
00
9;
H
on
g
et
al
.,
20
09
;
V
ie
jo
et
al
.,
20
12
b;
C
ar
pi
ne
to
an
d
R
om

an
o,
20
13
)

D
i ff
er
en
ti
al
P
ri
va
cy
(D
w
or
k,
20
06
;K
od
es
w
ar
an
an
d
V
ie
ga
s,
20
09
;K
or
ol
ov
a
et
al
.,
20
09
;M

en
g
et
al
.,
20
16
)

D
at
a-
st
re
am

R
an
k
Sw
ap
pi
ng

(M
oo
re
,1
99
6;
R
ei
ss
,1
98
0;
N
av
ar
ro
-A
rr
ib
as
an
d
T
or
ra
,2
01
4;
T
or
ra
an
d
D
om

in
go
-F
er
re
r,
20
01
;
D
om

in
go
-F
er
re
r
an
d
T
or
ra
,2
00
1)

D
iff
er
en
ti
al
P
ri
va
cy
(S
án
ch
ez
et
al
.,
20
18
)

P
ro
b.

k
-A
no
ny
m
it
y
(S
or
ia
-C
om

as
an
d
D
om

in
go
-F
er
re
r,
20
12
;P
àm
ie
s-
E
st
re
m
s
et
al
.,
20
20
;
B
on
di
a-
B
ar
ce
lo
et
al
.,
Ju
ly
18
-2
1,
20
16
)

F
ig
.
2
.
A
no
ny
m
iz
at
io
n
so
lu
ti
on
s,
cl
as
si
fi
ed
ba
se
d
on

th
e
ty
pe
of
in
pu
t
th
ey
pr
oc
es
s.

the user’s profile maintained by the WSEs, while anonymous chan-
nels rely on an infrastructure to manage the profiling of user activities
between users and WSEs. However, the utilization of client-side tech-
niques is presumed to generate unrealistic profiles, potentially having a
negative impact on the services offered by WSEs.

2.1.1. Obfuscation techniques
Initially, techniques relied on the inclusion of random queries, also

known as fake queries, to obscure users’ profiles. The key requirement
for these random queries was to be indistinguishable from genuine
queries, a property referred to as unobservability. Representative so-
lutions employing obfuscation techniques can be categorized based on
the number of users involved in the protocol. There are standalone so-
lutions where individual users take responsibility for safeguarding their
privacy from WSEs independently. On the other hand, distributed solu-
tions involve groups of users collaborating to protect the privacy of each
individual in the group. Let’s explore some examples for each category.

Standalone Systems — These systems utilize synthetic queries to con-
ceal the actual ones made by users (Nissenbaum and Trackmenot, 2009;
Domingo-Ferrer et al., 2009; Murugesan and Clifton, 2009; Arampatzis
et al., 2012; Balsa et al., 2012; Viejo et al., 2012a; Papadopoulos et al.,
2013; Sánchez et al., 2013; Petit et al., 2015). Alongside real queries,
these synthetic queries are submitted, thereby obscuring the user pro-
files managed by the WSEs. When the synthetic queries bear some
semantic relevance to the user’s queries, the obfuscated profile remains
functional, allowing the WSE to personalize the user’s search results
effectively. However, when the synthetic queries are semantically unre-
lated to the user’s queries, the resulting profile becomes heterogeneous,
leading to less accurate personalization. It is worth noting that neither
approach is inherently superior, as users may have different preferences
regarding the trade-off between privacy and utility. Certain studies
have demonstrated the possibility of differentiating between real and
synthetic queries (Chow and Golle, 2009; Peddinti and Saxena, 2010;
Al-Rfou’ et al., 2012; Balsa et al., 2012). These studies rely on the no-
tion that machine-generated queries possess distinct features compared
to human-generated queries.

Distributed Systems — These approaches necessitate the cooperation
of a collective of users working together to safeguard their privacy,
effectively concealing their actions within the activities of numerous
others (Reiter and Rubin, 1998; Castellà-Roca et al., 2009; Lindell and
Waisbard, 2010; Viejo and Castellà-Roca, 2010; Erola et al., 2011b;
Romero-Tris et al., 2011b, 2011a; Ullah et al., 2016a, 2016b). Typi-
cally, these techniques involve placing users into a large group where
they submit requests on behalf of other group members, exchanging
their queries. Personalization becomes feasible only when the group
members share similar interests (Romero-Tris, 2014), however some
proposals group members with different interests (Ullah et al., 2022).
In certain proposals (Reiter and Rubin, 1998; Castellà-Roca et al., 2009;
Lindell and Waisbard, 2010; Ullah et al., 2019, 2021, 2022), a cen-
tral node is introduced, acting as a bottleneck that could affect the
overall system performance. Alternatively, in other instances, a specific
path (Reiter and Rubin, 1998; Viejo and Castellà-Roca, 2010; Erola et
al., 2011b; Romero-Tris et al., 2011b,a) is created for query submission,
or a dedicated group of users must be established (Reiter and Rubin,
1998; Castellà-Roca et al., 2009; Lindell and Waisbard, 2010). In both
cases, a notable delay is introduced (Romero-Tris, 2014).

2.1.2. Anonymous channels
The proposals falling into this category rely on anonymous infras-

tructures (Danezis and Diaz, 2008; Danezis et al., 2009) to transmit
users’ queries to the WSE. This approach aims to hide the users’ iden-
tities associated with their queries, thereby preventing WSEs from pro-
filing individual users. However, hiding users’ identity may have an
impact on the quality of service that WSEs can provide to the users.
3



Chaum’s mix networks (Chaum, 1981) exemplify solutions catego-
rized as anonymous channels. In these networks, messages traverse 
through multiple nodes, and each node uses cryptography to disasso-
ciate input messages from output messages (Danezis and Diaz, 2008; 
Danezis et al., 2009). More advanced techniques involve the utilization 
of proxies (Levine and Hordes, 2002), which handle connections (such 
as queries) from users to recipients (e.g., WSEs). The fundamental idea 
is that proxies deliver messages while keeping the source (e.g., the user’s 
identity) undisclosed. Prominent examples of services utilizing proxy-
like infrastructures include DuckDuckGo,1 Startpage,2 and Yippy.3 By 
adopting these solutions, users transfer their trust from WSEs to the 
proxies, assuming that the proxies do not monitor or log their traffic.

Web MIXes (Berthold et al., 2001) offer real-time Internet access 
with anonymity and unobservability features. They integrate an authen-
tication mechanism to thwart flood attacks, and users are provided with 
a feedback interface to inform them about their current level of protec-
tion. Nonetheless, there are certain weaknesses in their authentication 
process that could potentially enable external attackers to carry out re-
play attacks (Westermann et al., 2010). Furthermore, the synchronous 
nature of Web MIXes might lead to difficulties when handling asyn-
chronous TCP/IP networks (Bohme et al., 2004).

In the literature, there have been proposals to utilize onion rout-
ing (Goldschlag et al., 1999) for creating anonymous channels in the 
context of queries and WSEs (Saint-Jean et al., 2007). User-friendly so-
lutions based on the onion routing paradigm include general-purpose 
plugins and modified web-browsers4 using the TOR Project (Dingledine 
et al., 2004). However, several weaknesses have been identified (Syver-
son, 2011). TOR does not claim to provide security against passive 
global adversaries (Danezis et al., 2009). Additionally, the Invisible 
Internet Project (I2P) (Astolfi et al., 2015) constructs an anonymous 
network layer designed for anonymous communication purposes.

2.2. Survey on collaborative client-server proposals

In this category of solutions, it is presumed that users and servers 
collaborate to safeguard users’ privacy. Below, we present this kind of 
solutions, organized into three primary groups: i) Private Information 
Retrieval, ii) Platform for Privacy Preferences (P3P), and iii) Context-
based Retrieval.

2.2.1. Private information retrieval
Private Information Retrieval (PIR) schemes (Chor et al., 1997; 

Kushilevitz and Ostrovsky, 1997; Chor et al., 1995; Ostrovsky and 
Skeith-III, 2007; Khan et al., 2019) allow users to retrieve informa-
tion from a database confidentially, ensuring that the server remains 
unaware of the specific information accessed. With a PIR scheme, users 
can search for documents stored in the database and retrieve those that 
interest them. The problem of submitting a query to a WSE while pre-
serving the user’s privacy is equivalent to the PIR problem. Notice that 
PIR schemes encounter two practical issues that render them unsuitable 
for WSEs (Castellà-Roca et al., 2009): Firstly, they are not well-suited 
for handling large databases, and secondly, they assume that users 
possess the precise locations of the records they want to retrieve. More-
over, PIR schemes have been reported vulnerable to machine learning 
attacks in recent literature, in which malicious WSE may succeed at cor-
rectly associating incoming queries to user profiles (Khan et al., 2020, 
2021, 2023). Techniques to handle the problem, common to many other 
privacy-enhancing techniques, exist (Torra, 2023).

1 https://duckduckgo.com/.
2 https://www.startpage.com/.
3 https://www.yippy.com/.
4 https://gitweb.torproject.org/tor-browser.git/.
4

2.2.2. Platform for privacy preferences (P3P)
The World Wide Web Consortium (W3C) introduced the Platform

for Privacy Preferences (P3P) (Cranor et al., 2006, 2008) with the aim
of simplifying the process for users to access information about the pri-
vacy policies of websites they visit. P3P serves as a framework that
allows users to automate the protection of their privacy by defining
their own privacy preferences. If a website does not adhere to these
preferences, P3P-enabled browsers can alert the user and even take
predefined actions, such as denying access to cookies. An example of
a policy-based P3P system is the Do-Not-Track initiative (Soghoian,
2012), where HTTP headers request web applications not to track users.
For this to be effective, the web application must comply with P3P stan-
dards. Although it has been studied extensively and standardized by
the W3C, it is now considered an outdated protocol. P3P-like solutions
have faced criticism due to the potential impact of governmental laws
on users’ privacy (Hochheiser, 2002), the lack of website compliance
with privacy-protection mandates in their legal jurisdictions (e.g., chal-
lenges in enforcing privacy policies) (Reay et al., 2009), and the limited
number of potential adopters (Electronic Privacy Information Center,
2000).

2.2.3. Context-based retrieval
Context-based retrieval proposals aim to store user profiles, such

as search history, on the client’s machine. This information allows for
the identification of users’ interests, enabling the re-ranking of search
results based on these preferences. In this process, both the WSE and
users collaborate to obtain the final search results. The WSE receives
the query and returns the results, which are then re-ranked at the
client-side. The User-Centered Adaptive Information Retrieval (UCAIR)
project (Shen et al., 2005) is an example of such a scheme, where avail-
able user context from submitted queries and clicked results is collected
and utilized. Other similar schemes permit users to determine the con-
tent and level of detail of their profiles exposed to the WSE (Xu et al.,
2007b; Leung et al., 2012; Kramár et al., 2013). Users have control over
the profile content that is disclosed to the WSE when they submit a
query, and they can adjust parameters associated with stored profiles to
enhance result quality. However, there are potential disadvantages to
these proposals. The performance and effectiveness of ranking results
at the client-side may be limited compared to ranking results at the
server-side (Shen et al., 2005). Additionally, despite these approaches,
it is still expected that WSEs can profile users after multiple executions
of the approach.

2.3. Survey on server-side proposals

Solutions under this category assume that the Service is the only part
that is working to protect users’ privacy. Solutions under this category
are organized in two main groups: i) fixed-length input and ii) data-
stream input.

2.3.1. Fixed-length inputs
For fixed-length inputs, current anonymization methods use a set

of fixed and unchanging data structures. The data to be anonymized is
contained within these structures. The protection of the entire dataset
involves analyzing all elements in the dataset first and then processing
them. This approach is demonstrated by several well-known solutions,
which we discuss next.

Suppression — The anonymization process for a fixed-length input
involves removing elements that may potentially reveal sensitive in-
formation, either individually or in combination. The analysis of the
data set employs statistical or semantic methods to determine which
elements need to be removed.

Examples of suppression in the context of query log anonymization
can be found in related literature (Cooper, 2008). This includes the re-
moval of identifiers such as social security numbers, addresses, bank

https://duckduckgo.com/
https://www.startpage.com/
https://www.yippy.com/
https://gitweb.torproject.org/tor-browser.git/


accounts, or any other identification data related to the user (Center for 
Democracy and Technology, 2007). However, the AOL incident high-
lights the limitations of this method (Foundation, 2009; Mills, 2006; 
Hansell, 2006). The presence of quasi-identifiers in the AOL dataset and 
the difficulty in identifying their combinations were enough to re-
identify AOL users through traditional log correlation techniques (Bar-
baro et al., 2006).

The elimination of uncommon queries is another method used in 
anonymizing query logs (Adar, 2007). It targets the removal of queries 
that may contain identifying or quasi-identifying information. To im-
plement this, threshold values must be defined. However, this task can 
be complex and prone to errors, as many queries only appear a limited 
number of times (Beitzel et al., 2004). This method can be combined 
with selecting queries resulting from clicking on common URLs 
(Korolova et al., 2009) or using graph theory to represent query logs 
(Poblete et al., 2007). In the latter, nodes represent user queries and are 
connected if their clicked URL sets intersect. The anonymization process 
involves removing queries that return less than k documents, with those 
queries that significantly contribute to the query graph be-ing 
considered vulnerable and removed.

Generalization — An approach to anonymization is based on the 
generalization of domain relationships, by analyzing attribute val-
ues. Minimal generalization aims to minimize distortion of processed 
data (Samarati, 2001). Top-down approaches using lexical and semantic 
databases for general purpose generalizations have been proposed (He 
and Naughton, 2009; Terrovitis et al., 2008). These convert groups of 
queries into common abstractions (e.g. football and tennis to sports), to 
make users indistinguishable. However, the main limitations are build-
ing generic dictionaries for words and concepts to anonymize, and 
possible language adaptations for original datasets.

k-Anonymity — The concept of k-anonymity (De Capitani di Vimercati
et al., 2011) reduces the risk of record-linkage by ensuring that each
record is indistinct from at least k−1 other records. This means that no
individual can be re-identified with a probability greater than 1

k
only

through linking attacks.
Methods of Statistical Disclosure Control (SDC) are used to cre-

ate anonymous query logs while minimizing query deletion (Navarro-
Arribas and Torra, 2009; Hong et al., 2009). Queries are grouped by
similarity, then rewritten as a prototype query, making them indistin-
guishable (Sánchez et al., 2013; Batet et al., 2013; Erola and Castellà-
Roca, 2013; Navarro-Arribas et al., 2012; Batet et al., 2014). Users and
queries are retained, but transformed to reduce disclosure risk. Fake
messages can be generated to mix with legitimate ones (Viejo et al.,
2012b), or infrequent queries can be masked using a more general
frequent query (Carpineto and Romano, 2013) to achieve privacy com-
parable to k-anonymity.

Differential Privacy — It was introduced as a way to protect the iden-
tities of users participating in a dataset (Dwork, 2006). There are also
interactive versions of this approach (Kodeswaran and Viegas, 2009).
The original idea of differential privacy was to handle queries that ac-
cess partial information in a dataset. However, if not managed carefully,
these queries can still reveal information about the users. To address
this issue, interactive improvements have been proposed to monitor
how much information is being disclosed through these queries and
to prevent them from returning information when a certain threshold is
exceeded. Additionally, to further limit the risk of information disclo-
sure, some proposals aim to restrict the statistics that are returned, such
as query suggestions and spelling corrections (Korolova et al., 2009).

A technique is proposed in Meng et al. (2016) that selects high util-
ity samples to be representative records in each cluster, with the goal of
retaining more useful information and leaking less privacy. Other pro-
posals (Zhang et al., 2015, 2016) suggest adding Laplacian noise to logs
to preserve privacy, but adding noise also decreases data utility.
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Table 1
Notation and symbols used in this paper.

R : Stream of query logs
rj : Individual query log
ui : User unique identifier
qj : Individual query text
cq : Full individual query classification
� : Knowledge tree of categories
V : Set of vertices
vℎ
x

: Vertex at depth ℎ depth and width x

E : Set of edges
ef : Edge between two vertices
Q[vℎ

x
] : Set of queries for vertex vℎ

x

U [vℎ
x
] : Set of users for vertex vℎ

x

BQ[vℎ
x
] : Set of queries for branch starting at vertex vℎ

x

BU [vℎ
x
] : Set of users for branch starting at vertex vℎ

x

ℎ
x

: Category for vertex vℎ
x

�∗
l,k

: � with a depth l and width k

2.3.2. Data-stream inputs
This method enables processing data incrementally and does not

require complete data to begin. It allows for partial data processing
and results in prompt data output (Gaber et al., 2005). It also enables
handling large and potentially infinite datasets, though protecting the
privacy of vast data streams remains challenging (Krempl et al., 2014).
Next, we review some notable solutions in this category.

Rank Swapping — The technique, initially applied to numerical vari-
ables (Moore, 1996), with earlier concepts in other fields (Reiss, 1980),
involves exchanging data sorted by attribute value with a randomly se-
lected nearest value in rank (Navarro-Arribas and Torra, 2014). There
have also been other similar proposals (Torra and Domingo-Ferrer,
2001; Domingo-Ferrer and Torra, 2001) that only consider structured
data.

Differential Privacy — This privacy method can be used to anonymize
data streams (Sánchez et al., 2018). Instead of releasing the origi-
nal query, a synthetic one is produced using semantic similarity. The
unstructured nature of query logs, along with new terms not in the
semantic database, may pose a challenge. Another challenge in using
differential privacy for data streams is maintaining a fixed privacy level,
which may limit the amount of data that can be published to preserve
user privacy.

Probabilistic k-Anonymity — The probabilistic k-anonymity idea
modifies the indistinguishability requirement of k-anonymity by requir-
ing only the re-identification probability to be preserved (Soria-Comas
and Domingo-Ferrer, 2012). This allows for better use of the data while
still releasing logs with the original queries. However, the generaliza-
tion of unstructured data elements leads to some imprecision in the
generated profiles. The related literature also has limitations in terms of
basic classification methods, resulting in low numbers of categories and
high data utility loss or low initial throughput (Pàmies-Estrems et al.,
2016; Pamies-Estrems et al., 2018; Pàmies-Estrems et al., 2020; Bondia-
Barcelo et al., July 18-21, 2016).

3. Our proposal

This section presents our proposal for anonymization, including the
notation used (as defined in Table 1), a formal definition of the data to
be anonymized and its structure, an analysis of the privacy properties
of the proposal, and a detailed explanation of the algorithms utilized in
the anonymization process.

3.1. Data structures

We name query logs a stream of m registers, represented by:

R = {r0, .., rm} (1)



where rm is the last received query log.
Each query log, rj , is composed of a user identifier ui, a query qj , and 

a classification cg :

rj = {ui, qj , cg} (2)

The user who submitted the query qj to the Service is represented by
ui. The query qj comprises a set of unstructured terms and is classified
using a categorizer (refer to Section 4) to obtain its query classification,
cg . This classification is depicted as a path from a general category, 1

s
,

to a more specific category, ℎ
s∗
, and takes the following form:

cg = {1
s
, 2

s′
, ..., ℎ

s∗
} (3)

A knowledge tree,5 represented by � , is utilized to construct this
path. � consists of edges ef ∈ E and vertices vℎ

x
∈ V , where ℎ is the

depth and x is the width. Each vertex vℎ
x
in � corresponds to a category

ℎ
x
and is connected to other categories via the edges. The categories

(vertices) are more general closer to the roots {v1
1
...v1

x
}, and become

more specific as they are closer to the leaves {vℎ
1
...vℎ

x
}. Therefore, each

query is assigned to a classification by placing it in one of the tree’s
vertices. The classification refers to the path between the root and the
corresponding vertex, and comprises all the  categories of the nodes
that lie on this path.

The maximum depth of the hierarchy � is determined by the dis-
tance or minimum path between the root and the farthest leaf, which is
denoted as lmax. The depth of each classification is determined by the
number of terms it contains and can be as high as lmax, the maximum
depth of the hierarchy � , but for testing purposes, we will use versions
of the classification limited to depths of up to l, with l varying from 1

to lmax.
Each vertex vℎ

x
in the tree structure contains two sets of data: a set

of users U [vℎ
x
], and a set of queries Q[vℎ

x
]. The maximum size of a set

of users U [vℎ
x
] is fixed at k as is defined using arity, but the size of the

set of queries Q[vℎ
x
] has no limit imposed as it is defined without using

arity. This decision is constrained by the use of additional conditions
(cf. Restrictions 3.2).

max ∣U [vℎ
x
] ∣ = k (4)

We refer to �∗
l,k

as the tree � that has a depth of l and a cardinality
of |U | = k.

For each vertex vℎ
x
, the auxiliary sets BU [vℎ

x
] and BQ[vℎ

x
] are also

defined, which respectively represent the full group of users and queries
contained in the branch that starts at the vertex vℎ

x
. A summary of data

structures used for tree construction is shown below:

� =< V ,E > (5)

V = {v1
1
, ..., vl

z
}

E = {e1, ..., eg}

vℎ
x
= {U [vℎ

x
],BU [vℎ

x
],Q[vℎ

x
],BQ[vℎ

x
], ℎ

x
}

ef = {vℎ
x
, vℎ+1

x′
}

3.2. Restrictions

Our proposal is subject to two additional restrictions (cf. Restric-
tions 1 and 2). Their use is the cause that the sets U [vℎ

x
] and Q[vℎ

x
] may

have different sizes.

5 We assume a data model structured as a tree, that allows us accumulating
and disseminating knowledge of the real world. In other words, it allows us
searching, adding, modifying, or deleting any instances of a given knowledge
domain, related to query categories.
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Restriction 1. A query made by a user on the unanonymized log must not
be assigned to the same user on the anonymized log.

Restriction 2. When creating an anonymized query log, the user must be
chosen randomly from at least k different user values.

Restriction 1 guarantees that the output does not reveal any
unanonymized pair of user and query. Meanwhile, Restriction 2 man-
dates probabilistic k-anonymity, which requires at least k distinct values
for users in each set when randomly creating an anonymized log.

3.3. Anonymization process

Our anonymization process refers to the method that produces the
stream of logs R′, which is probabilistic k-anonymous:

R′ = {r′
0
, ..., r′

m
} (6)

We assume that each record in the stream of logs R, represented as
rj = {ui, qj , cg}, is assigned to its corresponding vℎ

x
based on its catego-

rization cg . The record rj is then divided into two parts: user ui which
is assigned to the users’ set U [vℎ

x
], and query qj which is assigned to

queries’ set Q[vℎ
x
]. The anonymized stream of logs R′ is generated by

randomly pairing one user from U [vℎ
x
] with one query from Q[vℎ

x
], once

∣ U [vℎ
x
] ∣ is equal to k. This generates an anonymized record with the

following form:

r′
j
= u′

i
, qj , cg (7)

where qj ∈Q[vℎ
x
] is matched with a u′

i
∈U [vℎ

x
] that is different of ui.

Once the record r′
j
is generated, u′

i
and qj are removed from their

respective sets U [vℎ
x
] and Q[vℎ

x
]. If ∣ U [vℎ

x
] ∣< k, but the tree contains a

BU [v
y
x] ∈ {BU [v1

x
]..BU [vl

x
]} where ∣ BU [v

y
x] ∣≥ k, then record r′

j
is gen-

erated by applying a random match between one query of qj ∈ BQ[v
y
x]

and one user u′
i
∈ BU [v

y
x] ≠ ui. Both u′

i
and qj are also removed from

their respective source sets U [vℎu
xu
] for the user u′

i
and Q[v

ℎq
xq ] for the

query qj , once the record r′
j
is generated. In this case, to maintain a

balance between the source sets it is necessary add an additional step
which consist of moving a randomly selected user from U [v

ℎq
xq ] to U [vℎu

xu
].

The Id function is assumed to correctly identify the original ui when
given r′

j
. The function Re is a re-identification function applied to the

records in R′, which when given r′
j
, returns:

Re(r′
j
) = ui ∈U [vℎ

x
], uj ≠ u′

i
(8)

The goal of probabilistic k-anonymity is to limit the probability of suc-
cessful re-identification to no more than 1

k
for all ui in R and all possible

values of Re(r′
j
), as expressed in the inequality:

P (Re(r′
j
) = Id(r′

j
)) ≤

1

k
(9)

The stream of logs R′ is considered to meet the standards of proba-
bilistic k-anonymity if, when given knowledge of R′, the likelihood of
linking any record r′

j
in R′ to its corresponding record rj in R is no

more than 1

k
.

Our proposal satisfies Eq. (9) by demonstrating that for each vertex
vℎ
x
in � , the random selection of an element (per Restriction 2) ensures

equal likelihood for all outcomes. Thus, the maximum re-identification
probability for r′

j
in � can be expressed as:

P (Re(r′
j
) = Id(r′

j
)) ≤max

∀x,ℎ

|U [vℎ
x
] ∩ Id(r′

j
)|

|U [vℎ
x
]|

(10)

Since U [vℎ
x
] sets are constructed using arity, it follows that:

∀x,ℎ, Id(r′
j
)→ |U [vℎ

x
] ∩ Id(r′

j
)| ∈ 0,1 (11)



x

One may contend that Restriction 1 results in a value of k − 1. However, 
this value is set to k by Restriction 2 (which also guarantees |U [vℎ]| ≥
k), making the upper bound of our proposal for P (Re(r′

j
) = Id(r′

j
)) no

greater than 1

k
, therefore satisfying probabilistic k-anonymity. A more

formal examination of this outcome is presented subsequently.

3.4. Privacy analysis

Given an anonymity parameter k in ℤ
+, a set of users  = u1, ..., un

where n ≥ k, and a set of query logs  = (uij , qj )
j

j=1
up to iteration j,

with qk ≠ ql∀k, l ∈ [j], (k ≠ l) and uij ∈  . We allow for repeated user
actions (i.e. uik = uil

).
Likewise, we can assume a query in R′, an adversary  has at most

a 1

k
probability of determining the user to which the query belongs in

R. This is under the assumption that R′ and k are known and  is a
PPT (Probabilistic Polynomial-Time) adversary. Let j0 ∈ [j] define an
experiment ExpRe(k,R) using the notation above, in which:

R′
←Anon(k,R) (12)

R∗
←Re(k,R′)

let b =

{
1, if R =R∗

0, otherwise

return b

Theorem 1. Anon, as defined by Eq. (12), is considered k-anonymous if
for every user set, query log R, and index j0 ∈ [j], the advantage of any PPT
adversary  is limited to 1

k
, i.e.,

Adv(k,R) = P [ExpRe(k,R)] ≤
1

k
(13)

Proof. Let R′ = (u′
ij
, q′

j
)
j′

j=1
and j be the iteration at which the first

log entry from the anonymizer is released after reading (u, q). Also, let
 R′

j
= (uij1

, ..., uiJ
) be the set of users present in R′ at iteration j and

j = (ui1 , ..., uik ) be the set of users used internally by the anonymizer at

iteration j. It is known that u ∈j and j ∈ R′

j
and that j contains

at least k different users.

P ((R′, q) = u) = (14)
∑

u′∈

P ((R′, q) = u|(u′, q) ∈R) ⋅ P ((u′, q) ∈R)

The output of the anonymizer is not affected if the users Uj and
queries Qj stored after reading query q (with Uj having at least k dif-
ferent users) are permuted from Qj to R (all within Uj ). In other words,
this permutation has no impact on the anonymizer output:

P ((R′, q) = u|R =Re(R′)) = (15)
∑

u∈j

P ((R′, q) = u|[R =Re(R′)] ∩ [Uj =U ]) ⋅ P (Uj =U )

with Uj being the set of users that can appear in step j and u being
a member of  . If Uj is fixed and u ∈ Uj , we can construct an R by
pairing query q with each user u′ in Uj and one of the queries q

′ such
that the entries of u′ from Uj are now associated with U .

If we have read ju times the user u, ∀i ∶ ji ≥ 1, we obtain that the
ratio of R∗s, where R∗ =Re(R′) and Uj = U , preserves the original pair
(u, q), which is summarized below, in Eq. (16):

P ((R′, q) = u|R =Re(R′)) = (16)
(ju2 + ...+ juk

+ ju − 1)!

(ju2 + ...+ juk
+ ju)!

=

1

(j + ...+ j + j )
≤

1

k
. □
u2 uk u
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Algorithm 1: Anonymization process.
Input : R, k,l
Output: R’

1.1 foreach rj ∈R do
1.2 // Get current user, query text and full query categorization
1.3 u, q, c ← rj ;
1.4 // Truncate categorization to level l
1.5 vl

x
← {1

s
, ..., l

s∗
} ∈ c;

1.6 // Add user to users’ category set
1.7 U [vl

x
]← u;

1.8 // Add query and categorization to queries’ category set
1.9 Q[vl

x
]← {q, c};

1.10 // Find deepest branch with k distinct users, on current category
1.11 foreach v ∈ v0

x
..vl

x
do

1.12 if distinct(BU [v]) > k then
1.13 brancℎ← v

1.14 end

1.15 end
1.16 // If that branch exists
1.17 if branch then
1.18 // If there are more than k distinct users on the set
1.19 if distinct(U [v]) > k then
1.20 // Generate output log from the same set
1.21 Generate(Q[v],U [v])
1.22 // If there are still more than k distinct users on the set, generate a

new output
1.23 if distinct(U [v]) > k then
1.24 Generate(Q[v],U [v])
1.25 end

1.26 else
1.27 // Select a random branch’s vertex to pick the query and another

to pick the user
1.28 random vq ∈ {brancℎ..vℎ

x
}

1.29 random vu ∈ {brancℎ..vℎ
x
}

1.30 Generate(Q[vq],U [vu])
1.31 // If vertices are not the same
1.32 if vq ≠ vu then
1.33 // Move a user from query’s to user’s vertex
1.34 pop random u′ ∈U [vq]

1.35 U [vu]← u′

1.36 // Generate a new output from vu if possible
1.37 if distinct(U [vu]) > k then
1.38 Generate(Q[vu],U [vu])
1.39 end

1.40 end

1.41 end

1.42 end

1.43 end
1.44 function Generate(Q, U):
1.45 // Select and remove a random query and categorization from query’s set
1.46 pop random {q′ , c′} ∈Q

1.47 // Select and remove a random user from user’s set, distinct from the
original user related to the query

1.48 pop random u′ ∈U,u′ ≠ Id(q)

1.49 // Send to the output the selected user, query and category
1.50 send u′ , q′ , c′

1.51 end

3.5. Proposed algorithms

We present three different algorithms in this proposal. First, Al-
gorithm 1 is responsible of the anonymization process. Then two de-
anonymization processes are proposed in Algorithm 2 and Algorithm 3.
Those two de-anonymization proposals are considered to be used by
a PPT adversary. All the algorithms receive three inputs: A stream of
hierarchically categorized query logs, and values for k and l.

The proposed algorithm ensures that each time a new anonymized
log is generated, the size of the source set from where it is selected
(either U [vℎ

x
] or BU [v

y
x]) contains a minimum of k distinct users. Ad-

ditionally, the algorithm aims to keep the size of the source category
set Q[vℎ

x
] as close to k elements as possible. Probabilistic k-anonymity

is guaranteed as the algorithm always selects from a minimum of k dis-
tinct users and a minimum of k different queries.



Algorithm 2: Simple de-anonymization process.
Input : R’, k,l
Output: R*

2.1 foreach r′
j
∈R′ do

2.2 // Get current user, query text and full query categorization
2.3 u, q, c ← r′

j

2.4 // Truncate categorization to level l
2.5 vl

x
← {1

s
, ..., l

s∗
} ∈ c

2.6 // Add current user to users’ category set
2.7 U [vl

x
]← u

2.8 // Add current query and full categorization to queries’ category set
2.9 Q[vl

x
]← {q, c}

2.10 // While there are more than k distinct users on the current category
2.11 while distinct(U [vl

x
]) > k do

2.12 Regenerate(Q[vl
x
],U [vl

x
])

2.13 end

2.14 end
2.15 function Regenerate (Q, U):
2.16 // Select and remove a query and categorization from query’s set, using the

record linkage algorithm
2.17 record_linkage {q′ , c′} ∈Q

2.18 // Select and remove a user from user’s set, using one of the record linkage
algorithms

2.19 record_linkage u′ ∈U

2.20 // Send to the output the selected user, query and category
2.21 send u′ , q′ , c′

2.22 end

When there are less than k different users on a category set U [v
y
x],

and no anonymized log could be released from that category due to
Restriction 2, the anonymizer first tries to find a category in the same
branch where there are at least k different users on BU [v

y
x]. If found, a

user is randomly chosen from this set and a query is randomly chosen
from BQ[v

y
x] to generate the anonymized log. Then they are removed

from their respective category sets U [v
y′

x′
] and Q[v

y′′

x′′
]. If no k different

users are found in either U [v
y
x] or BU [v

y
x], the k-value of this category

v
y
x is increased by one, each time a new log enters the category and the
restriction is not meet.

If a new log with a user already present in a category is added, their
frequency (arity) in U [vℎ

x
] increases and the query is added to Q[vℎ

x
],

causing |Q[vℎ
x
]| to increase by one while |U [vℎ

x
]| remains unchanged,

therefore Q[vℎ
x
] size may be bigger than k in this situation. If the condi-

tion in Restriction 2 is not satisfied, the log cannot be anonymized and
the size of Q[vℎ

x
] may exceed k.

If Restriction 2 is satisfied and a user has an arity greater than one,
Algorithm 1 attempts to anonymize an extra log to decrease the size of
Q and the user’s arity, while still following Restriction 1. This additional
step occurs at most once per input log, resulting in up to two logs can
be generated each time a new record is processed, until all users have a
frequency of one.

Stable system performance is maintained when set size variations
are proportional, according to Pàmies-Estrems et al. (2016). To opti-
mize memory usage, the size of each set is adjusted in incremental
unitary steps. Along with the k parameter, the category tree depth l

parameter must be specified and both prevail constant throughout the
entire process.

4. Implementation of our proposal

An implementation of our proposal is described next. We also ex-
plain the architecture and necessary requirements prior the implemen-
tation, followed by an evaluation and presentation of experimental
results. A companion GitHub repository is available,6 with the code
and evaluation results.

6 https://github.com/dpamies/saps-qls.
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Algorithm 3: Full de-anonymization process.
Input : R, k,l
Output: R’

3.1 foreach rj ∈R do
3.2 // Get current user, query text and full query categorization
3.3 u, q, c ← rj ;
3.4 // Truncate categorization to level l
3.5 vl

x
← {1

s
, ..., l

s∗
} ∈ c;

3.6 // Add user to users’ category set
3.7 U [vl

x
]← u;

3.8 // Add query and categorization to queries’ category set
3.9 Q[vl

x
]← {q, c};

3.10 // Find deepest branch with k distinct users, on current category
3.11 foreach v ∈ v0

x
..vl

x
do

3.12 if distinct(BU [v]) > k then
3.13 brancℎ← v

3.14 end

3.15 end
3.16 // If that branch exists
3.17 if branch then
3.18 // If there are more than k distinct users on the set
3.19 if distinct(U [v]) > k then
3.20 // Regenerate log from the same set
3.21 Regenerate(Q[v],U [v])
3.22 // If there are still more than k distinct users on the set,

regenerate a new log output
3.23 if distinct(U [v]) > k then
3.24 Regenerate(Q[v],U [v])
3.25 end

3.26 else
3.27 // Select a random branch’s vertex to pick the query and another

to pick the user
3.28 random vq ∈ {brancℎ..vℎ

x
}

3.29 random vu ∈ {brancℎ..vℎ
x
}

3.30 Regenerate(Q[vq],U [vu]) // If vertices are not the same
3.31 if vq ≠ vu then
3.32 // Move a user from query’s to user’s vertex
3.33 pop random u′ ∈U [vq]

3.34 U [vu]← u′

3.35 // Regenerate an output from vu if possible
3.36 if distinct(U [vu]) > k then
3.37 Regenerate(Q[vu],U[vu])
3.38 end

3.39 end

3.40 end

3.41 end

3.42 end
3.43 function Regenerate(Q,U):
3.44 // Select and remove a query and categorization from query’s set, using the

record linkage algorithm
3.45 record_linkage {q′ , c′} ∈Q

3.46 // Select and remove a user from user’s set, using one of the record linkage
algorithms

3.47 record_linkage u′ ∈U

3.48 // Send to the output the selected user, query and category
3.49 send u′ , q′ , c′

3.50 end

4.1. Initial architecture

Our goal is to create an anonymization method to anonymize query
logs in real-time (cf. Fig. 3). This will be done on the server-side. The
system will take in a continuous stream of categorized query logs as in-
put and produce a continuous stream of anonymized logs as output. To
be successful, our algorithm must meet specific requirements detailed
below, and that can be customized to meet different environments.

4.2. Functional requirements

Our proposal needs to satisfy a set of functional requirements, in
order to be usable in a Internet Service environment. Such requirements
are defined next.

Scalability — According to Bondi’s characteristics (Bondi, 2000), scal-
ability denotes a system’s capability to manage an increasing volume
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Fig. 3. Outline of the proposed method for anonymizing query logs in real-
time. The method uses a stream of query logs as the input for the algorithm,
and generates a stream of anonymized logs as output.

of work or its potential to expand to accommodate such growth. A
scalable system is one that can continue to function effectively as it
grows and handles more work, without the need for frequent upgrades
or overhauls. Regarding scalability, there are two main types of scala-
bility (Michael et al., 2007):

• Horizontal Scalability involves adding more resources to a sys-
tem, such as adding more servers to a network, to handle an
increased workload. Horizontal scalability allows a system to dis-
tribute its workload across multiple resources, which can make it
more efficient and better able to handle large amounts of data. This
can help to maintain a faster and more reliable performance, but
it also demands to efficiently manage and coordinate the multiple
resources.

• Vertical Scalability, on the other hand, involves adding more
power to an existing server, such as by adding more CPU cores or
more RAM. However, vertical scalability has its limitations. There
is a limit to how much power can be added to a single server, and
at some point, it may no longer be cost-effective or practical to
continue scaling vertically.

Both vertical and horizontal scalability have their advantages and
disadvantages, and can be useful in different situations. Vertical scala-
bility can be a good option for systems that are already heavily opti-
mized and do not have much room for improvement. However, when
scaling vertically is no longer cost-effective, horizontal scalability may
be a better option. And many systems use a combination of both ap-
proaches to achieve the best performance and efficiency.

Resource Consumption — Resource consumption refers to the use of
resources, such as memory or storage needed in order to produce a vi-
able output. Resource consumption is an important factor to consider in
our case. We want to optimize the system in order to reduce its resource
consumption and improve its performance. This enables the deployment
of the proposal over architectures with some unused resources, reduc-
ing system running costs. Also a small resource usage allows to keep
all the necessary data in memory, and therefore allowing more agile
executions.

Speed — Speed is a measure of how quickly a system is able to perform
a given task, in this case we are interested in data processing speed.
A faster system can provide a lower processing delay, and a decreased
need of buffers and other intermediate resources to hold the unpro-
cessed data. It also enables the system to handle more complex and
demanding tasks, such a real time processing of the received logs.

Efficiency — Efficiency is an important factor to consider as the result-
ing proposal may be able to handle more complex or demanding tasks.
Usually efficiency refers to the ability to perform a given task using a
minimum of resources, such as time, memory, or energy. In this case
we also want to ensure that the algorithmic efficiency is optimal for our
proposal. Taking into account that our input is a continuous stream of
data, we aim for a linear algorithmic complexity for our proposal.

Transparency — Transparency refers to the ability of a system to blend
into existing environments without the need of modifications over the
9

Fig. 4. The full architecture consists of three main components: Anonymizer,
De-anonymizer, and Log Matcher. Anonymizer anonymizes a real-time stream
of query logs using Algorithm 1. De-anonymizer applies different algorithms
(2 3) to simulate record linkage attacks on the anonymized logs, attempting
to recreate the original logs. The Log Matcher is responsible for evaluating the
anonymization, de-anonymization privacy levels, and also generates a metric
for preserved utility.

original environment other than adding the new component. For our
proposal, transparency is important as it can help to spread the pro-
posed system into several existing solutions. It can help to address
potential privacy concerns, without the need of a great integration ef-
fort with different use cases and systems.

Modularity — We want a system that is made up of separate, self-
contained components that can be easily developed, tested, and main-
tained independently. Modularity has several advantages. Since each
module can be designed with a specific, well-defined purpose, it can
make a system easier to understand and maintain. It can also make a
system more flexible and adaptable, since individual modules can be
replaced or updated without affecting the rest of the system.

4.3. Expanded architecture

Outline shown in Fig. 3 has been broaden to include two new com-
ponents, the Attacker and the Surveyor, to conduct a comprehensive
empirical evaluation, further to the analysis described in Section 3. Pro-
posed design follows a micro-service pattern as shown in Fig. 4. For the
purposes of this research, all components are utilized, but in a real-
world setting, just components for the Service need to be implemented.

The expanded architecture includes three primary components: the
anonymizer, the de-anonymizer and the log matcher. The anonymizer
utilizes Algorithm 1 to generate an anonymized real-time stream of
query logs. The de-anonymizer applies different algorithms (cf. Algo-
rithms 2 and 3) to simulate record linkage attacks on these anonymized
logs, attempting to recreate the original logs. Finally, the log matcher
is responsible for evaluating all the processes in the context of the cur-
rent proposal and will not exist in a real world scenario. It evaluates the
performance of the anonymization and de-anonymization algorithms. It
also generates metrics related to privacy levels and preserved utility.



4.3.1. Actors

In the current test architecture, we specify the following actors:

• Service — is responsible for anonymizing and publishing query
logs.

• Attacker — attempts to uncover the relationship between the orig-
inal query and the user who made it.

• Surveyor — is who evaluates the effectiveness of the proposal. Can
access all the data but is not able to make any changes.

4.3.2. Phases
The following three phases can be identified:

• Anonymization — represents the typical operation of the proposal
in the Service. It is the responsible of the anonymization of logs and
generates an anonymized output stream.

• De-anonymization — simulates de-anonymization attacks by at-
tempting to regenerate as many anonymized logs as possible,
matching the original user with the original query they made.

• Survey — evaluates anonymization, de-anonymization and overall
performance, considering all data streams, as well as speed and
resource consumption.

4.3.3. Interactions
The main function of the Internet Query Service in a real-world sce-

nario would be to anonymize query logs and provide its clients with
the anonymized versions. The Attacker attempts to recreate the origi-
nal query logs. To achieve its goal it plays the role of a normal client
from the Service’s perspective, gaining access to the anonymized output
from the Service. Processing this stream the Attacker generates another
log stream which tries to de-anonymize, in other words reconstruct, the
maximum amount of original logs. Only during our analysis, there are
additional interactions between the Service, the Attacker and the Sur-
veyor, that takes all the log streams from each step. Additional details
will be presented later in the study.

5. Experimental results

Our approach has been practically implemented and its effectiveness
in terms of privacy, data utility, and other functional requirements has
been validated through experimental results. The evaluation, together
with the implementation code, is available online, in a companion
GitHub repository.7 The experiments were carried out on a Lenovo com-
puter running Arch Linux, with a 1.8 GHz Intel Core™ i7-8550U CPU, 16
GB of RAM and a Intel SSD 600p Series hard disk, whose performance
profile is good for light workloads, but write speeds drop significantly
and rather quickly after 16 GB are written. All algorithms were imple-
mented and executed in Go (version 1.18.1).

5.1. Implementation

The implementation of Algorithms 1, 2, 3 has been done in the Go
programming language. The evaluation uses the set of query logs pub-
lished by AOL, as this is the largest set of real search logs freely available
that we were able to found. In order to achieve a system that meets the
previously defined requirement of transparency, and that can therefore
be integrated without the need of changes to the existing architectures,
we believe it is necessary to preserve the format of the original log file
and use it as the input to our system. At the same time, the output of
our system will also be a log file, keeping the same format, but with
the necessary transformations to increase data privacy. Doing so, the
input/output of the system will be compatible with the existing archi-

7 https://github.com/dpamies/saps-qls.
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tecture. However, the proposed system can be easily adapted to work
with other formats and data transfer protocols.

The original logs as they were published by AOL were not classified
in any kind of categories, but this is a requirement to be able to apply
our algorithm. To perform this classification, we use the same determin-
istic classifier that we proposed in our previous works (Pàmies-Estrems
et al., 2016, 2020). As it is a deterministic classifier, we are able to ob-
tain the same classification for the same query log. This makes feasible
to compare tests carried out as well as the results obtained in our previ-
ous works and the current approach. Thanks to the modular approach
of the proposed architecture, this classifier could be changed for an-
other more specific one if its required for the application, without the
need of making any changes to the anonymization algorithms.

On the analyzed data set, the proposed classifier allows us to ob-
tain a hierarchical classification of each log, consisting of a path of
categories, between one and 14 categories. Each element represents a
category of different depth, the first categories are the most superficial
ones and therefore describing more general concepts. The deeper the
levels, the more specific concepts they represent. The categorizer was
able to assign these categories to 98% of the logs published by AOL.
The remaining 2% of logs contain isolated strings of characters or dig-
its without any specific meaning and therefore cannot be assigned to a
specific category path.

Once the logs have been categorized, they will be processed by the
anonymizer, generating a set of protected logs. In order to validate the
degree of protection achieved in this step and check if the requirements
we had set have been met, we propose two algorithms in charge of
performing a record linkage on the protected logs. Then a comparison
between the output of these algorithms and the original logs will be
conducted to determine which degree of protection has been achieved
with the current proposal.

5.2. Evaluation methodology

We used all the algorithms defined in Section 5.1 to experimentally
evaluate the proposal. Evaluation has been posed taking into account
two main aspects, on the one hand we want to validate the feasibil-
ity of our current proposal, on the other hand we want to determine
the differences between this novel proposal and the ones defined in
previous work (Pàmies-Estrems et al., 2016, 2020). One version of the
anonymization algorithm and two versions of the record linkage algo-
rithms have been evaluated, to ensure that the defined requirements are
met in terms of functionality, privacy and utility.

5.2.1. Used data
In the conducted tests, we utilized plain text files from AOL’s query

logs AOL (2006). These data were released by AOL for research pur-
poses, and include 36 389 576 logs from a three-month period of actual
searches made by their users. Fig. 5 shows a sample of the logs used.

As described in Section 5.1, Classifier adds an additional field to
each log record. The hierarchical classification for each query log is
represented as a list with n elements, with each element representing
a subcategory of the previous one. During the evaluation, the length
of the list ranged from 1 to 13 elements. The categorization process is
deterministic and always includes all subcategories that the Classifier
can obtain for a certain query, which remains unaffected by the l value
used by the anonymizer algorithm, fact that enables to compare the
results of different anonymizer algorithms and executions.

5.2.2. Conducted tests
There are only two parameters used to adjust the behavior of the

proposed system: k and l. k denotes the desired number of distinct
users per category, and l represents the desired depth of categories
used per query log. Note that both k and l are desired values, and the
system is able to adjust them in order to respond to specific needs and
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479 family guy 2006-03-01 16:01:20
479 also sprach zarathustra 2006-03-02 14:48:55
479 family guy 2006-03-03 22:37:46 1 http://www.familyguyfiles.com
479 top grossing movies 2006-03-03 22:42:42 1 http://movieweb.com
479 top grossing movies 2006-03-03 22:42:42 2 http://www.imdb.com
479 car decals 2006-03-03 23:20:12 4 http://www.decaljunky.com
479 bose 2006-03-03 23:30:11 1 http://www.bose.com
479 bose car decal 2006-03-03 23:31:48 1 http://stickers.signprint.com
480 chicago the mix 2006-03-04 22:11:31 1 http://www.wtmx.com
480 chicago the drive 2006-03-04 22:14:51 2 http://www.wdrv.com
480 chicago radio annoucer 2006-03-04 22:16:07
480 chicago radio whip 2006-03-04 22:16:27
480 chicago radio brian 2006-03-04 22:17:00 1 http://www.djheadlines.com
480 emma watson 2006-03-04 23:05:53 1 http://www.imdb.com
480 stanford encyclopedia 2006-03-06 21:57:14 1 http://plato.stanford.edu

Fig. 5. This is a sample of the used logs, where each line contains a query log with several fields, from left to right: user id, search text, time stamp, chosen result
and destination URL.
try to optimize execution. The effects of these parameters and achieved
optimizations were studied through several tests.

Anonymizer —the proposed Anonymizer was used to generate anon-
ymized data by executing it multiple times on all available AOL logs,
covering different parameters values. k values ranging from 3 to 200
were used to be able to compare the results with the obtained from
Pàmies-Estrems et al. (2016) Pàmies-Estrems et al. (2020). All available
values of l, ranging from 1 to 13, were tested, however it was found
that values of l greater than 11 did not produce significant differences
as logs with a depth of more than 11 categories are rare. Finally each
possible combination of those k and l values was evaluated against the
privacy, functional, and utility requirements.

Surveyor — Additional tests were specifically performed using the sur-
veyor to measure the amount of lost data utility. Those tests compare
distance between assigned categories of each user when using the origi-
nal logs and the anonymized logs. For those tests, k values ranging from
3 to 90 and l values ranging from 1 to 13 were used. We consider that
the greater the distance obtained, the more data utility have been lost.

De-anonymizer — Several attempts to de-anonymize protected logs
were conducted using the two proposed algorithms. Those algorithms
were executed over all anonymized data, attempting to achieve a record-
linkage attack, with different approaches:

• Record-linkage 1 — This algorithm is the most basic one that
was tested. It is the same algorithm that was tested on Pàmies-
Estrems et al. (2020) as we want to compare its results against the
novel proposed method. It attempts to reverse the anonymization
of query logs by using an algorithm with a fixed l value (as de-
scribed in Algorithm 2 in Section 3). The algorithm also leverages
both restrictions 1 and 2 to increase the level of de-anonymization
by attempting to reconstruct the original logs through the random
pairing of users and queries from the same category.

• Record-linkage 2 — This record-linkage algorithm improves upon
Record-linkage 1. Instead of randomly pairing users and queries
from the same category, we used a similar algorithm to the one em-
ployed in the anonymization procedure (outlined in Algorithm 3 in
Section 3) to match them. Like the other algorithms, it also respects
both restrictions.

5.3. Privacy study

During our initial privacy evaluation, we compared the original
query logs with the anonymized logs and found that none of the orig-
inal user/query combinations were present in the anonymized output,
as intended by our design. However, this does not guarantee full user
privacy as there may still be potential for re-identification through
deanonymization attacks on the output data flow. To check strength
against those attacks, we applied two record-linkage algorithms (ref-
erenced as Algorithm 2 and Algorithm 3) to the anonymized logs and
compared the resulting logs to the original ones, determining the per-
centage of reidentified.
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A deterministic classifier was used for generating the categories on
the anonymization process. Being deterministic, it can be expected that
at some point an attacker could replicate this classification process.
As applying the same classification method for the de-anonymization
process leads to higher re-identification rates, this privacy study shows
results assuming that the attacker has already replicated the classifier,
and uses the same categorization as the anonymizer.

We used two different algorithms to simulate a possible de-
anonymization attack. The first algorithm is based on our previous
proposal (Pàmies-Estrems et al., 2020), since we want to make a com-
parison between the results obtained. The second proposal is based on
Algorithm 1 that we used in the anonymization process. A full explana-
tion of the differences could be found in Section 5.2.2. Both algorithms
have the same inputs, outputs and parameters. As input they use the
anonymized logs produced by the anonymizer and generate an out-
put using the logs resulting from the de-anonymization process. As
parameters both algorithms use k and l. In the second algorithm they
are used as explained in Section 3, on the other hand in the first de-
anonymization algorithm the value of l is used as an absolute limit in
the number of categorization levels to use and this value is not changed
in any way throughout the run. Since the highest re-identification of
original logs is achieved when the attacker uses the same values of k
and l that have been used in the anonymization process, the results we
show are those that satisfy this requirement.

In Fig. 6, proportion of matched records is shown. Algorithms were
executed using several combinations of k-values (between 3 and 200)
and l-values (between 1 and 13). Using a value of l = 1 the classi-
fier only generates the first level of categories, therefore instead of a
tree it uses a flat data structure similar to the one used in our previous
proposal (Pàmies-Estrems et al., 2016) which enables the result com-
parison. The maximum depth that our classifier was able to generate
is l = 13, therefore there is no need to use higher values. We also se-
lected the k values to enable comparison of results with our previous
evaluations (Pàmies-Estrems et al., 2016, 2020).

Our results indicate that the probability of re-identification is con-
sistently below the theoretical maximum of 1

k
, as stated in Purdam

and Elliot (2007). We used the Kolmogorov-Smirnov test (Kolmogorov,
1933; Smirnov, 1948) to compare these results to the k-anonymity prob-
ability. Fig. 7 shows results obtained using the proposed algorithms and
a value of l = 1, which leads to the higher re-identification rates. The
D value, which denotes the highest discrepancy between the cumula-
tive distributions, is 0.18, with a p-value of 0.9971. This outcome implies
that the probability of re-identification aligns with the null hypothesis,
which is accepted at the 5% level of significance.

Obtained results show a significant improvement in privacy when
using the anonymization system defined in this article compared with
the ones obtained in Pàmies-Estrems et al. (2016, 2020). On the other
hand, no significant differences can be seen between the use of the
different proposed de-anonymization algorithms.

In all cases, it can be seen that the value of k is directly related to
the level of privacy obtained. The higher the value of k, the lower the
record linkage achieved. The value of l also affects the results obtained.



Fig. 6. Percentage of matched records resulting from record linkage, old results (Pàmies-Estrems et al., 2020) (top left) compared with the logs anonymized with
the new algorithm and de-anonymized with de-anonymizer 1 (top right) and de-anonymizer 2 (bottom). Values of k between 3 and 200 and values of l between 1

and 11.

Fig. 7. Illustrates the Kolmogorov-Smirnov test, which utilizes the cumulative fraction functions of the hypothetical k-anonymity (represented by the dashed line)
and the actual outcomes (indicated by the solid line). The Kolmogorov-Smirnov test produces a p-value of 0.9971 and D-value of 0.18.
Using our previous proposal (Pàmies-Estrems et al., 2020), by increas-

ing the values of l, more specific categories are generated, through

which logs from fewer users pass, and therefore it increases the proba-

bility of re-identification of original users. On the other hand, using the

current proposal, a higher value of l allows the algorithm to choose be-

tween more categories, and therefore the probability of re-identification

decreases as the value of l increases.
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The results achieved using an l of 1 are similar between previ-

ous proposals (Pàmies-Estrems et al., 2016, 2020) and the current one.

Where there is a more differentiated behavior is using higher l values,

which bring the new data structures and algorithm into play. Due to

restrictions 1 and 2, during the execution of the algorithm, temporary

augmentation of the size of Q above the target value defined by k is

necessary. We see that with the current proposal, when increasing the



Fig. 8. The final ∣ Q ∣-value represents average size of the query sets. When l

is low, the final ∣Q ∣ tends to be greater, as a result of a larger number of users
coincidentally selecting identical categories. As l increases, the final ∣Q ∣ tends
to align with the specified k.

value of l, the algorithm has the opportunity to quickly balance the
size of Q. Achieving that the sets size remain closer to k value, with l

values of 3 or more.
This effect can be seen in Fig. 8 which shows mean final ∣Q ∣ values,

depending on the values of l and k. When l is low, the average fi-
nal ∣ Q ∣ values tend to be higher because there are fewer categories
and more users coincidentally querying in the same category. As l

increases, the final ∣ Q ∣ values generally correspond with the desig-
nated k.

The best results for record linkage were achieved with the lowest l
and lowest k values. The most favorable de-anonymization effort man-
aged to match 13.19% of records to their original users in this case.
The tests were conducted giving to the de-anonymization process full
knowledge of the anonymization algorithms, categories, and k and l

values used. However, as the initial k and l values increases, the record
linkage ratio decreases rapidly and drops below 1% for k values of 30
or more and l values of 3 or more. Therefore, it can be concluded
that the level of record linkage improved with the current proposal,
and that it can be adjusted effectively by altering the k and l values
to reach the desired privacy level. The same rationale applies to any
other de-anonymization technique in which the interaction between
the Anonymizer and the Attacker reported in Fig. 4 will rapidly drop
the linkage of queries from existing profiles, at the expense of decreas-
ing the utility of the resulting queries. This includes as well the evasion
of detection techniques via machine learning attacks (Khan et al., 2020,
2021), with the inclusion of noisy parameters at the Anonymizer, in ad-
dition to k and l, to decrease precision and recall at the Anonymizer to
negligible values.

5.4. Utility study

In this section, we evaluate the usefulness of the anonymizer pro-
posal. The scrutiny is based on two main concepts that we consider
relevant to utility in our context. First, maintaining the original user
preferences within the anonymized query logs, and second, determin-
ing the proportion of logs that can be generated by the system.

We use the Earth Mover’s Distance (EMD) metric (Rubner et al.,
2000) to determine the similarity among the original user’s interests and
those obtained from the anonymized user’s queries. This is done by cat-
egorizing the queries allocated to every user and computing the shortest
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distance required to link the classifications attributed to the initial and
anonymized queries in a tree graph that represents the full categories
hierarchy. The total distance for each user is calculated by summing
up the distances between individual queries of that user. Therefore, if a
query is classified and anonymized under the same category, the path
length between categories is zero and no loss of utility is added to the
user. The more distance between categories, the more the overall value
of EMD will increase. Thus, EMD measures the gap between the initial
user preferences and those inferred from the anonymized ones.

Using our previous proposed algorithm (Pàmies-Estrems et al.,
2020), when using an l value equal to the maximum depth of cate-
gorization, it can be guaranteed that there is no utility loss. But that is
not the case with the current proposal, as queries could be assigned to
other categories in the same branch. Therefore, all category tree depths
and an l values can lead to some degree of utility loss, worsening the
overall proposal utility. After evaluating privacy results this could be an
expected trade-off, as usually there is a balance between data privacy
and utility.

Fig. 9 shows the average and maximum theoretical EMD distances
between anonymized and original user logs utilizing the designated
categorization. The highest potential distance remains unchanging and
does not depend on the values of k and l used. As it can be seen, the
average distance is not affected by k, but decreases as l increases. Con-
sequently, the employment of additional tiers during the anonymization
process leads to the anonymized queries being more proximate to their
initial categories, resulting in better data utility. Fig. 9 shows results
of the previous proposal for comparison purposes. As we noted, some
utility was lost in exchange of a better privacy. However, utility levels
only decreased an average of 2% compared to an average 10% increase
of privacy levels. The percentage-based reduction in utility is depicted
in Fig. 9. When l = 1, the typical reduction in utility is greater than
43%. Conversely, when l = 9, the reduction in utility is nearly negligi-
ble, close to 0%. The amount of utility loss that can be assumed varies
depending on each application, so once the effects of the l parameter
have been demonstrated, we leave the choice of its value open to the
final application.

We also aim to evaluate the proportion of system-generated logs
in relation to the overall quantity of logs that it receives. The sug-
gested system employs an hierarchical tree of categories containing sets,
and each set should contain a minimum of k distinct users before an
anonymized log can be released. An issue that we detected in our pre-
vious proposal (Pàmies-Estrems et al., 2020) is that some sets may take
some time to reach k different users, and in some cases with very spe-
cific categories the set may never reach k, causing logs stored in those
sets not being outputted.

As shown in Fig. 10 this issue has been solved with the current pro-
posal, for all l values. As explained in Section 3 when the proposal isn’t
able to generate a viable output using only current set values, it takes
into account other sets from the same branch, which enables the sys-
tem to use values from stagnant sets, increasing in a significative way
the amount of anonymized logs that can leave the system, being almost
100% for all the runtime in our tests.

5.5. Functional study

In the sequel, we provide some discussions about the proposed func-
tional requirements achieved in our work.

5.5.1. Modularity
Our proposal utilizes a micro-service architecture to make the sys-

tem more modular and adaptable to various environments. This design
approach allows each service to handle a specific task, resulting in a
system that is highly cohesive and loosely coupled. We have provided
detailed information about the anonymization service, which can be
integrated with additional modules like categorization and profile cre-
ation.



Fig. 9. Previous proposal results (top left). Current method (top right) has a slightly higher constant maximum possible distance between profiles and the average
Earth Mover’s Distance remain inversely proportional to l. Reduction in data utility as a percentage of the theoretical maximum (bottom). The higher the number
of levels used in the anonymization process, the lower the loss of data utility.
Fig. 10. Output queries vs. total queries (%). All sets are able to sustain a high
throughput while generating anonymized queries, regardless of used l value
and depth of the category tree as proposed algorithm could take into account
other sets from the same branch to reach k different users. (For interpretation
of the colors in the figure(s), the reader is referred to the web version of this
article.)

5.5.2. Scalability
Our proposal has been designed to be scalable, both vertically and

horizontally. As the values of both k and l are dynamically modified
according to system needs, we see that this allows better scalability by
design.

Enabling or disabling several instances concurrently can result in
achieving horizontal scalability. The fact of carrying out the imple-
mentation using Go allows to easily improve its horizontal scalability,
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thanks to the use of Goroutines. Using any language, the algorithm
allows the data to be distributed and processed throughout several in-
stances of the same algorithm in parallel. On the other hand, vertical
scalability can be achieved by adjusting the number of resources allo-
cated to the system, such as memory or CPU cycles.

5.5.3. Speed
The performance was measured for a basic usage. The anonymizer

and deanonymizers was evaluated by measuring the time it takes to
process a query through a sole execution thread on one core. Results
shown are for this configuration. However, it is possible to run all of
the suggested algorithms simultaneously both at thread or process level,
which improves the overall throughput.

In addition to the calculations necessary to perform the proposed
implementation, small code fragments have been added to allow evalua-
tions for the level of privacy obtained, the use of memory and execution
time of each algorithm. These additional calculations are not necessary
in a production environment and therefore the performance of the al-
gorithms would be slightly increased without them.

The best performance was observed when using k = 3 and l = 1,
with an average query processing time of 1.68 µs, which is an improve-
ment of over 11 times respect our last proposal (Pàmies-Estrems et al.,
2020). This allows the system to handle an average of 594884 queries
per second.

The mean processing time per query, taking into account all the
tested values of k and l, was 11.46 µs, or a capacity of 87222 queries
per second. This is faster on average than our previous proposal which
had a mean processing time of 33.68 µs per query. However, the cur-
rent proposal has a slightly lower data utility. With all the parameter
combinations used, our current proposal is swifter than the prior.

As shown in Fig. 11, the speed of the anonymizer is influenced by
the values of k and l. Alterations in l values have minimal influence on
the speed, whereas changes in k values have a slightly higher impact.
With a k = 3, a query is processed in 4.2 µs on average, whereas when
k = 210, the processing time increases to 20.6 µs.

Using Google load as a reference, which handles 63000 queries per
second on average (T.G. Statistics, 2023), as per our test results it is
feasible for a single thread of our algorithm to process all queries with



Fig. 11. The anonymizer’s mean time per query (µs) was analyzed. The l-value
had a minimal impact on the required time, while the k-value had a more
significant effect.

k-values up to 90, regardless of the l value in real-time. For higher
k-values this could be achieved using lower l values.

The analysis of the mean time per query was also conducted for the
two proposed de-anonymization algorithms.

Fig. 12 illustrates the obtained outcomes. On the one hand, the
full de-anonymization approach yielded times that are similar to the
anonymizer, as expected since the same base algorithm was used in both
cases. On the other hand, we could expect a faster speed with the sim-
ple de-anonymization method, which involve a more straightforward
approach. However, comparable speeds are achieved in all the cases.
Since distribution of logs between categories has been carried out by
the anonymizer, both de-anonumization algorithms end up doing very
similar steps and therefore similar speed results are achieved.

5.5.4. Delay
Assessing the average delay of queries, between their entry and exit

as anonymized query logs, is another important metric. To eliminate
processing speed as a factor, we employed the average count of other
queries handled by the system during the time between the entrance
and release of a specific query, as a means of abstraction for delay.

Our aim is to compare current result with previous ones, as this
is one of the main requirements to improve. As shown in Fig. 13, the
delay has improved dramatically. In our previous proposal, the delay
increases proportionally to the chosen l-value, but eventually stabilizes
at values over 60000 for the biggest l-values. This was expected, as the
system needs time to fill all the categories before achieving an stable
output. Using the current proposal, the system is able to generate an
stable output right from the start, and delay values range between 98

and 134, achieving a much smaller delay for all l-values.

5.5.5. Resource consumption
It is worth noting that proposed methods do not require permanent

storage, so the sole aspect to evaluate is the memory consumption.
Indeed, the variations in the k-value have been identified as the pri-
mary parameter that impacts resource consumption. When the k-value
is increased, a higher number of records need to be temporary stored
to generate an output and therefore the memory consumption also in-
creases.

A higher l-value dynamically creates more categories based on the
query’s classification. During our tests, a maximum of 194505 categories
were used in a tree with a depth of 13. Notice that a different dataset
will result in different categories. However, l-value has a lower impact
than k-value as our proposal is able to generate anonymized queries, not
only with elements from the same category but also with elements from
the same branch, and therefore not all the categories need to remain full
all the time to be able to generate an output in contrast to our previous
proposal.

This effect can be seen on Table 2, which compares the remaining
users per tree level between our previous proposal (Pàmies-Estrems et
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Table 2
Remaining users per level once all the sample queries
were processed. These are the users that cannot leave
the system since a suitable query is not found for
them. Table shows the results of using an initial k
of 3 and l of 11. However, similar results are found
using different k and l values.

Level Base algorithm Self-adjusting algorithm

1 22 0
2 2 899 5
3 35 004 48
4 155 779 65
5 280 851 80
6 237 149 28
7 237 945 11
8 181 947 17
9 116 852 8
10 54 647 1
11 22 924 0

Total 1 326 019 263

al., 2020) and the current one, once all the sample queries were pro-
cessed. Using both proposals some users cannot leave the system since
a suitable query is not found for them. However, as the current pro-
posal is able to use all the sets from the current branch this number is
greatly reduced. Table 2 shows the results corresponding to an initial
k-value of 3 and l-value of 11. However, similar results are found on
all combinations of tested k and l values.

We can observe that the k value has a similar impact on resource
consumption, regardless of the value of l used. Results of maximum
memory consumption for each tested combination of parameters can be
seen in Fig. 14.

All the presented algorithms: anonymizer and both de-anonymizer ex-
hibit a comparable memory usage pattern. Also the reported memory
consumption should remain stable irrespective of the quantity of logs
they handle as the system reaches a dynamic balance.

5.5.6. Efficiency
As previously discussed, a lightweight method has been developed,

which enables fast processing of logs while minimizing resource con-
sumption.

Examining the proposed algorithms, it can be seen that percentage
of output queries and delay remain stable throughout the execution of
the proposed tests, for each combination of k and l-values.

Additionally, memory consumption and processing speed is depen-
dent mainly on the value of k. It introduces a slight variation on the
efficiency, which remains the same for different test with the same
k-value. Finally l, also has an effect over memory consumption and
processing speed, but it is the least noticeable overall.

Upon examining the suggested algorithm, it becomes apparent that
each log undergoes processing only one time, which enables for the
efficiency of the algorithm to be compared to that of established singly-
linked list traversal algorithms. The time complexity of the algorithm is
directly proportional to the input and can be expressed as (n), indicat-
ing linear growth.

5.5.7. Transparency
To operate, the system necessitates a stream of classified query logs,

which can be sourced from the Service. If solely unclassified logs are ac-
cessible, a classification micro-service, as demonstrated in Ref. Pàmies-
Estrems et al. (2016), can be integrated into the Service architecture.
In case already classified logs are obtainable, they can be utilized with-
out any additional alteration. The system produces an anonymized log
stream that preserves the original format. From the standpoint of a
preexisting client, the resulting output will be indiscernible from the
original, thus ensuring complete transparency.



Fig. 12. The mean microseconds per query for the de-anonymizers was also analyzed. Both de-anonymizers yielded speed results similar to those of the anonymizer.

Fig. 13. The delay of queries is represented as the average count of other queries that join the system between the entrance and exit of a particular query. On our
previous proposal (left), once the categories are filled, the output becomes stable. On the current one (right) those times remain low and constant from the start.
Note the different scale on the y-axes.

Fig. 14. Maximum memory consumption. Top left figure shows our previous anonymizer results. In comparison, our current anonymizer (top right) shows a much
lower memory usage, which is also similar for the current de-anonymizer (bottom). k-value is the primary parameter that impacts memory consumption. Due to the
use of branch matching, l has a much lower impact.
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6. Conclusion

We have presented an automated proposal for sanitizing query logs. 
The new construction can enhance a wide variety of applications, in or-
der to process the metadata of queries contained in internet services. 
Our proposal can be embedded into existing services, upon server-side 
logs, without the need of modifying legacy systems. It relies on the re-
moval of direct identifiers and their re-assignation to similar categories. 
Our approach aims as well at maintaining high levels of utility, assur-ing 
that user privacy is respected while reducing resource consumption at 
the server-side. Parameterization is assured as well. Two primary pa-
rameters, k and l, are proposed, to adjust both privacy and specificity 
levels. Additional parameters could be envisioned, in order to adjust to 
satisfy some other constraints.

Two different algorithms have been used to test the de-anonymiza-
tion of the protected data. The process has been carried out based on the 
most advantageous scenario for the attacker. This way, we assume the 
worst case scenario in which an attacker who is aware of our al-
gorithms, and with access to the entire data stream generated, learns 
and applies the specific k and l parameters. To verify the operation in 
various scenarios, the tests have been carried out using several values of 
k and l. In any case, the attacker never has access to the origi-nal logs. 
The attacker manages to re-identify a maximum of 13.19%of the initial 
logs while using the lowest values of k and l and the best available 
attack algorithm. By increasing either of these parameters we found that 
the re-identification drops rapidly to less than 1% for val-ues of k greater 
than 30. When using small values of l in combination with small values 
of k the probability of re-identification is the high-est, although using 
values of l greater than 3 limits greatly its effect on re-identification. 
Utility of logs has been assessed after anonymization using Earth 
Mover’s Distance metric to compare differences between the original 
and anonymized data. Using a single depth level we obtain a utility loss 
of 43.26% but this amount decreases quickly, reaching less than 1% for 
l-values of eight or more.

Perspectives for future work include the evaluation of learning at-
tacks, to ensure that under no circumstances an attacker can seriously 
compromise users’ privacy. Learning attacks targeting the classification 
system used by the anonymizer could be based on artificial intelligence, 
to allow an improved classification of the logs. It may also be interesting 
to conduct further experiments focused on improving anonymization 
using the moment in time when the queries were made. We have not 
carried out any experiments in this sense and it could be interesting to 
consider the time variable to achieve an even more optimal pro-tection 
scheme. Up to now, our tests have been carried out using a sample of 
query logs corresponding to a web search engine, validating the 
suitability of the proposal in this environment. In its fastest configu-
ration, the proposal can handle the equivalent of more than nine times 
Google’s average load on a desktop computer. In addition, results show 
that delay, percentage of output queries and use of memory allow the 
application of this proposal in other contexts where these other factors 
are prioritized, i.e. environments with a much lower amount of logs per 
second. A final stage could also be added to the system, which would be 
in charge of validating the results prior to their publication, prevent-ing 
the dissemination of results that puts the desired level of privacy at risk.

Data availability

The evaluation of our work, together with all the implementation 
code, has also been released online, in a companion GitHub repository 
at https://github.com/dpamies/saps-qls.
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