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Rejection Methods for Vegetation Mapping Using Hyperspectral 

Airborne Data 

Vegetation mapping from remote sensing data has proven useful for monitoring 

ecosystems at local, regional, and global scales. Generally based on supervised 

classification methods, ecosystem mapping needs representative and consistent 

labelling. Such completeness is often difficult to achieve and requires the 

exclusion of minority species poorly represented in the studied scene in the 

training base. This exclusion leads to wrong predictions in the resulting map. In 

this study, the use of a posteriori classification rejection methods to limit the 

errors associated to minority species was evaluated in three different mapping 

scenarios: classification according to vegetation layers, prediction of genera from 

various vegetation types from low vegetation to trees, and mapping of habitat 

(assemblages of species). For this purpose, several supervised classification 

methods based on Support Vector Machines (SVM), Random Forests (RF), and 

Regularised Regression (RLR) algorithms were first applied to hyperspectral 

images covering the reflective domain. On these classifications, the usual 

evaluation methods (confusion matrix and its derivatives calculated on an 

independent test set composed of the majority species) showed performances 

similar to those of the state-of-the-art. However, the introduction of a new score 

taking into account minority species demonstrated the need to include them in the 

evaluation process to provide robust performance quantification representing map 

effectiveness. Three a posteriori rejection methods, based on simple thresholding, 

K-means, and SVM algorithms, were well suited to monitor minority species. 

The performance gain depended on the mapping scenario, the machine learning 

model, and the rejection method. An increase in performance with the inclusion 

of minority species of up to 12% could be observed through the new score. These 

methods also detected a similar proportion of prediction errors associated with 

predominant species   

Keywords: supervised classification; rejection method; hyperspectral; vegetation 

mapping; machine learning, minority species  

1. Introduction  

Biodiversity and vegetation play a crucial role in regulating the impacts of human 



activities on the environment (Bongaarts 2019). Indeed, both are involved in the carbon 

cycle and climate change mitigation (Grace, Mitchard, and Gloor 2014; Bongaarts 

2019), soil erosion and conservation, contamination transfer preservation (Kafle et al. 

2022), and other major ecosystem services (Mori, Lertzman, and Gustafsson 2017). The 

characterisation of plant ecosystems through health status, biomass, plant species, or 

functional traits (Qiu et al. 2020; Faucon, Houben, and Lambers 2017) and their 

monitoring is important to analyse their roles.  

Optical remote sensing plays a key role in mapping and monitoring vegetation, 

particularly concerning species distribution and diversity (Cavender-Bares et al. 2022; 

Skidmore et al. 2021). By using airborne or spaceborne passive optical instruments, 

remote sensing can provide detailed spectral and phenological information on 

vegetation cover across large areas, cost-effectively. Supervised classification 

techniques have proven to be powerful for exploiting remote sensing data to map and 

monitor vegetation properties (Cavender-Bares et al. 2022). Such techniques allow the 

automatic identification of latent features in the data and the classification of images’ 

pixels into different vegetation types, habitats, or species (Fassnacht et al. 2016; 

Kluczek, Zagajewski, and Zwijacz-Kozica 2023), or according to the plants' functional 

traits (Jachowski et al. 2013; Pham et al. 2019; Asner et al. 2015). A large number of 

studies have demonstrated the efficiency of hyperspectral remote sensing images to map 

vegetation cover and species (Fabian Ewald Fassnacht et al. 2016; Wang and Gamon 

2019). However, as highlighted in (Fabian E. Fassnacht et al. 2014), very few studies 

have addressed the robustness of classification approaches in different contexts.  

Supervised classification requires a selection of labelled pixels, built for 

example owing to ground-level inventories, to both train the selected machine learning 

algorithm and evaluate its performance. Vegetation classification of a whole scene 



requires an exhaustive species inventory which is difficult to achieve because of the 

necessary human means, the presence of inaccessible areas, and the low 

representativeness of specific species. The training and testing sets used by supervised 

classification are then not completely representative of the vegetation in the observed 

scene. Only the dominant communities and/or species are then often considered 

(Kluczek, Zagajewski, and Kycko 2022; Marcinkowska-Ochtyra et al. 2017; Kluczek, 

Zagajewski, and Zwijacz-Kozica 2023). The resulting maps and scores are therefore 

biased towards the dominant classes. In addition, the presence of mixed pixels, 

representing an area with more than one species, is inherent in remote sensing image 

processing (Petrou 1999). Their abundance depends on the ratio between the vegetated 

patch sizes and the spatial resolution of the remote sensing devices. Further mixed 

pixels are located at the edges of homogenous areas. These mixed pixels are often not 

represented in the training and testing sets usually based on pure classes, composed of a 

single species. This lack of completeness in the training set leads to incorrect 

predictions (Petrou 1999; Kluczek et al. 2023). Similarly, their non-inclusion in the 

testing set positively biases the performance related to the resulting classification map. 

To reduce these errors, it is crucial to assign the non-inventoried species and mixed 

pixels to a rejection class grouping pixels potentially misclassified. It is also essential to 

consider these outliers when assessing the the produced map quality to reduce these 

positive biases.  

Various problems related to the scenario of learning with a rejection option have 

been studied in the past (Cortes, DeSalvo, and Mohri 2016). The rejection class 

processing was introduced in two ways: (i) a posteriori to the classification algorithm 

by exploiting the classified results and (ii) directly integrated into the classifier scheme 

where the learner is given the option to reject an instance instead of predicting its class. 



A reject option in classification was first considered by Chow ( 1970). The proposed 

reject option was based on the Bayes rule and consisted in not classifying a data point if 

the maximum post-classification component of the probability vector was lower than a 

given threshold. Later, optimal rejection rules based on the Receiver Operating 

Characteristic (ROC) curve and a subset of the training data were proposed (Santos-

Pereira and Pires 2005). The approaches which simultaneously trained a classifier and a 

rejector had theoretical justification in the binary case and most of them did not apply 

directly to multiclass cases (Cortes, DeSalvo, and Mohri 2016; Charoenphakdee et al. 

2020; Ni et al. 2019). Multiple other specifications for embedding a reject option into 

the classification process existed through new risk minimization approaches or cost 

functions and some were specific to Support Vector Machines (SVM) or Deep Neural 

Networks (DNN) (Grandvalet et al. 2011; Laroui et al. 2021; Condessa, Bioucas-Dias, 

and Kovačević 2017; Wegkamp and Yuan 2011; Yuan and Wegkamp 2010). These 

specifications were optimized using a training set. For instance, Charoenphakdee et al. 

proposed a cost-sensitive approach to classification with rejection avoiding class-

posterior probability estimation and having a flexible choice of loss functions 

(Charoenphakdee et al. 2020). Nevertheless, the majority of studies rejecting samples in 

the classifier design addressed applications on reduced data sets, and even fewer 

handled remote sensing data, known to be voluminous. For example, deep learning 

methods are known to be computationally expensive and memory-intensive methods 

that require a large training database (Paoletti et al. 2019). While such methods seem 

promising, their prerequisites make them difficult to use in a wide range of context (in 

particular for small data sets, reduced-size scene).  

As part of studies based on remote sensing, Condessa et al. specified two 

classification methods with rejection using contextual (spatial) information in the field 



of hyperspectral images (Condessa et al. 2015; Condessa, Bioucas-Dias, and Kovacevic 

2015). One was embedded within the classification by an extra class (joint computation 

of context and rejection) while the other was carried out a posteriori (sequential 

computations of context and rejection). These two methods were compared on a 

vegetation scene, the AVIRIS Indian Pines scene, composed of and containing two-

thirds agriculture and one-third forest or other natural perennial vegetation. The 

performance improvements resulting from the combination of rejection and context 

were more significant for classifiers with lower performance. By classifying with 

rejection, gains were equivalent to increasing twice the training set size. However, these 

promising methods tested on small scenes (145x145 pixels with 200 spectral bands and 

610x340 pixels with 103 spectral bands) may be limited and much less effective on 

scenes of larger sizes owing to their computational expensive cost. 

Concerning the a posteriori integration of the prediction class without using 

context, the way to determine uncertain predictions consisted of using thresholds on the 

prediction probabilities (Aval 2016; Gimenez et al. 2022). Gimenez et al. proposed to 

detect misclassified pixels using an a posteriori rejection class incorporated in a 

majority vote. This rule proved especially suited to handle large volume hyperspectral 

data in species classification applications. However, it was based on empirically 

established thresholds specific to the observed scene. Easy-to-use and standard methods 

such as SVM and K-means could be applied to segment spaces such as those resulting 

from the probabilities associated with a classification (Grandvalet et al. 2011; Ahmed, 

Basu, and Kumaravel 2013; Djeffal 2012). The biggest advantages provided by such 

methods lie in their ability to detect errors without changing predictions, without the 

need for the initial multispectral or hyperspectral data, and the development of specific 

algorithms.  



To our knowledge, no remote sensing studies have evaluated their potential to 

detect outliers for vegetation mapping purposes, as done by Huang et al. (2015) for fish 

species based on video classification. In a more general way, very few a posteriori 

rejection methods have been developed in the field of hyperspectral and multispectral 

images. 

This study aims to propose and compare three a posteriori rejection methods to 

limit classification errors and to detect minor species and mixed pixels in three 

vegetation mapping contexts (genera mapping, discrimination of vegetation layers, and 

cover species mapping). The study is organized as follows. First, in section 2, the three 

scenarios, defined by three different sites, field surveys, and hyperspectral data are 

introduced. Supervised classification and rejection techniques considered are then 

detailed. In section 3, the results of supervised classification techniques without 

rejection monitoring are first presented and compared before describing the rejection 

results for the different scenarios. The fourth section discusses these results. 

Conclusions and perspectives are finally given in section 5. 

2. Materials and methods 

2.1. Study sites 

Three sites located in a temperate region with different species diversity were selected 

for this study. The first site, called site 1 next, is part of the riparian forest located in 

Fauga-Mauzac. The site covers about 12 ha and the majority of trees are pubescent 

oaks. The second site, site 2, extending over 245 ha, includes riparian and planted 

forests, shrubby and grassland vegetation heterogeneously distributed, and agricultural 

land (Gimenez et al. 2022). The last site, noted as site 3, is a former ore processing site 

and the studied area covers approximately 120 ha (Fabre et al. 2020). The vegetation is 



composed of developing trees (pines, poplars) distributed in various patches of forestry, 

woodland, single tree rows, and closed and open lawns (vegetation cover varies 

between 10 and 70%) with species present in the Mediterranean region (e.g. 

Aphyllanthesmonspeliensis, Bituminiariabituminosa, Dittrichiaviscosa, Pallenisspinosa, 

Plantagolanceolata, Spanish brooms).   

2.2. Data 

2.2.1. Hyperspectral images 

The images were hyperspectral data covering the reflective spectral domain (400-2500 

nm). Atmospheric and geometric corrections were applied to images and orthorectified 

spectral reflectances were processed in this study (Gimenez et al. 2022). Because of the 

low signal-to-noise ratio (SNR), the spectral bands with atmospheric transmission 

below 80% were not retained, as described in (Erudel et al. 2017). A Savitzky-Golay 

smoothing filter (spectral window length of eleven bands and third-degree polynomial) 

was also applied to the spectral dimension. The image characteristics for each site are 

described in Table 1. 

[Table 1 near here] 

2.2.2. Species Inventory  

Species inventories had been conducted in-field from 2020 to 2022 to identify the 

predominant genera and species of each site. Units, which corresponded to individual 

tree crowns, mono-species or genus areas for homogenous regions at the metric spatial 

resolution, or species assemblages for herbaceous plants or shrubs were recorded using 

a GPS-RTK with a centimeter precision (Table 2). The species inventory was divided 

into two categories for each site: 



 Units related to predominant species or genera, identified in bold in Table 2, 

were used as classes for the supervised classification step (see Section 2.3.1) and 

to evaluate the rejection methods (see Section 2.3.2), 

 Minor species or genera were retained to evaluate the rejection methods only 

(see Section 2.3.2). 

The specificity of each site made it possible to define three different vegetation 

classification scenarios. The scenario associated with the first site represented a 

vegetation layer classification (one class per layer or stratum defined according to the 

height of ground cover). Site 2 application was related to genera classification without 

overlapping classes (one genus or species corresponded strictly to one class, from low 

vegetation to trees). The scenario linked to site 3 was associated with a habitat 

classification with overlapping classes (assemblages of species, one species can be in 

several classes defined according to its proportion). For site 3 with lots of sparse 

vegetation, a further class corresponding to bare soil completed the species inventory 

(1236 pixels). 

[Table 2 near here] 

2.3. Methods 

After a preprocessing stage of the hyperspectral images, a commonly used supervised 

classification procedure based on usual machine learning models in literature was 

retained (section 2.3.1). The resulting classification maps of each site which did not 

integrate the rejection class were then used as reference maps to compare the different 

rejection methods, described in section 2.3.2. 



2.3.1. Preprocessing  

For each image, pixels corresponding to shadow or non-studied land-use classes (i.e. 

water, buildings …) were located and removed manually or automatically by specific 

thresholded spectral indices as described in detail in (Gimenez et al. 2022; Fabre et al. 

2020). The spectral features of the remaining pixels were then standardized.  

2.3.2. Supervised classification procedure 

Training and testing sets were created with a simple data-splitting procedure. 50% of 

the labelled units were randomly selected for training while the 50% left were used for 

the classification evaluation stage (Fabian Ewald Fassnacht et al. 2016). This led to an 

unbalanced number of samples per class within the training and testing sets (see Table 

2). 

Five classification models commonly used in the literature to process 

hyperspectral and multispectral images, Random Forest (RF) (Breiman 2021), Support 

Vector Machines (SVM) with linear and Radial Base Function kernels (RBF) (Vladimir 

Vapnik 1998), and Regularized Logistic Regression (RLR) with ℓ1 and ℓ2 

regularizations (Pant et al. 2014), were processed using Python’s scikit learn package 

(version 1.0.2) (Pedregosa et al. 2012). The introduction of these five models allowed 

verifying if performance improvements resulting from the rejection class integration 

depended on the chosen classification model (Condessa, Bioucas-Dias, and Kovacevic 

2015). 

Hyperparameters were chosen using 10-fold cross-validation across the training 

set. Performance assessment before rejection was finally made using visual analysis of 

the resulting maps and metrics derived from the confusion matrix calculated on the 

testing set. In particular, the Overall Accuracy (OA), defined as the number of correctly 



predicted pixels divided by the total of pixels to predict, and the F1-score, a class-wise 

performance indicator which, unlike the OA, is not biased by the number of 

representatives of the considered classes, were used to analyse classifications (Lu and 

Weng 2007; Gimenez et al. 2022). Since these metrics only considered predominant 

classes, a new score, named True accuracy (TA), defined as the overall accuracy 

extended to reference data non-considered for classification owing to the small sample 

number (minor classes), was introduced:  

 TA =
well−classified 

(predominant classes)∪(minor classes) 
 (1) 

2.3.3. Rejection Methods 

Different rejection methods were considered to perform a posteriori rejection. These 

methods were all based on rejection rules (described below). These rules, derived from 

probabilities linked to classification predictions, aimed to determine which pixels 

should be rejected or not and were used differently by the proposed rejection methods. 

Two clustering-based rejection methods described in the next were compared to a 

simple thresholding method, related to Chow’s rule, and considered as a reference 

(Chow 1970). Then, rejection performance was calculated using different metrics 

described below. 

 

Rejection rules: Different rules were defined to a posteriori determine the correctness 

of the classification for each pixel of the map previously obtained: 

(1) Minimum probability rule: a pixel was considered as almost surely badly 

classified if the probability of prediction associated with the predicted class was 

below a given good classification threshold.  



(2) Difference probability rule: a pixel was considered as almost surely correctly 

classified if the probability of prediction was above the given good classification 

threshold and if the difference between the two highest probabilities was above a 

confusion threshold within {0; 0.05; 0.1; 0.15; 0.20; 0.25; 0.3}. 

The good classification threshold was empirically fixed to 0.5 in both rules. The 

difference rule with a confusion threshold fixed to 0 is equivalent to the minimum 

probability rule alone. The rejection methods processed the misclassified pixels 

according to these decision rules. 

 

Rejection methods: The clustering of probability vectors had already been investigated 

in several previous works of different scientific domains (Van 2010; Garcia-Garcia, 

Santos-Rodriguez, and Parrado-Hernandez 2012). Several common algorithms were 

then applied, such as K-means or SVM (Grandvalet et al. 2011; Ahmed, Basu, and 

Kumaravel 2013; Djeffal 2012). In our study, two rejection methods applied to 

probability vectors were implemented through these algorithms. K-means is a common 

unsupervised partitioning-based algorithm without a priori knowledge of the data labels. 

SVMs have been successfully applied to various classification areas with great 

flexibility and a high level of classification accuracy. The use of SVMs for clustering 

(unsupervised learning) has also been considered in some different ways. These 

algorithms were implemented to group pixels by similarity, according to their 

probability vectors, in which each component was the probability to belong to a given 

species. In this study, K-means and SVM rejection methods were compared to simple 

probability thresholding considered as the reference method in the following (Aval 

2016). The proposed rejection techniques are detailed in the next. 



 Rejection by thresholding (reference method): the rules introduced previously 

were applied to reject pixels.  

 K-means rejection: Given the number of clusters, K-means minimizes the 

distance between the data points and the cluster centroids. Thus, K-means asks 

for compact and isotropic partitions according to this distance to ensure optimal 

separations. In the present case, the Wasserstein distance, particularly fit to 

probability problems (Givens and Shortt 1984), was retained. The number of 

clusters was defined as the number of classes, the idea being to find the initial 

classes. Only pixels in agreement with the previous rejection rules were used to 

perform an initial clustering. A threshold of correctness was then defined within 

each cluster. The choice to reject or not a pixel that did not follow the rejection 

rules was finally done by comparison with the values obtained by multiplying 

the chosen threshold with the radius of each cluster (distance between the 

centroid and the furthest point from the centroid). If the distance to one centroid 

was inferior to one of these values, the pixel was associated with this cluster and 

not rejected. The pixel was rejected otherwise. 

 SVM rejection: SVM supposes that data could be separated by a hyperplane (or 

decision boundary) with a certain margin (Vladimir Vapnik 1998). In the case of 

multiple classes, hyperplanes could be derived from two strategies, One-Versus-

Rest (OVR) and One-Versus-One (OVO). In our classification problem, (K(K-

1)) hyperplanes, with K the number of classes, were optimized (see Figure 1). 

[Figure 1 near here] This method of construction meant that the decision 

function for an SVM was specified by a subset of the data, called the training 

set. This set was built with pixels determined as well-classified according to the 

previously defined decision rules. The training stage provided the decision 



functions which informed how close to the decision boundary a pixel was (close 

to the boundary was equivalent to low confidence decision). Rejection was then 

performed only on pixels considered misclassified according to the decision 

rules. To make this rejection, the relative difference between the nearest and 

second-nearest decision function values was analysed. For a given pixel, the 

rejection was made if this difference in decision function was inferior to the 

median or third quartile of these relative differences (Grandvalet et al. 2011). 

This indicated that the classifier did not decide between two classes and that the 

pixel was in an indecision area. The specificity of this algorithm was that a 

rejection rate was introduced instead of determining a threshold. 

Performance assessment: The rejection efficiency was evaluated using the following 

procedure: 

 Visual assessment of the classification map after rejection: For each site, some 

specific pixel areas like minor species or mixed pixels had to be rejected. 

 Labelled data concerning predominant classes (see 2.2.2): errors were quantified 

by three different metrics adapted from the set of performance measures for the 

evaluation of classification with rejection proposed in the literature (Guichard, 

Toselli, and Co 2010; Condessa, Bioucas-Dias, and Kovačević 2017). Not 

related to minority classes, these metrics indicated whether the choice to reject 

pixels improved the quality of the classification of predominant classes by 

removing misclassified pixels. 

Non-Rejected Accuracy (NRA): 

 NRA =
(well−classified)∩(non−rejected )

(non−rejected )∩(predominant classes)
 (2) 



NRA corresponds to the OA after rejection. Indeed, it indicates the percentage 

of non-rejected pixels from well-classified predominant classes.  

Classification quality: 

 Q =
((well−classified)∩(non−rejected))∪((bad−classified)∩(rejected))

(predominant classes)
 (3) 

Classification quality also corresponds to an extension of OA with rejection 

since both OA and Q are defined as a ratio of good classification over pixels 

from predominant classes. Nevertheless, in terms of quality, a good 

classification could be derived from a really good class assignment or an 

effective rejection linked with a bad class prediction. 

 Rejection quality:  

 φ =

(bad−classified)∩(rejected)

(well−classified)∩(rejected)

(bad−classified)

(well−classified)

 (4) 

This last score allows for the assessment of the ability of the rejection method to 

reject badly classified pixels and not the well-classified ones. 

 Labelled data concerning minor classes were used to evaluate the power of 

rejection methods to deal with the unconsidered across two new metrics:  

True Non-Rejected Accuracy (TNRA): 

 TNRA =
(well−classified)∩(non−rejected pixels)

(non−rejected) 
 (5) 

As TA is the extension of OA with minority species taken into account, the 

TNRA is the extension of the NRA. It corresponds to the proportion of non-

rejected pixels that are well-classified among all the non-rejected ones. 



Minor rejection rate: 

 R% min =
(rejected)∩(minor classes)

(minor classes)
  (6) 

The minor rejection rate is the proportion of pixels from minor classes 

effectively rejected.  

This score could be compared to the rejection rate, which is simply the 

proportion of rejected pixels among labelled data (predominant and minor 

species): 

 R% =
(rejected)

(minor classes)∪(predominant classes)
  (7) 

3. Results 

3.1. Supervised classification 

Classification maps obtained for each site and each supervised classification model 

presented previously were evaluated with the OA and the new TA metrics. Scores were 

reported in Table 3. [Table 3 near here] 

Performances in terms of overall accuracy were the highest for site 1 (up to 

98%), which was the simplest classification scenario with one class per vegetation layer 

(see Table 3). The classification of site 2, which can be considered as a vegetation 

genera classification provided close performances (differences between 1.1 and 5.5%). 

On the contrary, passing from a classification scenario without overlapping classes to 

one with overlapping classes (Site 3) gave huge differences (differences from around 24 

to 28%). On all sites, true accuracies were found significantly lower than overall 

accuracies and corresponded better to the resulting maps (with differences ranging from 

7.5 to 13%). These differences underlined the importance of considering minor species 



for vegetation mapping and its quality evaluation. Differences between TA and OA 

were the lowest on site 2 (7.5 to 8%) and the highest and similar on sites 1 and 3 

(respectively around 13% and 11%). On all sites, RF provided the lowest OA and TA. 

The other models led to similar performances for both sites 1 and 2 in terms of OA and 

TA (differences between models inferior to 0.3% for sites 1 and 2). For site 3, the other 

models provided different performances varying by around 2 % in OA and TA. SVM 

with linear kernel was the best predictor. At this stage, it was difficult to retain a 

specific machine learning model. 

For site 1, F1 scores were all above 93%. The hardest layer to classify was the 

shrub layer (respectively 5 and 6% of differences between the tree and grass layers). 

This result could be explained by the presence of remaining mixed pixels in this specific 

class as shrub references were located close to trees or grasses. For other sites, the 

lowest scores corresponded to classes with spectral intra-class variance above spectral 

inter-class variance. For site 2, these classes were the various tree genera (except for 

Platanus). Associated F1 scores ranged from 81 to 91% while those associated with 

Platanus, grasses, or shrubs layers ranged from 95 to 99.5%. For site 3, these classes 

were the classes related to the grass layer. Corresponding F1 scores were between 17% 

and 63%. The F1 scores of other classes like bare soil or pines (pinus halepensis) were 

72% and 90% respectively. 

3.2. Rejection methods 

As the study was conducted in different contexts and with several methods, a sensitivity 

analysis was achieved per method to define the most suitable parameters. The 

contribution of the rejection class was then demonstrated for each classification model 

and scenario and the optimal model for each scenario was defined. Rejection methods 

were finally compared between them with the fixed optimal parameters and using the 



best classification models. 

3.2.1. Simple thresholding 

Sensitivity analysis: NRA and TNRA (see 2.3.3) increased with the increase of the 

confusion threshold introduced in the difference probability rejection rule for every site 

(see 2.3.3) (see Figures 2, 3, and 4). Nevertheless, this increase was notable on all sites 

for RF and RLR-ℓ1 and in terms of TNRA (increase of 2, 1.5, and 5% with RF and of 

2.5, 1.5, and 4% with RLR-ℓ1 on sites 1, 2 and 3 respectively). Concerning NRA, RF 

and RLR-ℓ1 models presented significant changes only on site 3 (of 4% with both 

models). NRA and TNRA progressions linked with SVMs and RLR-ℓ2 were at the 

maximum close to 1% and were thus negligible on sites 1 and 2. On the contrary, these 

three models presented significant variations with the increase of the confusion 

threshold for site 3. Higher NRA and TNRA values were then observed (increases 

rising to 2%). Overall, the highest confusion threshold was set, and the greatest was the 

increases of NRA and TNRA. Moreover, this increase in the confusion threshold 

allowed an important reduction of the deviations between RF and other algorithms. 

The rejection rate among all pixels (R%) and the rejection rate among minor 

species (R% min) increased with the confusion threshold (see Figures 2, 3, and 4). The 

different behaviours of the evolution of NRA and TNRA with confusion threshold 

variations were related to different variations in the proportion of rejected pixels. On all 

sites, the highest increases in rates of rejection were observed with RLR-ℓ1 (between 

1.5 and 15% of increase for R% and between 16 and 19% for R%min) and RF (4 to 13% 

and 8 to 18%). Again, smaller variations came with the two SVMs models with a low 

increase in rejection (lower than 6 % for 𝑅%and lower than 9% for R% min), and RLR-

ℓ2 (lower than 3% for R%and lower than 6% for R% min). As underlined by these 



increases, the rejection rate and its increases were highest among minor species for 

every model and each site. Using the highest confusion threshold would thus lead to 

rejecting more pixels belonging to all classes but with an emphasis on minor species. 

Classification quality criterion Q, which helps to understand differences in 

NRA, globally did not significantly change according to the chosen confusion threshold. 

On site 1, Q remained similar to OA whatever the classification model. The same 

conclusion was provided for site 2, except for RF and RLR-ℓ1 for which Q decreased 

when increasing the confusion threshold. Thus, the increases observed in NRA, TNRA, 

and rejection rates were achieved at the cost of some rejections among well-classified 

pixels. Nevertheless, differences between Q and OA stayed low (maximum deviations 

of 2 and 3% with RF and RLR-ℓ1). On site 3, Q was systematically greater than OA, 

with differences ranging from 3 to 5%, whatever the chosen confusion threshold.  

Finally, rejection quality varied significantly for RLR-ℓ2 on site 2 (-3 when 

passing from no confusion threshold to 0.3) and RF on site 3 (important variation, 

decline of 1.5). Other rejection quality criteria did not change significantly with changes 

in the confusion threshold. According to Condessa et al, if a value of rejection quality is 

greater than 1 then the rejection was effectively reducing the rate of misclassified pixels 

(Condessa, Bioucas-Dias, and Kovačević 2017). This condition was verified with some 

models whatever the confusion threshold for sites 2 and 3. On the contrary, the highest 

confusion threshold would lead to a rejection quality lower than 1 with all models for 

site 1, and choosing the highest threshold could thus not be optimal. On this site, this 

condition was achieved only with a confusion threshold lower than 0.2 with RF and 

RLR-ℓ2, and 0.1 with SVM-linear. Only the choice of a confusion threshold lower than 

0.2 made it possible to maintain a rejection quality greater than 1 for all the sites. This 



analysis led to choosing a threshold of 0.2 for the reference method to obtain the best 

NRA, TNRA, R% min while maintaining a rejection quality greater than one for all sites. 

[Figures 2, 3, 4 near here] 

Contribution of the rejection class introduction: With the chosen confusion threshold of 

0.2, all algorithms performed better or at least equally well with rejection than without. 

Two exceptions were analysed when regarding differences between classification 

quality (Q) and OA on site 2 since a loss of 1% was observed with RF and 2% with 

RLR-ℓ1. No difference between Q and OA was constated with the other models for this 

site, nor with any of the models on site 1. On the contrary, noticeable progress was 

observed with all models on site 3 (differences: increase of 2% with RLR-ℓ1 and ℓ2, 

3% with SVM-linear, 4% with SVM-RBF, and 5% with RF). Overall, adding rejection 

did not change the classification among predominant species in the simplest scenarios 

but improved it in the most complex. Similarly, NRA in comparison to OA presented 

comparable values on site 1. On site 2, a higher NRA than OA came with all models 

except RLR-ℓ2  (1% increase with RLR- ℓ1 and SVMs, 5% with RF).  Scores were 

increased with all models on site 3 (differences ranging from 3 to 9%). 

Finally, the consideration of all species through TA and TNRA highlighted the 

great improvement brought by rejection since all models presented progress for all sites. 

Indeed, TNRA was 1 to 2% higher than TA on sites 1 and 2 except with RF with which 

this improvement amounted to up to 8% on site 2. On site 3, increases were the greatest, 

ranging from 3% with RLR-ℓ2 and 11% with RF (6% SVM-linear and RLR-ℓ1, 5% 

SVM-RBF). Thus, rejection particularly improved results for RF, and slightly for RLR-

ℓ2. Other models provided intermediate improvement. 

Classification model comparison: Even considering rejection, no classification model 



stood out on all sites. RLR-ℓ2, which provided the best results without rejection, gave 

the best classification quality on site 1, without exceeding the OA obtained without 

rejection (Figure 2). However, RLR-ℓ1 provided the best NRA, TNRA, and 𝑅% 𝑚𝑖𝑛. 

Differences with RLR-ℓ2 in terms of NRA, TNRA, and classification quality stayed 

low (inferior to 2%) but differences in terms of rejection of minor species pixels were 

huge (around 15%). With the chosen threshold of 0.2, RLR-ℓ1 would be the best 

method to deal with minor species on this specific site. Figure 5 illustrates the resulting 

map. A few pixels were rejected and most of them were located at the border between 

two different classes. The threshold method was thus able to detect some mixed pixels 

on this site. It should however be noted that rejection quality was lower than one on this 

site with this model, and thus, that this minor species and mixed pixels detection led to 

rejecting pixels a priori well classified. Only RLR-ℓ2 passed this criterion without being 

related to other significant score variations. Thus, RLR-ℓ2 with rejection would be the 

most appropriate to deal with predominant classes only. 

[Figure 5 near here] 

On site 2, SVM-linear provided the best NRA, classification quality, and TNRA 

values. On the other hand, RF led to an equal TNRA value but to the largest number of 

minor species pixels rejected (Figure 3). RLR-ℓ1, which was the best algorithm without 

rejection in terms of OA and TA (see Table 3), led to the worst results in terms of 

rejection quality, and the second lowest in terms of classification quality. Using 

rejection, the scores values showed that RF was the most appropriate to deal with minor 

species only and SVM-linear with predominant species. Figure 6 illustrates the 

differences between the resulting two maps. Both maps showed that mixed pixels, at the 

edge of different classes, were identified by the rejection methods. However, a lot of 

pixels were rejected using RF and numerous pixels should be considered false alarms. 



These false alarms were highlighted by a rejection quality of 0.9, and thus by a rejection 

quality slightly lower than 1. If this score allowed the detection of these false alarms, 

the rejection map analysis was necessary to better judge their importance. In 

comparison, the rejection map produced owing to the SVM-linear model identified a 

more suitable number of rejected pixels. 

[Figure 6 near here] 

In the most complex scenario (site 3), results were similar to those obtained for 

site 2. On those two sites, SVM-RBF with rejection was the best in terms of rejection 

quality, and the second in terms of classification quality (Figure 4). Nevertheless, since 

SVM-RBF classification quality was below the one of SVM-linear, SVM-linear with 

rejection was more appropriate to deal with predominant species (see resulting map 

Figure 7). Indeed, for this site, SVM-linear provided the best results without rejection 

(see Table 3), and the best in terms of NRA and classification quality values with 

rejection. Similar observations could be done on the resulting maps of sites 2 (Figure 6) 

and 3 (Figure 7). RF led to the detection of most of the pixels corresponding to minor 

species. Nevertheless, a non-negligible number of pixels from the predominant species 

were also rejected (false alarms). Unlike the case of site 2, these false alarms were not 

reflected by a rejection quality lower than 1. A visual assessment of the rejection of 

minor species and mixed pixels was thus necessary to choose between RF and SVM-

linear. 

[Figure 7 near here] 

3.2.2. K-means  

Sensitivity analysis: K-means with rejection needed to optimize a further parameter, the 

radius threshold. Concerning the confusion rule threshold, the variations and results 

presented in the previous paragraph remained valid for K-means rejection. On all sites, 



NRA, TNRA, R% and R% min globally increased with the confusion threshold while Q 

remained constant and φ varied in a non-monotonous way. Variations observed with 

confusion threshold variations with simple thresholding were found again (see scores 

associated with SVM-linear on site 1, Figure 8). The choice of a confusion threshold of 

0.2 was retained as for the reference method. 

[Figure 8 near here] 

More control on rejection was possible through the radius threshold brought by 

K-means. For studied configurations (sites, classification models), decreasing the radius 

threshold (meaning more rejection) led globally to a rise in NRA, TNRA, R% and 

R% min values (Figure 8). On the contrary, quality scores (Q and φ) and their evolutions 

according to the radius threshold depended on the model and site.  

At the fixed confusion threshold, classification quality was stable whatever the 

radius threshold value for sites 1 and 2. In contrast, classification quality increased with 

an increase in rejection obtained by a reduction in radius threshold on site 3. This 

increase reached 3.2% (RF). In terms of rejection quality, values were steady for most 

configurations (variation inferior to 0.3). A more drastic decrease (a loss of 0.6) was 

noted with RF on site 3.  

As done for the confusion threshold fixed to 0.2, the radius threshold was fixed 

such as choosing the highest rejection while maintaining a rejection quality greater than 

one for most of the configurations. This led to choosing a radius threshold of 0.7. With 

this threshold, this criterion was fulfilled by all the models that fulfilled it with simple 

thresholding plus RF on site 2. 

Contribution of the rejection class introduction: Differences with or without K-means 

rejection provided the same results as those observed with or without simple 

thresholding on site 1. On the contrary, results were different on sites 2 and 3. First, 



rejection with RF did not result in a rejection quality lower than one with K-means 

rejection. However, a difference with the reference method was also visible in the 

corresponding increases in NRA and TNRA values. Indeed, only a 2% progress was 

observed for NRA (against 5% with the reference method) and 3% for TNRA (against 

8%). Finally, increases provided by K-means rejection with all models for site 3 were 

around 1% lower than those obtained with the reference method.  

Classification model comparison: The choice to use K-means rather than thresholding 

did not lead to any change in the choice of models. While RF associated with K-means 

rejection provided a rejection quality greater than one on site 2, SVM-linear with K-

means provided significantly higher scores (+2% in NRA, +6% in Q, +0.6 in rejection 

quality, and +1% in TNRA). With the fixed thresholds, the following models were 

retained according to the classification scenario: RLR-ℓ1or RLR-ℓ2 on site 1 depending 

on whether the emphasis was on the predominant or minor species and SVM-linear on 

sites 2 and 3.  

3.2.3. SVM  

Sensitivity analysis: For all the models, using the quartile rule rather than the median 

one furnished similar NRA and TNRA on site 1 and slightly higher performance on site 

3 (+1 to 3% in NRA, + 1 to 4% in TNRA). For site 2, only RF led to slightly higher 

scores (+2% in NRA, + 3% in TNRA). These differences were linked to differences in 

the percentage of rejection (R%, R% min). More rejection was performed using the 

quartile rule. Differences in rejection rates ranged from 0 to 1% considering all pixels of 

site 1, from 1 to 5% for site 2, and from 2 to 10% for site 3. Among pixels from minor 

species, differences were more important on all sites (1 to 4% more pixels rejected with 

quartile rule in comparison with the median rule for site 1, from 3 to 20% for site 2, and 



from 3 to 13% for site 3). As observed with other rejection methods, the highest 

differences were observed with RF, then with RLR-ℓ1, and the lowest with RLR-ℓ2. An 

illustration of these differences can be seen in Figure 9. To conclude, the quartile rule 

was retained. 

Concerning the choice of strategy between OVO and OVR, the results depended 

on the classification scenario. On site 1, OVR seemed more adapted than OVO since it 

provided similar NRA and TNRA but higher rejection quality values. For site 2 and the 

RF model, OVR was better suited (Figure 9). But for most of the other configurations, 

OVO appeared better. This strategy was therefore retained.  

With this rejection method and retained rules (quartile, OVO), increasing the 

confusion threshold involved increases in NRA, TNRA, and R% and R%min values for 

all the sites. Q remained stable and the rejection quality trend was overall decreasing 

with the increase of confusion threshold. To keep rejection quality values greater than 

one with most algorithms, the choice of a confusion threshold of 0.15 would be more 

suited but to maintain consistency between rejection methods, the confusion threshold 

was fixed to 0.2. This choice only affected RF on site 1 (associated rejection quality was 

reduced from 1 to 0.9).  In the other cases, the models providing a rejection quality 

greater than one were the same as for the reference method. 

Contribution of the rejection class introduction: For site 1, the results obtained by the 

SVM rejection were the same as those obtained by the reference and the K-means 

methods. For sites 2 and 3 and the RF algorithm, results obtained by the SVM rejection 

method were comprised between those provided by the reference method and by the K-

means rejection (+4% for NRA/OA, -1% for Q/OA and +7% for TNRA/TA for site 2 

and + 7%, 6% and 8 % for site 3). On site 2, the rejection quality associated with RF 

and SVM rejection was the same as the one obtained by thresholding (0.9) and 



underlined false alarms of rejections. For other algorithms, differences between K-

means and SVM rejection methods were small (<1%). 

Classification model comparison: Differences between models were the same as those 

observed with the other rejection methods. The same models would thus be selected. 

[Figure 9 near here] 

3.2.4. Synthesis 

Table 4 summarized the retained parameters for each method. For the three methods, 

the confusion threshold was fixed at 0.2. RLR-ℓ1 was the most appropriate model to 

deal with minor species on site 1, but RLR-ℓ2 performed better on predominant species.  

On both sites 2 and 3, SVM-linear was found the greatest model. The choice of a 

classification model did not change depending on the rejection method.  

[Table 4 near here] 

3.2.5. Rejection method comparison 

The three rejection methods with the optimized input parameters (Table 4) and the best 

models were finally compared using all scores. For site 1, RLR-ℓ1 was selected since 

the main objective of this study was to deal with the minor species and mixed pixels.  

As explained previously, with the chosen thresholds and models, differences 

between the NRA, TNRA, and Q resulting from the different rejection methods were 

not significant on sites 1 and 2. On site 3, simple thresholding provided the greatest 

results, followed by SVM-rejection (with differences between 1-2% for NRA, and 

TNRA) and finally K-means rejection (differences of 1% with SVM-rejection for NRA, 

TNRA, and Q). 



Nevertheless, the rejection rates (R% and R%min) changed according to the 

scenario and rejection method used. For all sites, the most restrictive rejection was 

provided by simple thresholding. For site 1, K-means was the second most drastic 

method since it gave a rejection rate (R%) of 2% (versus 3% with the simple 

thresholding) including 9% among minor species (R%min) (versus 13% with the simple 

thresholding). SVM rejection was the last one: R% was equal to 2% and  R%min to 7%. 

The same ranking resulted for site 2. The simple thresholding method rejected 4% of the 

referenced pixels (R%) and 21% of pixels belonging to minor species (R%min). K-

means and SVM rejection methods both rejected 1% fewer pixels overall. K-means 

rejected 19% of pixels from minor species while SVM rejected only 16%. K-means was 

thus more precise in its rejections than SVM. On the contrary, for site 3, the difference 

in the proportion of pixels rejected between all and minor species was in favour of SVM 

rejection. Indeed, SVM rejected 15% of pixels among minor species and 12% among all 

species while K-means rejected respectively 13% and 12% of pixels and thresholding 

19% and 18%. Associated with this, a higher rejection quality was obtained with SVM 

(higher of 0.4 units) than with the K-means and simple thresholding.  

To conclude, the simple thresholding method was the best choice for sites 1 and 

2. For site 3, the SVM rejection method was more precise in its rejection even if NRA 

and TNRA values were slightly lower than those obtained with the simple thresholding 

method. 

4. Discussion 

4.1. Supervised classification 

4.1.1. Classification scenarios 

As mentioned by Fassnacht et al, very few studies in the literature had dealt with 



multiple sites to evaluate the robustness of machine learning methods (Fabian E. 

Fassnacht et al. 2014). In this study, three different sites were addressed. Thus, the 

vegetation mapping of different ecosystems represented by different surface areas (12 

ha, 245ha, and 120ha) was investigated. While the size of an area could already be a 

challenge for vegetation sampling purposes (Stohlgren et al. 1997), this study 

considered three different vegetation classification scenarios (vegetation layer 

classification, species classification of various vegetation types, and habitat 

classification with overlapping classes).  

It should be noted that the considered scenarios were all complex. The first site 

provided a relatively simple classification scenario with a low number of classes. 

Associated prediction probabilities were high and almost no confusion occurred 

between classes. While it was an advantage for classification purposes, it made the 

rejection difficult (see 4.1.2). Other sites presented difficulties related to the high intra-

class spectral variability and low inter-class spectral variability which led to confusion 

among some classes (Zhang et al. 2006). 

4.1.2. Supervised classification performance 

Performances similar to the one obtained in the state-of-the-art were found in two 

scenarios. Indeed, overall accuracies were superior to 90% for the vegetation layer 

classification and the genera classification as observed for tree species classification 

based on hyperspectral images (Fabian E. Fassnacht et al. 2014; Raczko and Zagajewski 

2017; Dian, Li, and Pang 2015). On the contrary, a lower performance, close to 70% in 

OA, was found for site 3, for which classes were overlapping. A similar conclusion was 

obtained by Burai et al. who improved OA by 70 to 80% after applying dimension 

reduction techniques (Burai et al. 2015). Such a method could be investigated in the 

future to improve performance.  



A unique optimal algorithm could not be retained to process the three scenarios. 

This result, in line with previous studies (Fassnacht et al. 2016; Lu and Weng 2007; 

Kluczek et al.2023), underlined that the choice of the machine learning model depends 

on context defined by instrument specifications (e.g. spatial and spectral resolutions), 

observed scene, and reference dataset. Several models should be compared for a given 

vegetation classification application  and the most relevant information related to 

spectral and spatial instrument characteristics could be analysed as done in recent 

studies (Gimenez et al. 2022; Kluczek, Zagajewski, and Zwijacz-Kozica 2023; Kluczek, 

Zagajewski, and Kycko 2022; Erudel et al. 2017).  

The consideration of minor species highlighted that the Overall Accuracy was 

not sufficient to comprehensively evaluate the resulting vegetation maps. A criterion 

considering these species, as defined in this study through True Accuracy, could help to 

improve the quality assessment of the vegetation map. An in-field inventory, with an 

accurate sampling strategy as proposed for biodiversity evaluation, could be a 

promising way to evaluate the improvement of such a criterion (Keith 2000; Archaux et 

al. 2006; Gimaret-Carpentier et al. 1998).  

4.2.Rejection  

4.2.1. Rejection methods 

Previous studies related to vegetation classification highlighted the difficulty of 

mapping species with a reduced sample number (Kluczek, Zagajewski, and Zwijacz-

Kozica 2023; Kluczek, Zagajewski, and Kycko 2022).  The rejection methods presented 

in this study  may offer a promising prospect for the management of such species. 

Indeed, the proposed rejection methods allowed the detection of mixed pixels, a part of 

the minor species pixels, and an improvement of the scores within the non-rejected 



pixels. These progress in scores were more pronounced with RF, with which increases 

rose to 12% considering predominant species only (through NRA) like all species 

(through TNRA). In line with former works, the importance of rejection was 

highlighted for the least efficient classification models (Condessa, Bioucas-Dias, and 

Kovacevic 2015). 

If the thresholding method already allowed control of the amount of rejection, 

K-means and SVM allowed an even greater control thanks to their additional 

parameters. The control given by the choice of a radius threshold for K-means and by 

selecting between quartile and median statistics, and OVO and OVR strategy for SVM, 

allowed more precision during the rejection process for the most difficult scenario 

(rejection quality increased of 0.4 with SVM compared to the reference method). 

Nevertheless, the addition of such parameters required more calculation and analyse 

time for low benefits. 

The differences in classification models and chosen thresholds were more 

important than the rejection method used. Using rejection, the choice of an appropriate 

model was possible for each scenario. For instance, RLR-ℓ1 was particularly suited for 

detecting minor species in the vegetation layer classification while SVM-linear 

provided the greatest results for others scenarios.  

This study focuses on a posteriori rejection methods based on prediction 

probabilities. While these methods already allowed the detection of some outliers and 

mixed pixels, it would be appropriate to compare them to other rejection methods. 

Indeed, the approach proposed here, based on prediction probabilities, has both 

advantages and drawbacks. Among advantages, such approaches require only 

classification results and are reasonably fast since they do not require the processing of 

a large amount of data such as hyperspectral images. Nevertheless, a notable limitation 



was observed here on site 1, where low confusion occurred with the classification 

scenario considered (see 4.1.1). For this specific site, prediction probabilities were high 

and the approach was thus not appropriate. A rejection method based on spectral 

behaviour, as defined by Condessa et al., could be a promising way for these specific 

cases (Condessa et al. 2015). Similarly, the proposed approach could not be appropriate 

to deal with some machine learning algorithms. 

Finally, all resulting maps had shown a salt-and-pepper effect after rejection. 

Considering the spatial context, as done by Condessa et al., could be a promising and 

simple way to improve these rejection methods (Condessa et al. 2015).  

The approaches were assessed on vegetation classification maps obtained with 

hyperspectral images at metric spatial resolution. It will be interesting to apply them to 

classification maps obtained for different spatial resolution ranges. For decametric 

spatial resolution corresponding to satellite devices, various surface materials lie in the 

same pixel. For centimetric spatial resolution achieved by a camera embedded in UAV, 

with the decrease in spatial resolution, the number of mixed pixels increases, and the 

proposed approaches will be of great interest. 

4.2.2. Rejection assessment metrics 

Rejection metrics defined in previous studies allowed the evaluation of rejection among 

predominant classes (Condessa, Bioucas-Dias, and Kovačević 2017). The use of remote 

sensing data acquired over large scenes ensures the presence of outliers. Metrics dealing 

with such outliers, as those proposed in this study (True accuracy, True Non-Rejected 

Accuracy, and Rejection rate among minor species) or by Huang et al.( 2015) for fish 

species classification based on video, should be investigated more deeply on various 

classification problems. In addition, a lot of mixed pixels seemed to be detected by the 

rejection methods (visual assessment, see Figures 6 and 7). A quantified evaluation of 



these rejections would be appropriate. A possible way to assess rejection method quality 

for mixed pixels could be to perform an automatic mixed pixels localisation (Constans 

2022), before quantifying the number of mixed pixels rejected.  

5. Conclusion 

Three different vegetation classification scenarios (vegetation layer classification, 

genera classification without overlapping classes, and vegetation cover classification 

with overlapping classes), all involving rare species (minor species) and abundant 

species (predominant species), were considered in this study. For each scenario, 

retrieved performance on abundant classes was close to those of state-of-the-art. 

Nevertheless, the consideration of minor species through a new score proved that these 

species could not be ignored for vegetation mapping purposes using remote sensing. 

Three different a posteriori rejection methods were proposed to deal with these species 

and mixed pixels. All were able to partly detect corresponding pixels without decreasing 

classification performance among predominant species. In the future, a posteriori 

rejection methods and appropriate metrics should be investigated more deeply for 

various classification contexts (e.g. soil type classification, classification of urban 

materials, land cover mapping…). With the increasing use of ultra-high-resolution 

aerial optical cameras and the emergence of new hyperspectral satellites, it will be 

interesting to assess the rejection methods on a large spatial resolution range covering 

centimetric to decametric resolution spatial resolution. 
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Table 1. Hyperspectral image characteristics. Spectral band number provided after 

atmospheric absorption band filtering. 

Site Instrument 
Spatial resolution 

(m) 

Spectral band 

number 

Scene size (in 

pixels) 

Site 1 AISA FENIX-1K 0.75 232 825x426 

Site 2 HySpex 1  221 2473x2516 

Site 3 AISA FENIX-1K 0.75 232 4145x3814 

 

  



Table 2. Species Inventories for each site. Species in bold were those defining classes 

for supervised classification purposes. 

Vegetation layer Site 1 Site 2 Site 3 

Tree layer 

Quercus (6472 pixels) 

Tilia (441 pixels) 

Juglans (191 pixels) 

Morus (223 pixels) 

Ulmus (22 pixels) 

Robinia (206 pixels) 

Fraxinus (16 pixels) 

Prunus (56 pixels) 

Platanus (4183 

pixels) 

Salix (1521 pixels) 

Populus (2565 pixels) 

Quercus (2936 pixels) 

Fraxinus (931 pixels) 

Acer (403 pixels) 

Alnus (1588 pixels) 

Ulmus (305 pixels) 

Robinia (1536 pixels) 

Castanea (107 pixels) 

Juglans (388 pixels) 

Corylus (40 pixels) 

Pinus halepensis (718 

pixels) 

Pinus pinea (1444 

pixels) 

Populus (554 pixels) 

Quercus ilex (564 

pixels) 

Quercus robur (156 

pixels) 

Alnus (47 pixels) 

Shrub layer 

Shrubs mixtures (Cornus, 

Crataegus, Rubus)(1834 

pixels) 

Reynoutria japonica 

(1533 pixels) 

Shrubs mixtures with 

Rubus fruticosus  

(2015 pixels) 

Zea mais (4316 pixels) 

Genista (1208 pixels) 

 

Herbaceous layer 

Closed grass mixtures 

(4353 pixels) 

Closed grass 

mixtures (3123 pixels) 

Open grass mixtures 

with Dittichia 

viscosa (2121 pixels) 

Closed grass 

mixtures with 

Dorycnium and 

dicots (2161 pixels) 

Closed grass 

mixtures with 

Dittichia viscosa and 

Brachypodus retusum 

(2303 pixels) 

Dorycnium (1766 

pixels) 

Thymus (963 pixels) 

 

  



Table 3. Supervised classification performances. 

Site Site 1 Site 2 Site 3 

Performances OA TA OA TA OA TA 

RF 96.7 84.1 91.3 83.8 66.6 56.0 

SVM – linear 98.1 85.3 96.7 88.8 72.2 60.7 

SVM – RBF 97.9 85.1 96.5 88.6 70.3 59.2 

RLR - ℓ1 98 85.2 96.9 88.9 68.8 57.7 

RLR - ℓ2 98.1 85.4 96.7 88.7 71.6 60.2 



Table 4. Retained input parameters for each method. 

Method Parameter Value 

Reference method 

(thresholding) 

Confusion threshold 0.2 

K-means rejection Confusion threshold 0.2 

Radius threshold 0.7 

SVM rejection Confusion threshold 0.2 

Strategy OVO 

Decision function difference 

threshold 

Quartile rule 

 

  



 

Figure 1. Example of an indecision area (in grey) obtained with SVM with an OVO 

strategy for four classes. Classes are noted in black and corresponding decision 

hyperplanes are in colour.  

  



 

Figure 2. Rejection scores associated with simple thresholding on site 1. RF: blue; 

SVM-linear: red; SVM-RBF: black; RLR-ℓ1: green; RLR-ℓ2: orange. Dashed lines on 

NRA and Q figures corresponded to OA values without rejection. Dashed lines on the 

TNRA figure corresponded to TA values without rejection.  

  



 

Figure 3. Rejection scores associated with simple thresholding on site 2. RF: blue; 

SVM-linear: red; SVM-RBF: black; RLR-ℓ1: green; RLR-ℓ2: orange. Dashed lines on 

NRA and Q figures corresponded to OA values without rejection. Dashed lines on the 

TNRA figure corresponded to TA values without rejection.  

  



 

Figure 4. Rejection scores associated with simple thresholding on site 3. RF: blue; 

SVM-linear: red; SVM-RBF: black; RLR-ℓ1: green; RLR-ℓ2: orange. Dashed lines on 

NRA and Q figures corresponded to OA values without rejection. Dashed lines on the 

TNRA figure corresponded to TA values without rejection. The ordinate scale was 

adapted on NRA, Q, and TNRA to the classification performance level related to this 

site (lower than the two other sites). 

  



 

Figure 5. Classification map of site 1 using RLR-ℓ1 plus rejection using a difference 

probability rule of 0.2 and corresponding field data (predominant and minor species are 

delineated in blue and purple respectively. Rejected pixels are represented in red. 

 

  



Figure 6. Classification maps of site 2 using RF (left part), SVM-linear (right part) plus 

rejection with a rejection threshold of 0.2, and in-field data (predominant species are 

delineated in blue and minor species in purple). Rejected pixels are represented in red.  

 

  



 

Figure 7. Resulting maps of classification of site 3 using SVM-linear plus rejection 

using a difference of 0.2, and corresponding field data (predominant species are 

delineated in blue and minor species in purple). Rejected pixels are represented in red. 

  



 

Figure 8. Rejection scores of SVM-linear model with K-means rejection on site 1. 

 

  



 Figure 9. Rejection scores of RF model with SVM rejection on site 2.  

 

 

 


