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Abstract. This paper presents an incremental consistency-based diag-
nosis (CBD) algorithm that studies and provides explanations for erro-
neous human decision-making. Our approach relies on minimal correc-
tion sets to compute belief states that are consistent with the recorded
human actions and observations. We demonstrate that our incremen-
tal algorithm is correct and complete wrt classical CBD. Moreover, it is
capable of distinguishing between different types of human errors that
cannot be captured by classical CBD.

Keywords: Diagnosis · Human errors · Belief revision.

1 Introduction

Erroneous decision making can cover many situations, from information misin-
terpretation to distraction or even rule-breaking [10]. Such errors led to well-
documented critical accidents in nuclear safety, air transport, medical care, or
aerospace engineering. Understanding what happened in such accidents is es-
sential to preventing it from happening again and designing new systems that
consider human fallibility [19]. This process is called Human Error Analysis [31].

Human error analysts try to precisely understand the situation and guess
the operators’ belief states that can explain their errors. For example, in the
context of air transports, they use flight recorders (that record information from
the flight instruments and all conversations in the cockpit) to understand what
the pilots thought and why they adopted an erroneous course of action.

This reconstruction of human beliefs is done manually. However, we claim
that logic-based modeling could help analysts identify possible mental states that
can explain the accident. Indeed, logic-based diagnosis has been a very active
field of AI since the 1980s with many famous frameworks [23,17,21]. However,
applying logic-based models to human error analysis is difficult because these
frameworks implement purely rational reasoning. In contrast, human factors that
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come into play in erroneous decision-making tend to break the basic rational-
ity principles. Logic-based diagnosis of human error thus requires taking into
account possible deviations from rationality. This is the goal of our research.

This paper is organized as follows: Sections 2 and 3 present different types
of human errors that we consider in this paper, and classical logic-based models
that serve as a basis for our framework. Section 4 and 5 present our model and
incremental diagnosis algorithm. Sections 6 and 7 demonstrate the correctness
and completeness of our algorithm. Section 8 discusses the related work, and the
last section presents the perspectives of our approach.

2 Different types of human errors

While human error covers a wide range of situations [10], our research focuses
on four human cognitive mechanisms which we find present in our context of
application (airplane accidents): selection, memory, attention and reasoning. All
these mechanisms can produce incorrect beliefs and lead to critical erroneous
decisions. Two accidents will serve as examples in this paper: the Air Inter
Flight 148 in 1992 (Mont Saint Odile)3 and the Air France Flight 447 in 2009
(Rio-Paris)4

Information selection and preference When facing contradictory informa-
tion, human beings tend to prefer the one that confirms their own beliefs or
preferences, possibly falling into a confirmation bias [20]. This is one possible
explanation to what happened in AF447 when the pilots ignored information
that was in contradiction with their initial interpretation of the situation.

Forgetting and false memories Human beings are not omniscient and can
misremember some information, forget it entirely or even build false memories
[11]. This happened in AI148 when the pilots forgot that they had previously
configured the system in Vertical Speed mode instead of Flight Path Angle.

Attention error Human beings have limited attention capacities. Consequently,
they might miss some critical information and make erroneous decisions based
on incomplete information [5]. For example in AF447, even though the stall
alarm rang more than 75 times, the pilots concentrated all their attention on
the overspeed information.

Reasoning error The principle of bounded rationality [25] tells us that we
cannot always process information with complete and perfect reasoning, which
can lead us to draw incorrect conclusions from accurate information. For example
in AF447, the pilots observed a vibration on the control stick and should have

3 https://bea.aero/uploads/tx elydbrapports/F-GGED.pdf
4 https://bea.aero/docspa/2009/f-cp090601/pdf/f-cp090601.pdf

https://bea.aero/uploads/tx_elydbrapports/F-GGED.pdf
https://bea.aero/docspa/2009/f-cp090601/pdf/f-cp090601.pdf
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concluded to a stall. However, the investigators showed that the pilots probably
concluded to an overspeed situation due to erroneous reasoning.

Our research consists in taking into account such human errors in logic-based
diagnosis. The following section shows how the four errors presented above relate
to some classical theories and models in the field of Knowledge Representation
and Reasoning.

3 Logic-based modeling of human reasoning

3.1 Information selection and preferences

Computing changes in an agent’s belief base when facing new information has
been studied in the 1980s as the problem of the belief revision [1]. This problem
consists in restoring the consistency of the agent’s belief base when confronted
with new (and conflicting) information.

Belief revision models seem like a promising direction to capture the informa-
tion preference errors presented in section 2. Indeed, [7] showed empirically that
the screened revision operator can capture the belief bias, namely the tendency
to judge arguments based on the plausibility of the conclusion instead of how
well they support the conclusion. This revision operator can take into account
a set of screened propositions, which are immune to revision (i.e. they cannot
be among the eliminated propositions). This makes it possible to consider that,
from the agent’s point of view, certain beliefs cannot be abandoned because of
their importance.

3.2 Forgetting and false memories

The Frame Problem is a seminal to the field of Reasoning about Actions and
Changes. Introduced by McCarthy and Hayes [16], it can be summarized as the
challenge of representing the effects of an action without explicitly representing
a large number of intuitively obvious non-effects. Three different aspects appear
when studying the Frame Problem: inertia, update and extrapolation.

Inertia McCarthy and Hayes showed that logic modeling requires to describe
explicitly the inertia of beliefs. More formally, if φ holds in state s, then φ must
still hold in the state do(a, s) resulting from the execution of action a, unless
a explicitly modifies φ. Several solutions were proposed to address the Frame
Problem [18]. The general idea is to model the inertia of beliefs using inertia
clauses of the form φt+1 = φt (depending on the representation of time and
states). The difficulty is now to correctly update a belief when the agent acts
upon or perceives its environment.

Update Assume that action a changes the value of φ. Applying the effects of a
in the presence of a general inertia clause results in an inconsistent belief base in
which both φt+1 and ¬φt+1 hold. The KM theory [12] describes a set of axioms
that a logical operator must verify to restore consistency when performing a
belief update.
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Extrapolation Agents can also observe changes in the world’s state caused by
other agents. The integration of the new information that conflicts with the
inertia clauses is known as the extrapolation process. [6] showed that this ex-
trapolation process is an instance of a belief revision on the clauses of inertia
of a temporally indexed logic. A belief revision operator can then be used to
perform belief extrapolation.

Relation between inertia and human errors modeling We claim that iner-
tia and its operations (update, extrapolation) can be a way of capturing forgetting
and false memories. More precisely, an error in the update or extrapolation oper-
ation can result in this type of memory error. For example in AI148, the pilots
didn’t perform a correct belief update about the autopilot configuration, which
led them to believe that they were still in Vertical Speed mode, through inertia.
Therefore, we define both an extrapolation operator and an update operator that
support such distortions (we call them “frame distortions”). To implement this,
we propose to rely on circumscription.

Circumscription Proposed by [15] as a first attempt to deal with the Frame
Problem, circumscription consists in selecting models that minimize the number
of changes in the world. While this method does not correctly solve the Frame
Problem because it computes some changes or non-changes in the inertia that
are not expected in a rational reasoning [9], it can be useful to compute our
frame distortions that represent human omissions or false memories.

Moreover, [13] showed that circumscription is equivalent to a belief revision
operator. We might thus use the same revision operator to capture information
preferences, memory errors, and information preference errors!

3.3 Attention and reasoning errors

Logic-based diagnosis can refer to different approaches. Deduction [4] and ab-
duction [22] consist in computing possible explanations given some knowledge
about errors and symptoms of these errors. On the contrary, consistency-based
diagnosis [23] considers only knowledge about “how the system usually works”
(without any information about the possible errors). The goal is to identify de-
viations from the system’s expected behavior.

This approach (consistency-based diagnosis or CBD) is well suited for Hu-
man Error Analysis since analysts usually don’t know all possible errors and
symptoms that can explain an operator’s erroneous decision: all they know is
which decision was expected. This is why we will use CBD in our work.

The logic-based framework proposed by [23] consists in restoring consistency
(hence the name) between the description of the system’s expected behavior
and the observations of the system’s behavior. It is composed of three elements.
First, a set of logic formulas SD that describe the system. Second, a set of
predicates ASS that describe the assumables of the form ¬ab(c) which represent
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the fact that component c is supposed to behave normally. Third, a conjunction
of predicates OBS that describe an observation of the system.

When SD ∪ ASS ∪ OBS is inconsistent, a diagnosis ∆ is a minimal set of
assumables such that SD ∪ (ASS \ ∆) ∪ OBS is consistent. In other words, a
diagnosis is a minimal set of elements that must be assumed “abnormal” to be
consistent with the observations.

Our proposal is to capture attention and reasoning error by applying such
a CBD. Indeed, attention errors can be seen as ignoring some information and
reasoning errors as inference rules that weren’t applied. Let us assume that:

– OBS contains a representation of the observed action (i.e. the result of the
human operator’s erroneous decision).

– SD contains the operator’s inference rules and information available to him
(i.e observations) that allow him to make a decision.

– ASS = SD which means that we assume all available information and all
inference rules of the human operator to behave normally, i.e. they are used
and don’t infer anything beyond the scope of their behavior.

The diagnosis ∆ will thus contain the information and rules that the human
operator ignored to make his decision and perform his action.

Belief revision and consistency-based diagnosis Several research empha-
size the strong connection between a belief revision operator and a CBD [30,3].
They show that a belief revision operator can be used to compute a CBD and
conversely, a CBD can be used as a belief revision operator. The benefit of CBD
is that there are algorithms for calculating the diagnosis, in particular the Liffiton
algorithm that we will be using, which is based on MCS (see Section 4.3).

This means that we can use a CBD algorithm to capture all four kinds of
human errors: not only attention errors and reasoning errors, but also informa-
tion preferences (which correspond to belief revisions) and memory errors (which
correspond to frame distortions, captured by circumscription, also equivalent to
a belief revision operator). The following sections present our framework.

4 Diagnosis framework

Our approach relies on restoring consistency in a set of logical formulas that
represent the beliefs of the agent at a given time, the information it received,
the inference rules he could use and the action he selected eventually.

4.1 Logical Modeling

Our model is based on the continuity of Reiter’s situation calculus [24]: we give
ourselves a starting situation S0 (which is a set of fluents) and a set of actions
(which are exactly the trace of the operator’s actions that led to the accident)
with St the situation “at time t” resulting from performing action at in situation
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St−1. We extend this model by adding information communicated to the operator
(that we call observations). Moreover, we allow each fluent to be time-indexed
to represent beliefs of the form “in situation St, the agent believes that at time
t′, fluent φ was true”.

This paper focuses on the CBD algorithm for one single time step. We thus
only consider one situation and one action performed by the agent. This leads
us to propose the following model.

Model We consider a set of propositions P, all indexed temporally. φt ∈ P
represents the concept “φ holds at time t”. Based on these propositions, we
define the language L0 with the following grammar:

α ::= φt | ⊥ | ⊤ | ¬α | α ∧ α | α ∨ α

where α is a valid formula from L0, φt ∈ P, ⊥ is always false and ⊤ always true.

We also consider a set Act of atomic propositions representing the actions.
We define the language L as an extension of L0 by adding the three following
operators :

ϕ ::= α1 → α2 | {α}act | act ∧ α :: φt+n

with α ∈ L0, α1 ∈ L0, α2 ∈ L0, act ∈ Act and n ∈ N∗.

– α1 → α2 means that the agent can infer α2 from α1.

– {α}act mean that α is the precondition of action act . In other words, α must
be true for the action to be done.

– act ∧α :: φt+n mean that φt+n is the effect of the action act when α is true.
In other words, φt+n is true if act is done and α is true.

4.2 Definition of the diagnosis problem

Let us consider the following elements:

– The belief state Bt−1 ∈ 2P which correspond to the current situation.

– A set of rules R ∈ 2L that the agent can use. For example, alarmt → stallt
says that if the agent believes that there is an alarm, it should believes that
he is in a stall situation.

– A set of possible observations in the environment Obs ∈ 2P . For example,
alarmt ∈ Obs mean that the agent could observe an alarm.

– a ∈ Act the action selected by the agent. For example, a = Push means
that the agent decided, based on his beliefs, observations and rules, to push
the plane’s control stick.

– In addition, we introduce the set of inertia clauses:

K = {φt = φt−1}∀φ∈P
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Given these elements, our problem is to compute a new belief state Bt

that is consistent and that integrates all these elements. Formally, we apply
a consistency-based diagnosis, i.e. we compute the minimum ∆ such that :

Bt = ((Bt−1 ∪R ∪Obs ∪ K) \∆) ∪ {a} is consistent

In other word, we want to compute the set ∆ of previous propositions, inference
rules or possible observations that should be ignored by the agent to perform
the action a.

The connection with human error diagnosis is the following: experts know
the possible observations (Obs ) and the action performed by the operator (a),
as well as the domain rules (R), and must find out which rules, observations,
previous beliefs or inertia clauses were ignored by the operator. Note that the
action is not an assumable: it was actually done and cannot be ignored.

4.3 Diagnosis computation

To compute ∆ using CBD, we use the notion of Minimal Correction Set (MCS).
For a given system Φ = {ϕ1, ϕ2 . . . ϕn}, M ⊆ Φ is a MCS of Φ if and only if
Φ \M is consistent and ∀ϕi ∈ M , (Φ \M ) ∪ {ϕi} is inconsistent.

We use the algorithm proposed by [14] which supports screened revision.
We have implemented this algorithm with the help of the SMT-solver Z3. The
implementation of our algorithm in C# is available on a git repository5.

We note M
(
Φ, screened

)
the set of MCSes, with Φ the system to be corrected,

and screened ⊂ Φ the set of propositions and rules that cannot be removed by
the MCS algorithm (i.e. M

(
Φ, screened

)
∩screened = ∅). We have our diagnostic

reference Algorithm 1 defined as:

Bt = (Bt−1 ∪R ∪Obs ∪ K ∪ {a}) \∆

where ∆ ∈ M
(
Φ, screened

)
, Φ = {Bt−1∪R∪Obs ∪K∪{a}} and screened = {a}.

4.4 Considering different types of error

As presented in Section 3, many errors can explain an erroneous decision and can
be captured by a CBD operator. However it is difficult to know which element
in ∆ corresponds to which error (information preferences, memory, attention or
reasoning). For example, if ∆ contains some element from Obs , we can’t know
if this is due to a preference error (selection between two contradictory pieces
of information) or to an attention error. Yet this a vital information for human
error analysis.

To ease the understanding of the belief states and errors of the agent, we
propose to use an incremental diagnosis algorithm. The idea of this algorithm
is to perform a computation of the MCSes by increment, where each of the
increment is focused on a specific error. Hence we can easily find the increment at
the origin of a proposal in an MCS. The following section presents this algorithm.

5 https://gitlab.dsi.universite-paris-saclay.fr/valentin.fouillard/humandiagnosis

https://github.com/Z3Prover/z3
https://gitlab.dsi.universite-paris-saclay.fr/valentin.fouillard/humandiagnosis
https://gitlab.dsi.universite-paris-saclay.fr/valentin.fouillard/humandiagnosis


8 V. Fouillard et al.

5 Incremental diagnosis algorithm

Our algorithm works in four steps: 1) Detection of MCSes that correspond to
belief revisions, 2) MCSes related to an erroneous decision, 3) MCSes correspond-
ing to extrapolation 4) MCSes corresponding to an update or a frame distortion.
To illustrate our algorithm, we shall use the following example, which is a very
simplified representation of the AF447 (Rio-Paris flight) situation:

Bt−1 = {¬ accelerationt−1,¬ alarmt−1,buffett−1}
Obs = {accelerationt, alarmt}

R =



R1 ≡ alarmt → stallt
R2 ≡ accelerationt → overspeedt
R3 ≡ buffett → stallt
R4 ≡ {¬ overspeedt}Push
R5 ≡ {¬ stallt}Pull
R6 ≡ stallt ∧ overspeedt → ⊥


a = Pull

In this situation the pilot believes that there is no sign of acceleration and no
stall alarm, the control stick is vibrating (a.k.a. buffet). This is given in Bt−1.
The pilot can observe both an acceleration and a stall alarm (Obs ) and decides to
pull the stick (a = Pull). The set of rules R represents classical pilot knowledge
about stall and overspeed situations. In particular, it is expected to push the
stick in case of stall, and to pull it in case of overspeed, not the contrary.

5.1 Information preference

Starting from Bt−1, we add only the observations Obs and the rules R in the
belief base of the agent. This ensures that the MCS captures only inconsistencies
due to the observations (and possible reasoning about these observations), not
the action or the inertia clauses. If we are in a situation where the agent observes
two contradictory information or an information inconsistent with his beliefs, we
compute a belief revision to build all possible revisions:

Brev
t = Φ \Mrev

with Mrev ∈ M
(
Φ, screened

)
, Φ = {Bt−1 ∪R ∪Obs}, screened = {∅}

(1)

In the example introduced in the beginning of this section, the observations
of the alarm, the buffet and the acceleration are inconsistent with each other.
Therefore a possible MCS Mrev computed at this step is {accelerationt}: the
pilot prefers to keep the stall alarm rather the acceleration information.

Note that there are several possible MCSes and thus several Brev
t . For in-

stance, the alternative correction (ignoring the alarm instead of the acceleration)
is also a possible belief state. This is true for all steps of our algorithm.
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5.2 Attention and reasoning error

For each possible belief base Brev
t , we introduce the action in it. Since observa-

tions inconsistencies were already corrected, we ensure that the MCSes detected
at this step are related to the action (i.e. reasoning error). We compute the belief

base Bdiag
t resulting from this erroneous decision by:

Bdiag
t = Φ \Mdiag

with Mdiag ∈ M
(
Φ, screened

)
, Φ = {Brev

t ∪ {a}}, screened = {a}
(2)

To illustrate this step, let’s consider that the previous step computes Mrev =
{accelerationt}. Adding the action in the system creates an inconsistency: from
R1 and R5, we can infer that we should not perform the Pull action. One of
the possible MCS computed at this step is Mdiag = {R1}: the pilot draws an
incorrect conclusion about the alarm.

5.3 Extrapolation

From each possible belief base Bdiag
t , we introduce the inertia clauses K. For

each proposition φt−1 in Bt−1, K contains the clause φt = φt−1. We also remove
the action done by the agent from the belief base. This ensures that the incon-
sistencies will be related to the observations and the inertia clauses, and thus
to the changes in the world that the agent has to consider. In other words, we
compute an extrapolation to build:

Bext
t = Φ \Mext

with Mext ∈ M
(
Φ, screened

)
, Φ = {(Bdiag

t \ {a}) ∪ K}, screened = {Bdiag
t }

(3)
To illustrate this step, let’s start from the previous corrections on our example
(i.e. ignoring accelerationt and R1). By adding the inertia clauses in the logic
system, we create an inconsistency on the alarm belief: we can deduce ¬ alarmt

from Bt−1 but we have alarmt in Obs . One possible MCS computed at this step
is Mext = {alarmt = alarmt−1}: the pilot simply updates their belief base with
the new information about the alarm (and this is not an error).

5.4 Update and distortion

For each possible belief base Bext
t , we re-introduce the previously removed action.

Since inconsistencies related to observations and the inertia were already solved,
we ensure that the MCSes detected in this step correspond either to an update
(the action needs to change the inertia) or a frame distortion (the action should
not impact the inertia but it is inconsistent with it), which captures a possible
memory error. Indeed as we performed a circumscription (equivalent to CBD,
see Section 3), both are captured. We compute the final belief base of the agent:

Bt = Φ \Mdist

with Mdist ∈ M
(
Φ, screened

)
, Φ = {Bext

t ∪ {a}}, screened = {a}
(4)
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To illustrate this step, let’s consider the previous corrections. When adding the
action in the system, we have an inconsistency between the buffet and the pull ac-
tion, via rules R5 and R3. One possible MCS for this step isMdist = {buffett−1 =
buffett}: the pilot believes that the truth value of the buffet has changed between
the two time steps, without any reason (which might be explained by forgetting
the previous information).

5.5 Resulting explanation

Each successive correction to reach Bt from Bt−1 leads to several possible solu-
tions. Therefore, we can say that a possible belief state Bt is computed through a
sequence x of MCS choices. We note ∆x the union of all MCSes in the sequence
x: ∆x = {Mx

rev ∪Mx
diag ∪Mx

ext ∪Mx
dist} where x is a sequence computed by our

incremental algorithm. There are as many possible ∆x as correction choices at
each step in the algorithm.

From this algorithm, we can easily, determine which type of error corresponds
to a proposition φ ∈ ∆x, by finding the corresponding subset. In the next section,
we prove that our algorithm correctly captures a consistency-based diagnosis.

6 Correctness and Completeness

In this section we consider the results of our incremental algorithm (Algorithm 2)
compared to the results of the reference Algorithm 1, defined Section 4.3. Our
algorithm is correct if its solutions are effective corrections of Φ and it is complete
if its solutions include all the solutions provided by Algorithm 1. However even
if our algorithm is correct, it can compute non-minimal corrections, contrary to
Algorithm 1.

6.1 Correctness

Since Algorithm 1 returns a minimal set of ignorance to make the beliefs con-
sistent, we need to check that each ∆x proposed by Algorithm 2 ignores at least
the same thing as one of the possible ∆ given by Algorithm 1 to make the beliefs
consistent. It can ignore more (this would be a non-minimal solution) but not
less (this would not be sound).

Let’s consider that Algorithm 1 consists in correcting the set B to make
it consistent. Then, Algorithm 2 corresponds to four increments for the form:
(1) add some propositions from B to a subset A of B; (2) correct A. These
increments are repeated until all the propositions missing from the subset A of
the first increment have been added to B. Thus, if we show the soundness and
the completeness over two increments, by induction, our 4-step Algorithm 2 is
also complete (we are only adding propositions to a subset to arrive at B: it is
a recursive algorithm).

Let consider two increments: first in computing an MCS M1 on a set A then
computing an MCS M2 on the set B \M1 where A ⊆ B. The ignorance which
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results from these two time steps is then the union of the two MCses : M1 ∪M2.
On the contrary, Algorithm 1 consists in computing an MCS M on the set B.

We must prove that M ⊆ M1 ∪ M2, i.e., Algorithm 2 ignores at least the
same propositions as Algorithm 1. More formally, we must prove theorem (T1):

A ⊆ B ∧M1 ∈ M
(
A, ∅

)
∧M2 ∈ M

(
B \M1, ∅

)
⇒ ∃M ∈ M

(
B, ∅

)
, M ⊆ M1 ∪M2

(T1)

Under the premises, we can say that :

(a) B \ (M1 ∪M2) ⊆ B since removing sets from B can only give a subset of B.
(b) B \ (M1 ∪M2) ̸⊢ ⊥ because, by construction, M2 makes B \M1 consistent

(it is a MCS). Let alone B \ (M1 ∪M2) can only be consistent.

We know that M is minimal, or that B \M is a maximal subset of B which does
not imply ⊥. Moreover, we know from (a) and (b) that B \ (M1∪M2) is a subset
of B which does not imply ⊥. Therefore, M1 ∪M2 can only be a superset of an
MCS M of B. Indeed, because M is minimal and makes B consistent, as well as
because M1 ∪M2 also makes B consistent, M1 ∪M2 can only be a superset of
M . Otherwise, M would not be minimal, which is a contradiction.

We can thus conclude that ∃M ∈ M
(
B, ∅

)
,M ⊆ M1 ∪ M2, which proves

theorem (T1).

6.2 Completeness

Theorem (T1) subsection 6.1 tells us that the solutions found by Algorithm 2
contain at least the propositions corrected by Algorithm 1. Moreover, it tells us
that the solutions found by increments are not necessarily minimal, i.e. incre-
ments can lead us to find solutions where the agent ignores more than necessary.
Determining whether Algorithm 2 is complete is then equivalent to determining
whether it computes all minimal solutions given by Algorithm 1. More formally,
theorem (T2) states that, for any minimal solution M , there exist M1 and M2

obtained by Algorithm 2 such that M1 ∪M2 = M :

A ⊆ B ∧M ∈ M
(
B, ∅

)
⇒ ∃M1,M2, M1 ∈ M

(
A, ∅

)
∧ M2 ∈ M

(
B \M1, ∅

)
∧M = M1 ∪M2

(T2)

To begin with, let us note that if B \M is consistent with A ⊆ B, then not only
is A \ M consistent (there are fewer propositions) but also there is a M ′ \ M
such that A \M ′ is consistent (some of the propositions of M are not present in
A so we can remove them). Thus, we can state that:

(a) ∀A ⊆ B, ∃M1 ∈ M
(
A, ∅

)
with M1 ⊆ M .

(b) ∀M1,∃M2 ∈ M
(
B, ∅

)
with M2 ⊆ M .

We then deduce:

(c) M1 ∪M2 ⊆ M by (a) and (b).
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(d) by (T1), ∃M ′ ∈ M
(
B, ∅

)
such that M1 ∪M2 = M ′.

(e) We thus have M ′ = M1 ∪M2 and M ′ ⊆ M . However since both M and M ′

are MCSes, by definition of minimality, M ′ = M .

Algorithm 2 is thus complete in the sense that it returns, like Algorithm 1, all
possible minimal solutions to make the agent’s beliefs consistent (T2). These
proofs have been verified in Isabelle/HOL and are available on a git repository6.

However, theorems (T1) and (T2) tell us that it also computes some non-
minimal solutions which cannot be computed by Algorithm 1. The next section
discusses these non-minimal solutions.

7 Discussion

From a purely logic-based diagnosis point of view in logic, the CBD defines the
best solutions to explain a non-expected behavior as the minimal solutions that
allow to recover the consistency.

However, the solutions obtained by our incremental algorithm are far from
uninteresting. To illustrate this, let us consider another simplified representation
of the AF447 situation:

Obs = {alarmt, accelerationt}

R =

Ra = alarmt → stallt
Rb = accelerationt → ¬ stallt
Rc = {¬ stallt}Pull


a = Pull

In this example, the agent decides to pull the control stick when faced with
two contradictory pieces of information. Algorithm 1 will compute the possible
MCSes:

∆a = {alarm1}, ∆b = {Ra
1}, ∆c = {Rc

1,R
b
1}, ∆d = {Rc

1, acceleration1}
With Algorithm 2, we obtain:

∆a = {alarm1} ∆b = {Ra
1} ∆c = {Rc

1,R
b
1} ∆d = {Rc

1, acceleration1}
∆e = {acceleration1, alarm1}, ∆f = {acceleration1,Ra

1}, ∆g = {Rb
1,R

a
1},

∆h = {Rb
1, alarm1}

Algorithm 2 returns the same solutions as Algorithm 1 but also gives non mini-
mal solutions ∆e to ∆h. These solutions explore belief revisions that go against
the decision made by the agent. For example, in ∆e and ∆f , the agent does not
take into account the acceleration information, even though it is consistent with
their decision to pull the control stick.

In other words, while it is not necessary to ignore the acceleration to restore
consistency, since it does not ultimately contradict the agent’s decision, these
corrections come from the fact that the agent had to manage an inconsistency
during the revision phase. Algorithm 1 cannot explore such corrections: the re-
vision of belief chosen by the agent is always consistent with their decision. On

6 https://gitlab.dsi.universite-paris-saclay.fr/valentin.fouillard/
incrementalcompleteness

https://gitlab.dsi.universite-paris-saclay.fr/valentin.fouillard/incrementalcompleteness
https://gitlab.dsi.universite-paris-saclay.fr/valentin.fouillard/incrementalcompleteness
https://gitlab.dsi.universite-paris-saclay.fr/valentin.fouillard/incrementalcompleteness
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the contrary, Algorithm 2 explores more complex behaviors where for example
the agent prefers one piece of information rather than another while ignoring
reasoning rules allowing him to use this information correctly. For example, we
can consider that ∆f means that the agent pays attention to the alarm instead
of the acceleration, but considers that the alarm is faulty and that it does not
indicate a stall.

8 Related work

Finding explanations for a situation through logic modeling, namely diagnosis,
has thrived since the 1980s [23]. However to our knowledge, none of the proposed
models are applied in the context of erroneous human decision-making. While
several works proposed solutions for diagnosing dynamic systems (i.e. taking
actions and changes into account) [17,27], all assume that the solution must
comply with the frame problem’s inertia. However, unlike logic-based models,
human beings sometime forget information, which conflicts with the frame iner-
tia, namely, a frame distortion. One of our contributions is to take into account
such distortions in the logical model when diagnosing human errors.

Research in AI has attempted to model human reasoning errors or, more
generally, human reasoning limitations, for predictive purposes in simulation.
For instance, [29] uses a finite state automaton to simulate opinion dynamics
regarding vaccination. Their model supports the decision of non-vaccination even
when the rational information should lead the agent to accept it. In a different
context, [2] uses the BDI paradigm to implement probabilistic functions that lead
to erroneous beliefs in reaction to bushfires. All these models propose valuable
solutions to simulate human decisions, but they cannot be used for diagnosis
purposes in general cases.

Another approach for capturing false beliefs and human reasoning errors is
to get rid of logical omniscience, i.e. the capacity to infer all the consequences of
a belief φ. For example, [26] proposes a framework based on the impossible world
(i.e. worlds that are not closed under logical consequences) to simulate reasoning
errors. They associate resources consumption to each reasoning rule, which limits
the applicability of lengthy inferences. However, the computation of all impossible
worlds to select the most plausible one requires exponential computation power.
Moreover, their model does not consider actions and changes.

All these approaches give interesting, yet partial, solutions to our problem:
they neither handle the frame distortion problem, nor do they work for diagno-
sis purposes. Our framework combines these ideas to model erroneous decision
making and to compute diagnosis that take human errors into account.

9 Conclusion and perspectives

We proposed an incremental consistency-based diagnosis to compute belief states
that could explain erroneous decision making of a human operator. This Algo-
rithm is based on the computation of Minimal Correction Sets. The resulting
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belief states are consistent with the observations and actions performed by the
operator and take into account four kinds of human errors: information prefer-
ence, memory, attention and reasoning errors. While this paper presented the
algorithm on one single time step, it has been implemented and works with sev-
eral successive states, thus building a tree of all possible successive belief states
of the agent.

In its current version, our model computes all possible scenarios, but it does
not identify the most “plausible” ones. For example, the complete model of the
Rio-Paris crash returns over 9000 scenarios, which is overwhelming for a human
expert. To address this limitation, we propose filtering this set to extract classical
human errors, identified in the literature as cognitive biases [28]. To this goal,
[8] proposed some logic-based patterns to identify cognitive biases in accident
scenarios. We propose to include such patterns in our model and extend them
to capture other cognitive biases, so as to reduce the set of possible scenarios for
the experts.

Abbreviation definitions

– CBD: Consistency Based diagnosis, a logical framework that restores con-
sistency (hence the name) between the description of the system’s expected
behavior and the observations of the system’s behavior (see Section 3.3 for
a complete definition).

– MCS: A set of minimal corrections to be removed from a system to restore
coherence (see Section 4.3 for a complete definition).
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