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ABSTRACT: We explore the effective gravitational action for two-dimensional massive Eu-
clidean Majorana fermions in a small mass expansion, continuing and completing the study
initiated in a previous paper [1]. We perform a detailed analysis of local zeta functions,
heat kernels, and Green’s functions of the Dirac operator on arbitrary Riemann surfaces.
We obtain the full expansion of the effective gravitational action to all orders in m?. For
genus one and larger, this requires the understanding of the role of the zero-modes of the
(massless) Dirac operator which is worked out.

Besides the Liouville action, at order m®, which only involves the background metric
and the conformal factor o, the various contributions to the effective gravitational action

2 can be expressed in terms of integrals of the renormalized Green’s

at higher orders in m
function at coinciding points of the squared (massless) Dirac operator, as well as of higher
Green’s functions. In particular, at order m?2, these contributions can be re-written as a
term [ 27 o characteristic of the Mabuchi action, much as for 2D massive scalars, as well
as several other terms that are multi-local in the conformal factor o and involve the Green’s
functions of the massless Dirac operator and the renormalized Green’s function, but for

the background metric only, and certain area-like parameters related to the zero-modes.
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1 Introduction

1.1 Motivation and outline of the paper

Quantum field theory on a fixed curved Lorentzian (space-time) or Euclidean (space) man-

ifold has been extensively studied for more than half a century. Standard references in-

clude [2—4]. One of the most prominent early manifestations was the discovery of Hawking



radiation near a black hole horizon [5]. In a full theory of quantum gravity one should,
of course, also do the functional integral over all geometries which means summing over
topologies and, for each topology, over the inequivalent metrics. This is a notoriously diffi-
cult problem. The usual way to decompose the problem is to first do the functional integral
over the “matter” fields giving the so-called matter partition function, or equivalently the
effective gravitational action, and deal with the functional integral over the geometries
only in a second step. This is, of course, similar to what one often does for non-abelian
gauge theories where one first integrates over the matter fields for a fixed gauge field con-
figuration yielding an effective action Seg[A] of the gauge fields only, and then deals with
the problems of gauge fixing only in a second step. In particular, this allows to discuss
important issues like anomalies already at the level of this effective action [6]. Here we will
be interested similarly in determining an effective action for two-dimensional gravity and
matter systems on spaces of Euclidean signature.

More precisely, the functional integral over the matter field(s) which we denote gener-
ically by ¥, computed with a fixed metric g on a given manifold M, defines the matter
partition function as Zmat[g] = [ DV exp (—Smat[g, ¥]). In terms of this, the effective grav-
itational action is defined, as usual, as the ratio of Zyat[g] and Zyat[g], where we consider

g as a reference metric:
Zmat [g]

€xp ( - Sgrav[ga /g\]) = Zmat[,a] . (1.1)

In two dimensions, the metric depends on 3 functions, but using the diffeomorphism in-

variance one can essentially fix two of them, leaving only one geometrically relevant func-
tion which can be chosen as an overall conformal factor e2?(#). Hence, for fixed topology
and finitely many fixed (“modular”) parameters 7; we can always pick a reference metric
g = g[mi] such that any other metric (corresponding to the same 7;) can be written, up to

diffeomorphisms, as'

20(@) 5, (x). (1.2)

o~

We may then equivalently consider that Sy depends on g and o: Sgrav[9, §] = Sgrav|o, 9]

guv(z) =€

The definition (1.1) implies that Sgray must satisfy a cocycle identity

Sgrav[g?n 92] + Sgrav [927 91] = Sgrav [937 gl}- (13)

The best-known example is the effective gravitational action for conformal matter coupled
to 2D gravity which is the Liouville action [8]

Stiouville[ds 9] = SLiouville[0, §] = /dQUC\/@(U&T +7€U)7 g=¢"3g, (1.4)

where R is the scalar curvature for the metric g, and

C

Sgrav[gy.a] = _ESLiouville[gya] 5 (15)

!This is a global statement. Locally one can go further and choose so-called isothermal coordinates [7)
which are such that g,,, () = €>*® §,,,., but obviously this cannot be done globally unless [ VaR = 8r(1—g)
vanishes.



where c is the central charge of the conformal matter system, namely ¢ = 1 for a massless
scalar and ¢ = % for a massless Majorana spinor. An even simpler example satisfying this
cocycle identity is the “cosmological constant action”

Selg. 31 = o [ d22(/G— V/5) = (A - Ao). (16)

This action typically is also present as a counterterm, in addition to St iouville, t0 renormalize
certain divergences that might be present.

But these are not the only two-dimensional gravitational actions, satisfying the cocycle
condition, that can be constructed and have been studied in the mathematical literature.
Other appropriate functionals are the Mabuchi and Aubin-Yau actions [9-12], to be defined
in the next subsection. These latter functionals involve not only the conformal factor o but
also the Kahler potential ®, and can also be generalized to higher-dimensional Kéhler man-
ifolds, where they appear in relation with the characterization of constant scalar curvature
metrics [12]. In the context of a two-dimensional effective action, they appeared first in
ref. [13] where the matter partition function of non-conformal matter like a massive scalar
field was studied. It was shown there that in this case the gravitational action as defined

2 corrections to

by (1.1) contains these Mabuchi and Aubin-Yau actions as first-order in m
the Liouville action. Higher-order corrections in m? to the effective gravitational action
for such massive scalar fields have been obtained? in [14]. The interesting extension to
two-dimensional manifolds with boundaries was studied in [15].

The fixed-area partition function of quantum gravity, with a gravitational action being
a sum of the Liouville and Mabuchi actions, has been studied at one loop in [16] and at
two and three loops in [17]. In a different approach, a rigourous mathematical construction
of the functional integral based on the coupling of the Liouville and Mabuchi actions has
been obtained in ref [21] by means of probabilistic tools.

So far, references [13-15] considered the effective gravitational action of a two-dimen-
sional massive scalar field. It is natural to try to extend this to the case of two-dimensional
massive fermions. The most “elementary” 2D fermion is a Majorana fermion. As we will
discuss below, this corresponds to a real anti-commuting spinor field with a Majorana-
type mass term. Since the corresponding Dirac operator can be chosen purely imaginary,
classically, at the level of the Dirac equation, one can impose a Majorana (reality) condition,
on the spinor. In the quantum theory however, we need to expand the Majorana field on the
eigenfunctions of this purely imaginary Dirac operator, and then these eigenfunctions are
necessarily complex. One might ask whether it is then appropriate to talk about Majorana
fermions in the quantum theory. However, we can obtain the partition function in terms
of the eigenvalues of the (real) square of the Dirac operator whose eigenfunctions can all
be chosen to be real. Moreover, we will show that we can consistently do the functional
integral over a real anti-commuting spinor field. If one is interested instead in a (complex)
Dirac spinor, the corresponding gravitational action is easily seen to be simply twice the
one for a Majorana spinor.

*Note that at present we call Sgrav[g,g] Wwhat was called Sgrav[g, g] in refs [13-15, 17).



In a previous paper [1] involving one of the present authors, the study of this effective
gravitational action for massive Majorana fermions was initiated.?> While at first this
appeared to be a simple generalisation of the case of the scalar field, it actually turned out
to be technically quite non-trivial. Much as for the scalar case, the renormalized Green’s
functions at coinciding points played an important role. In order to do a small mass
expansion one must be able to define these Green’s functions also for the massless theory
in which case the contributions of the zero-modes (of the massless Dirac operator) must be
subtracted. For spherical topology there are no zero-modes and then this subtlety does not
occur. For this reason, [1] established the form of the effective gravitational action only for
spherical topology and only up to order m?. Further technical subtleties implied that even
in this case the result was more complicated than the one obtained in [13] or [14] for the
massive scalar field. Nevertheless, a term characteristic of the Mabuchi action emerged.

In the present paper we will generalise this result and establish the effective grav-
itational action for arbitrary genus Riemann surfaces (without boundaries), and in an
expansion to all orders in m?A. We will show that this expansion has a finite radius of
convergence !

An important ingredient which enabled us to go beyond spherical topology was the
understanding of the structure of the projectors on the zero-modes of the massless Dirac
operator. Indeed, the massless Dirac operator transforms in a particularly simple way under
local conformal transformation (which is neither the case for the massive Dirac operator,
nor for the non-zero eigenvalue equation of the Dirac operator, even for zero mass). This
implies that the zero-modes of the massless Dirac operator for metric g are related by
a very simple conformal rescaling® to the zero-modes of the massless Dirac operator for
metric g, and then a similarly simple relation exists between the zero-mode projectors for
metrics g and g. This allows us to characterise the zero-mode contributions in general,
valid on Riemann surfaces of arbitrary genus.

The study of the massive and massless Dirac operator D and of its square D?, of their
associated Greens’s functions and local zeta-functions and local heat kernels occupied a
major part in [1] and will again occupy an important part of the present paper. However,
here we will be able to do a much more systematic study of these quantities and prove
several important relations, some of which were only conjectured in [1]. As a result, we
are able to obtain the effective gravitational action as an all-orders expansion in powers
of m? with each term in the expansion expressed as an integral over the manifold of
these Green’s functions, appropriately renormalized, as well as higher Green’s functions at
coinciding points. As already mentioned, a detailed knowledge of the contributions of the
zero-modes (for zero mass) is required to perform the small-mass expansion correctly.

We will see that besides the leading Liouville term, we get a new order m° contribution
when zero-modes of the massless Dirac operator are present. It might seem surprising to

3 After the present paper was posted on arXiv, the authors of [22] kindly brought their reference to our
attention, where they also study the effective gravitational action, up to terms quadratic in the curvature,
for two-dimensional massive scalar, Dirac and vector matter fields, along the heat kernel methods as worked
out in [23, 24]. Their emphasis is mostly on obtaining the beta-functions.

4This result is implicit in [25, 26] and was spelled out more explicitly in an early draft of [27].



get a “new” order m’

contribution in the massive theory that seemed not to be there in
the massless theory. Actually, we will see that this same contribution does arise in the
massless theory. However, in the massless theory one could modify or even remove these
new terms by appropriately changing the definition of the matter partition function. On
the other hand, in the massive theory there is no reason to do such a redefinition and these
zero-mode related contributions are genuinely present.

At order m?

we get a cosmological constant action, and a local [ /g 0e?? term charac-
teristic of the Mabuchi action, as well as some further “non-local terms” involving integrals
of the Green’s functions computed with the metric g. We have been able to rewrite the
latter as some multi-local functionals in the conformal factor o (i.e. multiple integrals
involving the conformal factor at the different integration points) and furthermore only
involving the Green’s functions computed in the background metric g, as well as a finite
number of area-like parameters coded in the matrix Py ;; and its inverse (770)2-_]-1. It would,
of course, be desirable to rewrite all terms as purely local (single) integrals expressed in
terms of local quantities like the conformal factor, the Kéhler potential or some generalisa-
tion thereof, and the metric and curvature. However, as usual with effective actions, there
is no reason that they should be local, and we think at present that our multi-local form
(or some equivalent formulation) is the best one can achieve.

The gravitational action for a massive Majorana fermion has also been studied long
ago by Seiberg in a different approach [18]. While the action we start with for the massive
Majorana fermion obviously is non-conformal, the full quantum theory of matter coupled to
gravity should eventually be conformally invariant. This is the point of view advocated in
the approach by David, and Distler and Kawai [19, 20], and in particular also in [18]. Then
the massive Majorana fermion has its mass term gravitationally dressed by the Liouville
field (i.e. the conformal factor of the metric) so that this appears as a conformal perturbation
of the massless (conformal) Majorana fermion. To try to make contact with this result, we
should not just integrate out the fermions and compute the matter partition function, but
we should really try to compute the quantum effective action for the Majorana fermions
coupled to the Liouville field. This should involve introducing fermionic sources n and then
Legendre transforming to some g. It is the quantum effective action for g which one
could then try to compare with the conformal action for Majorana fermions as given in [18].
Keeping track of the dependence on the conformal factor ¢ throughout this computation
(in particular, we know how the inverse Dirac operator, i.e. the fermionic Green’s function
S depends on o) should in principle allow us to obtain this effective action and see how
the fermionic mass term is gravitationally dressed. However, if we naively go through this
computation we do not reproduce the gravitational dressing as contained in ref [18]. We
suspect that there are a few more subtleties to be understood before one can correctly
compare both approaches. We hope to get back to this in the near future.

We have tried to write the present paper in a hopefully self-contained and pedagogical
way. It is organised as follows. In the second part of this introduction we recall a few
facts about the Liouville, Mabuchi and Aubin-Yau actions and their stationary points, and
then briefly recall, as a warm-up exercise, how one can show that the effective gravitational
action for a massless scalar field is the Liouville action. In the next section we introduce the



relevant differential operators: massive Dirac operator D, its square D?, and the scalar and
spinoral Laplacians. We discuss their eigenvalue problems in some detail and exhibit the
eigenvalues and eigenfunctions for the simple example of the flat torus. We work out the
transformations of D and of D? under conformal changes of the metric (both infinitesimal
and finite). We also work out exactly how the zero-modes of the (massless) Dirac operator
change under the local conformal rescalings, allowing us to precisely define the zero-mode
projectors that are crucial ingredients for the small mass expansion. Indeed, as already
mentioned, these projectors have to be subtracted later-on from the Green’s function in
order to define the Green’s functions of the massless theory around which the small-mass
expansion will be done. An important ingredient in these zero-mode projectors are certain
area-like parameters coded in a matrix Py ;; that involves integrals of e times the zero-
modes in the background metric.

In section 3 we discuss the fermionic functional integral defining the matter partition
function and obtain the gravitational action. We show precisely how it is related to the
product of the eigenvalues of the Dirac operator D and how this is related to the correspond-
ing zeta-function. We offer also a few remarks about the convergence of these zeta-functions
and their definition by analytic continuation. We show how these zeta-functions change
under infinitesimal conformal rescalings of the metric.

Then, section 4 contains most of the important technical results: we embark on a de-
tailed study of the different Green’s functions, local zeta-functions (4 (s, x,y) and local heat
kernels K (t,z,y). We express precisely how the change of the zeta function (expressing
the gravitational action) under infinitesimal conformal rescalings do is related to integrals
of the local zeta functions times do. We prove a precise correspondence between the lo-
cal zeta function (_(s,,y) associated with D and the local zeta function (4 (s + 3,,v)
associated with D?. This relation allows us to make precise statements® about the singu-
larity structures of both local zeta functions (., as well as about the small-t asymptotics
of the heat kernel K_ (¢, x,y), solely from the knowledge of the corresponding asymptotics
of K (t,z,y) that is worked out in the appendix.

All this is put together in section 5 to obtain the variation of the effective gravitational
action. We will be able to isolate the zero-mode contributions for arbitrary topology and
thus obtain results valid on Riemann surfaces of arbitrary genus. The variation of the grav-
itational action is obtained as a total variation of a converging series expansion in powers of
m?. “Integrating” these variations at any order in m? gives the corresponding gravitational
action at any order in terms of integrals over higher and higher Green’a function (computed
in the metric g) at coinciding points. We then work out how the order m? contribution can
be re-expressed in terms of the Mabuchi type term [ /o €?? and integrals and multiple
integrals involving the conformal factor ¢ at the different integration points, the Green’s
function of D for the background metric § and the renormalized Green’s function of D? at
coinciding points, also in the background metric g, as well as a certain zero-mode projector

5In particular, this allows us to correct some inexact conjectures made in [1] about the small-¢ asymptotics
of K_(t,z,x), as well as about the poles of (_(s,x,x) at negative half-integers which turn out not to be
there.



Py which involves the inverse of the matrix Po,ij of area-like parameters. We expect that
a similar rewriting can also be performed on the contributions of order m?* and higher.

In appendix A we give the small-t asymptotics of the heat kernel K (¢, z,y) by solving
recursively the associated (heat) differential equation. We do this first quite generally for
positive second-order differential operators and then specialise our results to the squared
Dirac operator. No such recursive solution is available for the corresponding K _ since it
does not have a simple initial condition. In appendix B we discuss some properties of this
K_(t,z,y) for the flat torus in which case we have explicit eigenvalues and eigenfunctions
at our disposal, confirming the general properties obtained in section 4.

Results largely overlapping with ours, in particular concerning the zero-mode projec-
tors, have been obtained independently in [27]. Their treatment of the orthonormalisation
of the zero-modes allowed us to correct a slight error in the first version of the present

paper.

1.2 Some (more or less) well-known gravitational actions: Liouville, Mabuchi
and Aubin-Yau

Besides the Liouville action Syiouvile Which we already defined in (1.4), and the somewhat
trivial cosmological constant action S, given in (1.6) there are two other, more or less
well-known gravitational actions, namely the Mabuchi and Aubin-Yau actions. Let us
briefly recall the definitions and basic properties of these gravitational actions. While the
Liouville action (1.4) can be written in terms of g and the conformal factor o, the Mabuchi
and Aubin-Yau actions are formulated using also the Kéahler potential ®. The conformal
factor o and the Kéhler potential ® are related by (we may take this as the definition of
the Kéhler potenial @)

g=e"g, 7= 2 ( %EA ) A= \;ga#(\/ggway) =e A, (17)
where A denotes the (scalar) Laplacian for the metric g with area A= [d?z+/g. The
second relation in this equation (1.7) shows that the K&hler potential describes different
metrics of the same total area A, and the latter needs to be introduced as an additional
variable. This separation becomes particularly clear if we write out how the variations of
o are related to the variations of ® and A. It follows from (1.7) that

(5A A 62" 1~

In terms of the Kéhler potential @, the area A and the conformal factor o, the Mabuchi
action on a Riemann surface of genus g can then be written as [13]

~ 4
Smlg,9] = /d x\/[%r —1)@A®+(W—R)@+Aae2g} ) (1.9)
and the Aubin-Yau action as
Savld, 9] = /d2$\[[ PAD— A} (1.10)



As already mentioned, they both satisfy a cocycle identity analogous to (1.3) and were
shown [13] to appear in the effective gravitational action of a (two-dimensional) massive
scalar field in the term of first order in an expansion in m?A. Note that we can rewrite the
Mabuchi action as

Sy = 87(1 — g)Say +/d2xf (Ue R(I)) (1.11)

Let us now give the variations of the Liouville, Mabuchi and Aubin-Yau actions under
a conformal variation of the metric (equivalently encoded in do or in 6® and 0A, at fixed
¢ and hence fixed A). First, the Aubin-Yau action only depends on ®, not on A, and

A
dSav(g, 9] = /de\f[ 5<I>A<I>—] /d2 [_Aq)_FA} 5d
= Z/d% Ge* 5P
1
= g/dgxx/!? 0P. (1.12)

Next, we have

2 ~ 4 20 o) 2 = 4 2 620— ~
5/d /g | —0e? —RD :/d /g (50—6 —|—405<—>—R5<I>
A A
_ 27 —/d%f(mawz) 5, (1.13)

where we used the fact that the Laplace operator A can be freely integrated by parts
since we consider only manifolds without boundaries. Finally, as is well-known, in two
dimensions the curvature scalars R and R are related by

R =e2(R+2A0). (1.14)

This implies, in particular, that \/gR = VI (R + 2A o). We can then rewrite (1.13) as

5 /d%[( e R@)_z—/d%fmcb (1.15)

Combining this with (1.11) and (1.12) gives the variation of the Mabuchi action as

0SMm[g, 9] = 2— —/d2 (R— (1A_g)> 0d. (1.16)

We see that the stationary points of the Mabuchi action are given by metrics of constant

8r(l—g)
T

area A and constat curvature R = Indeed, any Riemann surface of genus g

admits a constant curvature metric and then, since [ /g R = 87(1 —g) one necessarily has
R = 8”(114—@ _

One has similarly for the variation of the Liouville action Syiouville given in (1.4).

dSLiouville[9, 9] = 9 /d%U\/E(O’AO’ + ﬁa) = /d2x\/§(25030 + ﬁéa) = /d2$\/§7€60.
(1.17)



This is the form of the variation which we will use later-on. But we can also re-express do
in terms of A and 0P so that

A A A
5SLiousille]g, ] = /dzx\fR(é—A&I)) = 4r(1— g)é—/de GARSD, (1.18)

which shows that the stationary points of the Liouville action at constant area A are

given by metrics such that AR = 0, i.e. by constant curvature metrics. As before, then
: _ 8n(l—g)

necessarily R = —5—=".

We have seen that the Liouville and Mabuchi actions admit metrics of constant scalar
curvature as “solutions of their equations of motion” under the constraint of fixed area.
Although not obvious from the previous equation, the variation of the Aubin-Yau action
when restricted to the space of Bergmann metrics is similarly related to metrics of constant

scalar curvature [12].

1.3 Recap: the gravitational action for a massless scalar field

Before embarking on the technical complications for the Majorana fermions, it is maybe
good to quickly remind the reader of (parts of) the much simpler computation of the
gravitational action for a massless (i.e. conformal) scalar field, leading to the Liouville
action.

For a massless scalar field ¢ on a 2 dimensional (euclidean) manifold without boundary,
with metric g, the action is

= / d*2\/9 g"'V oV, = — / d*z\/g oA, (1.19)

where, as in (1.7), A = %&,(\/ﬁg’“’au) = g""V,V, is the scalar Laplace operator. It is
hermitian with respect to the usual scalar product (f,h) = [ d*z,/g f*(z) h(z). Consider
the eigenvalue problem of —A:

_Afn(x) = )\nfn(x> (1'20)

Since A is a real operator these eigenfunctions can be chosen to be real. As always they
can also be chosen to be orthonormal:

/ 22/ fo() fin(2) = G- (1.21)

Of course, there are infinitely many eigenfunctions and eigenvalues, so that the index n
runs over an infinite set (e.g. over the non-negative integers). One can then see, since the
action S is non-negative, that all eigenvalues are A, > 0. (This is why we consider —A
which is a positive operator, rather than A.) Note that there is always a single zero-mode,
i.e. an eigenfunction fo with eigenvalue Ay = 0. Indeed, the constant function fy = ﬁ
is such that 0, f9 = 0 and, hence, —Afy = 0, and moreover fy is correctly normalised.
Conversely, if Afy =0 one has [ /g ¢""0,fo0, fo = 0 and then fo must be constant.

One can then develop any ¢(z) on the basis of these eigenfunctions:



Inserting this into the action and using the orthonormality of the f, one gets
/ Pz /gd(—A¢) = Ancp. (1.23)
n#0

To compute the so-called matter partition function (the field ¢ is considered to be the
matter) for fixed metric g,

matter /D¢ e ’d) (124)

we also need to define the functional integral measure D¢ in such a way that one integrates
over all possible field configurations ¢(x). This is achieved via the expansion (1.22) by
integrating over all the expansion coefficients cy:

Do — \F/Hdck, (1.25)
k40

where we “arbitrarily” excluded the integration over the zero-mode coefficient ¢q (since it
would lead to an infinite factor in (1.24)), and inserted instead a factor v/A. Then

/Dgf)6 el = \F/ [T dex) e 2nso? —\/ZH\/)\T:N\/Z(Det’(—A))_l/27
n#0 n

k0
(1.26)
where N is some (infinite) normalisation coefficient, and Det’ denotes the determinant
computed as the product of all non-zero eigenvalues. One thus has

Zmatter[g] = NVA(Det’(—=Ag)) 2, (1.27)

where we added a subscript ¢ on A to remind us that this is the Laplacian for metric g.
The gravitational action is defined as

o~ Suranlgig) _ Zmaveerlg] _ A ( Det’(—Ag)y”Q’ (1.28)
Zmatter [9] A \ Det /(_A’g\)
where the factors N' now have cancelled.
One can go on, and rewrite this again in terms of the eigenvalues as
A
Serav[, 9] = Z log A\, ( Z log A\n(9) — = log 7 (1.29)

n760 n#O

These sums over eigenvalues typically are divergent but are efficiently regularized (and
“renormalized”!) by the well-known technique of zeta-function regularisation [28, 29]: one
introduces the zeta-function® (,(s) of the operator —A, as

1 O — - S 1o
Cg(s)_%o\n(g))s = (0) = gjolgAn(g), (1.30)

fSince n = 0 is excluded from the sum, this rather corresponds to what we would denote as Eg in the
main part of this paper.
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so that

= 1 1 1 A
Sgrav]§, 9] = —5%(0) + QC’;\(O) 5 log 2 (1.31)

Although this is a nice expression, it is not very explicit unless we know all the eigenvalues
and are able to compute (1.30). Instead, one determines the variation of the zeta function
under an infinitesimal conformal variation of the metric and then tries to “integrate” these
infinitesimal changes to get the finite difference (1.31). Obviously, from (1.30)

8y(s) = =5 &fl , (1.32)

n#£0 71

where A\, = A\,(g) and )\, is its variation when the metric is changed as g — e209g.
Under such a variation of the metric, the Laplace operator A = e~20A changes as A —
e~20-2WON = =W = A—26cA,ie. 0A = —20c/A. Then there is a corresponding change
0\, of the eigenvalues and change 0 f, of the eigenfunctions. Comparing the eigenvalue
equations for —A and —(A + JA) we have

—(A+0A)(fatdfn) = An+0An)(fat0fn) = —A0fn—0Afn = AbfutdAnfn. (1.33)

We multiply this last equation with f,, and integrate [ d2:c\/§ .... Then the first term gives

— [ 2\ /gfAS fro = — [ P2\ /g(Afn)S fr = An [ d*2\/q 10 f, which cancels a correspond-
ing term on the right-hand side. Thus we are left with

—/dzxﬁfn(x) SAf, = 6)\n/d2x\/§(fn(x))2 — A (1.34)
Now, recall that —(0A) f, = 200 Af,, = =250\, [, so that
SAn = —2)\n/d2:p\/§50(x) (fu(@))2. (1.35)

This is to be inserted into (1.32):

n#£0 )\” n#£0 fb

2y o(x nlT 2 n\T 2
3Cy(s) = 232 Jd72/59 E ) Un(@)) :2s/d2w\/§50(3:) Z Unl@))” (1.36)

If we also define the (bi-) local zeta-function as

Gl zy) = Y Inl0). (1.37)
n#0 n
this can be rewritten as
d¢y(s) = 25/d2x\/§50(x) Cols,z, ). (1.38)

We now take the derivative with respect to s. This yields two terms, but at s = 0 only one
of them contributes:

565(0) = -G (5)] g = 2 [ ayGoo(2) ¢4 (0,,2), (1.39)

- 11 -



There is a standard relation between the heat kernel K (¢, x,y) for an operator and the
corresponding local zeta function ((s,z,y):

“Ant = L > s—1
K(t,x,y) %;06 fo(@) fuly),  C(s,2,y) = F(s)/o At VK (L x,y). (1.40)

Possible singularities of the integral arise from the integration region of small ¢ and one can
show that the integral defines an analytic function for s > 1 which can be analytically
continued to the whole complex s-plane except for poles at s =1,0,—1,—2,.... However,
I'(s) also has poles at s = 0,—1,—2,... and dividing by I'(s) cancels the poles of the
integral, except at s = 1. We see that ((s,z,y) has a pole at s = 1 and that its finite
values at s = 0,—1,—2,... are determined by the singularities of the integral due to the
small-t behaviour of the heat kernel. But the small-¢ behaviour of the heat kernel is well-
known, in particular

t+O(#)) - L (1.41)

1
K(tvxvx) ~t—0 T, ( A7

4rt

where the —% comes from subtracting the zero-mode f3 = % which is not included in the
sum (1.40). From this one gets

1
which when inserted in (1.39) gives
SSguild g = —53(0) ~ o5 = —5 [ Peyge@RE.  (143)
erav|0s G 9 2A e x\/g00(x ). .
We recognise dSTiouville @and conclude
5 1 5
Sgrav[gvg] = _%SLiOuvﬂle[gag]' (144)

This is a famous result, first obtained (using a different method) by Polyakov in 1981 [8].

2 The Dirac operator for Majorana spinors on a curved manifold

In this section we define the relevant Dirac operator D in 2 Euclidean dimensions, with
a Majorana mass term, and relate its square D? to the spinorial Laplace operator and
scalar curvature. We discuss the eigenvalue problem of this Dirac operator and how it
changes under (local) conformal transformations. Most importantly, we obtain a sufficient
characterisation of the zero-modes of the massless Dirac operator and of the corresponding
projectors on these zero-modes, which we will need in section 5. We first look at flat
space, not only because it is simpler but also because it provides the formula valid in any
given local orthonormal frame of the curved space. The material of the first part of this
section is standard or already contained in [1] but we re-derive the relevant formula for a
self-contained presentation.
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2.1 Majorana spinors in flat 2D space: y-matrices and Dirac operator

In two flat Euclidean dimensions we use labels a = 1,2. Recall that the 3 Pauli matrices
satisfy ojor, = 051 + i€;07. We can then choose two real, hermitian y-matrices as

V=0, YP=0. = {12} =261, (v)'=1" ()T =94 () =9~

The chirality matrix (the analogue of +5 in 4 dimensions) then is

Yy = i*yl'yz =0, = 71 = Y, ,Y:{ =9 = =Y, (2.2)

and, of course, 7y, anticommutes with v*. These are all 2 x 2 matrices and, hence, a spinor
1) has two components that are a priori complex.

In 2 Euclidean dimensions the “Lorentz” group is just the rotation group SO(2) which
has a single generator J!'2. In the spin—% representation as carried by the Dirac spinor this
(hermitian) generator is J'2 = —i['yl,'yﬂ = —%7172 = —%'y* and the representation of a
finite rotation by an angle o on a spinor v is given by the matrix D(«) = lad'? = g=ian/2,
More precisely, this means that under such a rotation, acting also on the coordinates”
as 2'* = A%z® the spinor transforms as ¢(z) — ¢'(z') = D(a)y(x). Now, with the
choice (2.1) of the v-matrices, the matrix D(«) is real and ¢* transforms exactly as .
Furthermore since 7, commutes with D(a), 741 also transforms as 1. Finally, using the
relation D(a)™'4#D(a) = A¥, 4" one also shows that (H)(z') = D(a)@(x). Hence, all
v*, v and @ all transform exactly as . In particular, it makes sense to impose the
Majorana condition ¥* = v, imposing that the two components 17 and 19 of ¥ are both
real, or write an equation combining i@ and m-y.1.

Note that the spinors are anti-commuting objects obeying ¥, = —151,, and one
has for a complex spinor ¢y = (1*)T1p = ¥irh + 131p9. The complex conjugation of such
an expression is defined as the hermitian conjugate and involves reversing the order of the
terms, i.e.

(Xa®8)" = VX (2.3)

We then see that (y]v¢1)* = ¢ (¥7)* = i1 and YT is indeed real, and fmwTw is the
standard (real) mass term in the action for a Dirac spinor

For anti-commuting Majorana, i.e. real spinors, however, a mass term like [ mity =
[myTh = m [(Y191 + 191h2) vanishes. We can, nevertheless, introduce a non-vanishing,
real mass-term as fmefy*w =m [(¢1(—i)e +1boith1) = —2im [ 1p1)9. This is indeed real
since (1112)* = Yo1h1 = —1p11b9. The action for such a Majorano spinor then reads

5= [wl(ip+my). (2.4)
The corresponding Dirac operator

D = i)+ m, (2.5)

"Below, on a curved manifold, we will consider separately the notions of covariance under rotations of
the spinor and under transformations of the coordinates.
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is hermitian with respect to the standard inner product on the space of Dirac spinors,

= [ X @) = [ v+ xs0e) = 60" (Ox8) = (0. (26

Indeed, taking the hermitian conjugate of D involves taking the hermitian conjugate of the
~ matrices, (which we have chosen to be hermitian), complex conjugation of the ¢ and an
integration by parts of d,,. Hence

D' =D. (2.7)

In particular, we also see that S = (v, Dy) = (D, ) = (¢, Di)* = S* which confirms
that the action is real. Next, one has

= (i + m) (i + my) = —=F + im(Pre + %P) + m* = —F +m® = —0,0" + m’

which incorporates the correct Euclidean continuation of the mass-shell condition p,p# +
m? = 0.

One might ask why we want to study Majorana spinors with the Dirac operator D and
not simply (complex) Dirac spinors with an ordinary mass term and correspondlng action
S [T (ip+m)y. However, the square of the corresponding Dirac operator D = i@+m is

= (ip+m)? = —0,0" + m? + 2im{ and this does not correspond to anything simple or
physical. (It is (4@ —m)(i@+m) that instead gives the mass-shell condition.) This is one of
the reasons we will focus on the action (2.4) and corresponding Dirac operator (2.5). Note
that this Dirac operator D is a purely imaginary. Indeed, the v* are real and ~, is purely
imaginary. Thus ¢D is a real operator and the Dirac equation Dy = (i + mvy,)p = 0
admits real solutions 1. However, we will be interested in the corresponding eigenvalue
problem D, = (i@ + my.)Yy, = Aptbyn. Since D is hermitian, the eigenvalues )\, are real
and then the 1, cannot be real, but must be complex. We will discuss this eigenvalue
problem more generally below, on curved space.

2.2 Curved space: v-matrices, covariant derivatives, Dirac operator and spino-
rial Laplacian

To define spinors on a curved space (-time) one needs to introduce locally orthonormal

frames which is done by introducing the so-called viel-bein ej;. To define the Dirac operator

ab
I

which is related to the ej; by the zero-torsion condition. In this subsection we recall how

one needs to define the covariant derivative V, which 1nvolves the spin connection w

this is done and we also establish a few useful relations. Of course, the equations in this
subsection are well-known to supergravity practitioners, but some are still somewhat non-
trivial, and we find it useful to re-derive them here for further reference. Since most of the
discussion is not specific to two dimensions we first discuss arbitrary n-dimensional spaces
(with Euclidean signature®) and only set n = 2 in the end. Our detailed discussion also
allows us to make some statements about possible zero-modes of the Dirac operator that
will be useful in the sequel.

8The whole discussion can also be repeated for Lorentzian signature, but one would need to pay attention
to the upper or lower positions of the flat indices a, b, ... also.
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2.2.1 Local orthonormal frames and spin connection (in n dimensions)

Starting from the metric tensor written using the coordinate one-forms dz#, one introduces
the one-forms e® of the local orthonormal frame as

g (2) Aot @ dz” = G () @ ¥(2). (2.8)

Both sets of indices p, v, ... and a,b,... take values 1,2,...n. We can always express the
e in terms of the dz* and vice versa:

e(x) = ej(x)dzt, dat = Ej(x) el (x), en(x) By (z) = 9y, Ef(ac)e’;(ac) = (2.9)

a
o

manifold. Combining (2.9) and (2.8) results in the relations

As indicated here, the viel-bein ef and inverse viel-bein E¥ depend on the point = on the

Guv E('L;Ell;j = Oabs  Oab GZSZ = Guv and 5abEéLEll; = g‘”’, g“”eZelb, = 5, (210)

The &4 is to be interpreted as the metric in the local orthonormal frames. The eZ and E¥
implement the change of basis between these orthonormal local frames and the coordinate
frames but, of course, in general they cannot be interpreted as Jacobian matrices for a
change of coordinates. Since the metric in the orthonormal frame is d,, and the inverse
metric 6% = §,p, raising and lowering the corresponding indices a, b, . . . has no effect and we
write indifferently 7% = % etc. Of course this does not apply to the “coordinate indices”
[T 75

The relevant connection in the local orthonormal frame is the spin-connection w,‘jb. It is
defined in terms of the connection coefficients I'y, in the local orthonormal frame as w%,, =
['%ep. The I'gy can be obtained from the I'), in the coordinate frame through the (in-
homogeneous) transformation rules for the connection coefficients as 'y, = Ef Ey ', ef +
EgaHEg e,. However, since we will only work on Riemannian manifolds, where the torsion
vanishes and the metric is covariantly constant, the spin-connection can be more easily ob-

tained through the zero-torsion condition which is most compactly written as an equation

for the spin-connection one-form w® = wzbdm“ using the exterior derivative d:
de® +w A’ =0 & 9uel — pel +wilel — wileh = 0. (2.11)

Requiring the metric to be covariantly constant implies that the spin-connection is anti-
symmetric in a and b:

Vug,,p =0 <« Vudab =0 <« Waby = —Whapu- (2.12)
Then there are n x n(”;l) independent components wa, while (2.11) provides exactly the

same number of equation, hence determining the spin-connection completely in terms of
the ej;. It is not too difficult to derive the following useful relations

Ve, = 0uey + wzbeg — I, =0,

VuEY = 0,E; + TV Bl — Efwi* = 0. (2.13)
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Finally we note that we obtain the Riemann curvature tensor and curvature 2-form from
the spin connection as

R =R da' Ada” = dw® +w Aw®,  RY,, =eSER,,. (2.14)

DN | =

Let us now discuss the Dirac matrices. The Dirac-matrices v* of the previous sub-
section satisfied the Clifford algebra {7y?,7°} = 26%1 as appropriate in flat space. This
means that they are also the appropriate Dirac matrices in the local orthonormal frames.
To avoid confusion, we temporarily denote these Dirac-matrices as 4 so that

{72,741 = 2601 (2.15)
One then defines the curved-space Dirac matrices as
P =EFF = {3 = BYEY{3%3%) = BYEY 26°°1 = 21 (2.16)
We assume again that all n matrices 4% are chosen to be hermitian so that also

()t = *. (2.17)

To simplify the notation, we will usually not put the tilde over the flat-space y-matrices
with the convention that v*,~7",~” etc are always curved-space y-matrices and v%,~°, 7¢
etc are always flat-space y-matrices. The only potential source of confusion comes when
the indices take numerical values, but we will always use the convention that ', v2, ...
are flat-space y-matrices.

2.2.2 Covariant derivatives (in n dimensions)

Let us now recall how to construct the appropriate covariant derivative acting a the spinor
®. A spinor transforms (locally) in the spin representation of the local Lorentz group
SO(n — 1,1) or at present - since we are in Euclidean signature - the local rotation group
SO(n) as

i .
(@) = (@) = Loirac(@)¥(x) = exp (50°(0) T (), (2.18)
where the #°l(z) = —#9(z) are the (local) rotation angles in the cd plane, and the
Jgffac = —J(]fcirac are the corresponding hermitian SO(n) generators in the spin / Dirac
representation . ‘
ir. ¢ — 4 ir ir,
™ = =t = = lve vl (I = I (2.19)

It follows from the Clifford algebra satisfied by the v* that the ngirac indeed satisfy the
SO(n) algebra

[ch7 Je ] = _Z.((Sdet]cf - 5dece - 5cede + 5chde)- (220)
Note that the local SO(n) transformations (2.18) do not act on the coordinates: we have the

same z before and after the transformation. The corresponding local SO(n) transformation
of the basis forms e® is

() = (@) = (Luaa@) ) = [0 (S0 5)] " ), 221)
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where
(Jysetyab = (5288 — 6869). (2.22)

are the purely imaginary and anti-symmetric, hence hermitian, generators of the vector
representation of SO(n). Of course, they also satisfy the SO(n)-algebra (2.20).

How does the spin-connection transform under such a local SO(n) transformation?
The torsion being a tensor, its vanishing cannot be affected by a (local) change of basis.
Hence, in the new frame we must still have de’® 4+ w'®e’® = 0. Using de/® = d(L%eb) =
dL®eb + [deb = (AL — L%wb)e, we get

ab — Lacwcd(Lfl)db . (dLaC)(Lfl)cb — Lacwcd(Lfl)db + LaC(del)cb’ (223)

showing that the w? transform exactly as a gauge field in the adjoint representation of
the local rotation group. Indeed, the matrices L appearing in (2.23) are what we above
called Lyeet and we have w® = %de(Jg’g'Ct)ab fﬂ

. But the transformation of the w® cannot

not depend on the representation we choose, so that we also have

7 _
/cd( )JDurac _ Ede(l’) LDirac( )JDlrac Dllrac(x) + LDirac( ))dLDlrac( ) (224)
The covariant derivative V, of a spinor ¥ (x) should be defined, as usual, such that
under a local SO(n) rotation V, 1 (x) transforms exactly as ¢(z). If we define

i
vuq,z):a,ﬂzur —wil gy e vuwa_auwwr —wi (T apts (2.25)

it is straightforward to check, using (2.18) and (2.24) that we have indeed
i cd irac
vl;ﬂ/}/(l‘) = (8u + 5 w’ ( )JD )(LDirac(I)w(x)) = LDirac(x)v;ﬂ/](m) ) (2‘26)

where V|, involves ' 2d. Note again that z is unchanged so that V}, involves 9, and not
some 8;1. Later-on we will also encounter covariant derivatives acting on other objects
transforming in different representations and, accordingly, these covariant derivatives will
include other connection terms. If we want to insist that we are dealing exactly with the
covariant derivative acting on the spinor as just defined we will write VP so that

VP =9, + wchD“aC O + wu Yeds V= VP, (2.27)

As a general rule, a covariant derivative V, acting on some quantity F{; transforming
in a representation R; of the local rotation group is alway defined in such a way that V, F{;)
transforms in the same representation R;. Just as we wrote VP to emphasise this fact we
could write Vﬁ), but one usually doesn’t. It follows from this remark, that the covariant
derivative obeys the Leibnitz rule,

VulFo Fiy) = (V@) F) + Fioy V). (2.28)
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It similarly follows that in an integral of a quantity that is a scalar under the local rotation
group, the covariant derivatives can be freely integrated by parts (possibly up to a boundary
term). One application of these rules is the following identity we will need later-on

—/\/ﬁ(vuf)wW“x = /\/ﬁf((Vpr)H“erwW“VZpX% (2.29)

where f = f(x) is a scalar (so that V,f = 0,f) and ¢ = ¢(x) and x = x(z) are Dirac
(or Majorana) spinors. It is relatively straightforward to check this identity explicitly by
integrating by parts, using 8‘\‘/‘5 =17,, 7" = Ef~" and the relations (2.13), as well as the

hermiticity of the ngimc and the commutation relation of the latter with the ~°.

Let us insist that we have discussed local, i.e. x-dependent frame transformations by
some L(x) in the appropriate representation of SO(n). We have not made any coordinate
transformation. In the present formalism, local SO(n) transformations and coordinate
transformations are totally decoupled. One may, of course, also do a coordinate transfor-
mation ¥ — 2’ = f#(z¥). Under such a coordinate transformation the spinor 1, as well
as all frame vectors like v* are inert, i.e. behave as scalar quantities. For a vector e.g. one
goes from the v® to the v* by the appropriate change of basis, i.e. v# = EFv® and it is

the transformation of the E! under coordinate transformations, namely E'f = %’; . EY,
that implies that the v* will indeed transform as the components of a coordinate vector,
fe. v/f =9z v
T - Oav

Obviously, both 9, and wgb transform under coordinate transformations as the covari-
ant components of a coordinate vector and, hence, so does V1. Let us temporarily denote
the quantities in the 2’ coordinates by a tilde (rather than a prime which we used for the
local SO(n) transformations). Since 1) behaves as a scalar quantity under these coordinate

transformation we then have (z’) = () and thus indeed
ox¥
" O

Next, the Dirac operator should be the obvious curved space generalisation of (2.5),

V(2 V(). (2.30)

i.e. D = iYW+ m~, where we define the operator ¥ as
V=1V =1 BEV, = W= Y% = o VP = 1 Bl TPy, (2.31)

We have just seen that under coordinate transformations ViP1 transforms as the covariant
components of a coordinate vector, while E¥ transforms as the contravariant components.
Of course, the 4 are just numerical matrices that do not change. Hence, Y1) is a scalar
under coordinate transformations, just as 1. Next, under a local Lorentz transformation
L, we have seen that ViPy transforms with Lpjrac while E"' = (Lyect)ab B} - Hence?

WW@ = ’)/aEg(.T)VZpiﬂ(x) — ’YQE/ZL(:U)V;LSP"W(ZE) = ,ya ((Lvect)abEléL) (LDirachpw(x))
- (Lvect)ab LDirac (L]SilracfyaLDirac) E;f vzde(l’) = (Lvect)ab LDirac (Lvect)acryc E;f Vip¢($)
= LDiraC VbEIéL Vzpw(x) - LDirac Wlﬂ(l‘) (232)

9Note that Lpirac, just as *, are matrices while (Lyect)as are the components of the matrix Lyect.

Hence, (Lvect)as commutes with Lpirac and with 4. Also, just as in flat space, we have L]Silrac'y“LDirac =
(Lvect)ac’yc~
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This means that under both, coordinate transformations and local Lorentz transformations,
VP4 transforms exactly as 1. In particular, this implies that the appropriate covariant
derivative V,, acting on ¥4 is again VP:

V¥ = ViP¥ = ViPYPy = YW = WPV = AFViPy Vil e, (2.33)

However, YW is not y#4"ViPViPy. Instead one has, of course WY = vV, (v/ViPe))
and the question is how to “commute” the V, with the 4. On the one hand, from the
usual rules about how the covariant derivative should act on coordinate and frame indices
we have

Vir' =0 +wi =wit & Vi =90 +Th,07, (2.34)

where the equivalence of both relations is due to E¥ being covariantly constant, cf (2.13).
On the other hand, V, also is a matrix, just like the +”, and one must also take into
account the non-vanishing commutator. This then leads to

vu(’yyvl/@[)) = 'viuvuw s (235)

where on the right-hand side the covariant derivatives are, of course, V, V¢ = ViPViPy) —
17, ViPi. Formally, the V, just passes through the 4. One could say that the contribution
from the commutator cancels the contribution from (V,4")! In any case, we have

VY = (V) (1 Vo)t = 19"V, Vi = 47" (VPSP = T4, V5P ). (2.36)
Next, using v#7" = g"” + " (where, of course, v** = £[y*,7"]) we have
1
W¢ = ’Vllryyvuvuw = gm/v,uvz/‘vb + 'Y'uyvuvuw = guyvuvu¢ + §7uy[vm Vl,h[} (2'37)
The commutator of two covariant derivatives is related to the curvature tensor as

iR S

[v#?v ] 9 iz cd

(2.38)

where J.q are the SO(n) generators in the appropriate representation.! When acting on
1) the generators are those in the Dirac representation and

Vi Vol = SRuATE) = Ryt (2:39)
Inserting this into (2.37) we get

V¥V = Agp1p + 7“”R S et (2.40)

where we defined the spinoral Laplace operator as

Ay = g™ (VIPVSP — T4, V5P). (2.41)

‘R Cd(JveCt)“b b= 1R Cd(éaéd — 62800’ = R, 250® which is

OFor a vector e.g. one has [V,,V,|v® = %

indeed the familiar formula.
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Finally, in any even dimension n, there is an appropriate chirality matrix
Vi~ %Gul---u'n’yﬂl cooybn = %eal_.an’y‘“ ...y% . This shows that this chirality matrix is
the same as one defines in flat space. We have {7,,7*} = {74, 7*} = 0. Including if neces-
sary'! a factor of 4 we have v2 = 1 and 'yl = 7, (provided one has chosen hermitian v* as
we did). One can then define the hermitian, massive Dirac operator as the curved-space
generalisation of (2.5):

D =i+ mr,. (2.42)

Since Jgrac commutes with v, we see that Vf}’ commutes with 7, and the operator ¥ =
'y“Vpr anticommutes with .. We then have

1
D? = —W¥+m? = —Ag = 7" Ry yed +m?, (2.43)
2.2.3 Back to two dimensions

In two dimensions the general formula simplify drastically. The local rotation group SO(2)
is abelian and only has a single generator Ji3. In its Dirac representation there is only

Jhrac — —%712 = —%7172 = —%7* as already discussed in subsection 2.1. Similarly, the
spin-connection w® also is just a single one-form w'? = —w?!. We then have
Wiled = 2wl Y12 = — 24w} Ys. (2.44)

We find it convenient to define Wy = 2&);2, so that
v 1 wu Yx 5 UJH w“ . ( . )

Note that since 7. = oy is purely imaginary, VP is a real (anti-hermitian) differential
operator. Obviously, it is a 2 x 2-matrix, and so is ¥= y# VP =~"EL ViP.

cd

Sv.q simplifies as

Moreover, in two dimensions v**R,,
TR Yed = VP Ry ea = 47 R1g 712 = 4(—i7.)°Ryy* = —4R52 = —2R. (2.46)

where R = Ry5'2 + Ry2! = 2R ,'? is the scalar Ricci curvature. Thus
D? = —WYV+m? = —Ag, + iR +m?, (2.47)

where the spinorial Laplacian Ay, was defined in (2.41). Just as VP, the spinorial Laplacian
is a 2 x 2-matrix differential operator. More precisely, it has a piece proportional to the

identity matrix and involving the scalar Laplacian and a piece proportional to ~:
1 i
Agp = 12X2(Ascalar — Tquw“) 3 ((V“w“) + 2w“6u) , (2.48)

where the scalar Laplacian is defined by (1.7), or equivalently by

Agcalar = g‘“’(@,ﬁy — Ffwﬁp) (249)

1T Euclidean signature one has v, = iy' ... 4" for n = 4k + 2 and v, =~'...4" for n = 4k.

—90 —



The hermitian, massive Dirac operator D = i¥+ m~y, was already defined in (2.42).
With our 2-dimensional real v® it is moreover purely imaginary. For later reference, let us
note that with our conventions it is very explicitly given by

1 1
D =io,D; +ic.,Dy + moy, D= E}0, — ZngN, Dy = E5O, + zEfwu. (2.50)
The eigenvalue problem of D is

D)y, = (iV+ mys ) = Aptp. (2.51)

Since D is hermitian, its eigenvalues A, are real. On the other hand, D is purely imaginary
and then the eigenfunctions v, cannot be real (unless A\, = 0). Taking the complex
conjugate of (2.51) we see that 1 is also an eigenfunction but with eigenvalue —\,:

DYt = —Mat. (2.52)

For all A, # 0, within any couple (¢, ;) we decide to call ¢, the eigenfunction with the
positive eigenvalue. With this convention we always have

An > 0. (2.53)
We let 1
Q;Z)n = E(Xn + Z¢n) ) (2'54)

with real x, and ¢, and then taking the real and imaginary parts of (2.51) gives
Dxy, = iAn®n, Dop = —i\yXn- (2.55)
Of course, the Xn, ®n, ¥, and 9} are all eigenfunctions of D? with eigenvalue \2:
D*Xn = XoXn,  D*6n=Xi6n, D%n =X, D =X (2.56)

The Dirac operator D, as well as i¥] are hermitian with respect to the inner product

(U, Uy) = /d%\/g lw,. (2.57)

As usual, the eigenfunctions 1, corresponding to different A, are orthogonal. Similarly, for
the 7. Also all ¢ are orthogonal to all ¢ (as long as A, # 0). Equivalently, assuming
the eigenfunctions to be also normalised, we have for the real and imaginary parts

(Xn;Xk) = 6nka (¢n7 ¢k) = 5nk; (Xna ¢k) =0 ()‘n 7é 0) (2‘58)

Note that the eigenfunctions of D (the v, and ;) are automatically eigenfunctions of D?,
but the converse is not necessarily true as is examplified by the x, and ¢,. What is true is
that within any eigenspace of D? with eigenvalue A,, = A2 one can find linear combinations
(corresponding precisely to the v, and 9}) that are eigenfunctions of D with eigenvalues
4+, and —\,,.
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2.3 The example of the flat torus with arbitrary periods

It will be helpful to be able to check our general statements in the sequel of this paper
against at least one example where we explicitly know the eigenvalues and eigenfunctions.
The simplest example is the flat torus. Then the metric is just g,, = ., and ¥= @. Of
course, being flat, we will not be able to appreciate any effects of curvature. The relevant
Dirac operator then is

Oy O1—m

D = i@+ my, = i0,01 + 10,02 + =1
i)+ my, = 0,01 + 10,00 + oym z<81+m o,

) , D?=—(0%+05)+m
(2.59)

There are still different tori corresponding to different periods.'?

The flat “square” torus: We will shortly consider the flat torus with arbitrary periods,
but we begin by looking at the “square” torus corresponding to a square of length 27 with
opposite sides identified. The eigenvalue problem for D?) i.e. D, = A24),, yields already

A=22 =nd 4 nd4+m?, by ~ emT et (2.60)

We denote by Az the positive square root of )\%. Inserting the ansatz 1z(z!, 2%) =
a

b
(At + n2)a and —(ny; —im)a = (A3 — n2)b. This is easily solved, up to a common normali-
sation, which we choose such that [d?z ¢%¢ﬁ =1:

— 1 ny +im in1xt+ingx?
7\T) = . 2.61
val®) 27/ 207 (A + n2) <_)\ﬁ - n2> c (2.61)

Since A\; only depends on n? +n3, each eigenvalue is (at least) fourfold degenerate.'® Also

eima! +inaa? ingq Dy = Mg gives the two equivalent equations —(n; + im)b =

¢:7 = —¢—ﬁ’)\ﬁ_>_,\ﬁ ) (262)

which shows that ¢ is indeed an eigenfunction of D with eigenvalue —A5. Thus the
complete set of eigenfunctions is the set of all ¥5 and all ¥%.

Flat torus with arbitrary periods: a general flat two-dimensional torus is obtained
as the quotient of R? by a lattice I" where T' is generated by two linearly independent
vectors & and o, i.e. we identify any two points of R? that differ by pd1 + ¢ with
integer p,q. With respect to an orthonormal basis &, € we can write & = x'é| + 226,
1 = wi1€1 + w126y and Ty = we1€] + waafs, so that one identifies x! ~ 2! + pwii + quar
and z2 ~ 22 4 pwia + qwae. The formula simplify, if one chooses the basis &), & such that

12For fermions we could also consider different spin structures, i.e. periodic or anti-periodic boundary
conditions around one or the other circle of the torus, leading to four different spin structures. Here we will
only investigate the doubly periodic boundary conditions, which are the only ones for which zero-modes are
present.

13In the present example where both circles have the same radius, there is a further degeneracy under
the exchange of n1 and na.
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e is aligned with ¢j; which means wio = 0. Also, by scaling the coordinates appropriately
one may assume that wi; = 27. With this choice one writes

Wy =2méy, W&o =2m (M€ + 12€2), ot~ 4+ 27 (p + 119q), 22 ~ 2% 4 2717aq, (2.63)
with integer p and ¢. If we use a complex coordinate z = ! 4 iz? instead, the periodicity is
z~z42n(p+7q), T=T1+ir2, T2>0. (2.64)

The area of the torus now is given by the area of the fundamental cell which is a parallelo-
gram with sides &J; and WJs. Hence the area is A = 27 x 2w, Note that the case 71 = 0 cor-
responds to a “rectangular” torus. The “wave-vectors” k are such that k- (pd1+qdda) € 27Z
for all integer p, q. They form the “dual lattice” and are given by

> o e —Ting
k=mn 1+7T €2, ni,ne €74, (2.65)
2
as one can easily check. This means that (z! = %2, 2?2 = Zz_f)

, _ 1
exp (iky - 7) = exp (injz! —l—iwx2) = exp (— —((nT—=m)z—(n1 —m)é)). (2.66)
T2 279

has the correct periodicity properties (2.63), resp. (2.64).

The Dirac operator D is still the same as in (2.59) since the present torus is still flat,
only the periodic boundary conditions are different. Then also D? = —(0? + 03) + m? as
before and, hence, D2t T — )\%ei’zﬁ'f with

+m?. (2.67)

If we denote k1 = nq and ky = "2_7721”1 then almost exactly as before'® we get for the
eigenfunction of D

e 1 k1 +im ikl Fikox?
(7) = , 2.68
Ya(Z) 21/ 27 g F K2 (—Aﬁ _ k:2> ¢ (2.68)

together with the complex conjugate functions which still satisfy

Vh = f¢_ﬁ\kﬁﬂﬁ. (2.69)

Zero-modes of D: as discussed in general above, for m # 0 there are no zero-modes of
D, while for m = 0 the zero-modes correspond to Eﬁ = 0, i.e. n1 = no = 0. However, in
this case (2.61) and (2.68) are indeterminate. We may instead first take to n;j = ng =0
and then consider the limit m — 0 which gives the two zero-modes of definite chirality:

1 9 . 1 —1 o x

14The only difference is the appearance of the additional normalisation factor \/% since now the area of

the torus is 27 x 277y instead of (2)2.
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Below, we will define the “projector” on the zero-modes in general as
Py(z,y) =3 wo,i(m)wé,i(y)- At present, for the general flat torus this simply gives

1 1 (1 — 1 1
Py = b= apl - apt it = — = 1o =—1 2.71
0 = g5+ V5 U5 @r 22 (l ) ) +c.c (@), 12X = g e (2.71)

where A = (27)?7y is the area of the torus.

2.4 Conformal transformation of the Dirac operator

As discussed in the introduction, we will consider two metrics g, and g, that are con-
formally equivalent, i.e. that are simply related by a local (z-dependent) conformal factor

which we write as €27 = ¢20(2),

Juv = e*’ /g\;w- (2.72)

We will consider g, as a reference metric (also referred to as the background metric) and
guv as a “general” metric obtained by varying the conformal factor e20(®) " This view is
particularly useful in two dimensions where, by a change of coordinates, any metric can
be brought into the form 620(1)@“, with a fixed reference metric g,,. In particular, in two
dimensions we have the relation (1.14) between the curvature scalar R for the metric g and

the one R for the metric g, namely R = e~%° (ﬁ +2A o), as well as

VI =ge*. (2.73)

Since /¢ Agenlar = 9,(g"\/90,) we see that \JgR = /g R + total derivative, which is
the reason why the integral [,/gR is independent of the conformal deformation and it
is a topological invariant: its value only depends on the topology of the two-dimensional
manifold M. Indeed, it equals 47x (M) where x (M) is the Euler characteristic of M. For a
manifold without boundaries the latter is given in terms of the genus g as x(M) = 2(1—g),
so that [,,,/gR = 8m(1 — g). We already noted that the Laplace operators A and A are
simply related by A = e™2°A. We now want to establish how the operators ¥ and §7are
related.

2.4.1 Dirac operator in n dimension

It is not difficult to work this out in general dimension n. Below, we will then specialise
to n = 2. Writing the metric in terms of the local frame forms e® as in (2.8) we see that

there is also a corresponding conformal rescaling of the frame forms as e = e?é%* and
correspondingly for the vielbeins e, and their inverses E} as

a __ _osa w o —0

e, =¢e’é,, Ei=e kY, (2.74)

How are the spin-connections &% and w® related ? Writing out the zero-torsion condition
for e* = (e?¢é%) and w®, and using the one for é% and &%, gives

0=de” +whe = e[do e — o™ + whe’], (2.75)
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which is solved as

Wit = &+ (GEY — GE)dhe. (2.76)
It follows that 1 1
VP =0, + wafl%d = Vi + §ézEdA3AU Ved (2.77)

Using y# = E#~ = e*"Eg’y“ = e 74*, we arrive at
ofe 1 4 ofe n—1 4
V= (7 51 BP0 ) = (74 7= ) (2.78)

where we used Y°vy.q = (n — 1)y4. This can also be written as

n—1

W: e_nTHU/X}e 2 U. (279)

For an infinitesimal variation do of the conformal factor this yields

; ! (Poo). (2.80)

Consider now the Dirac operator D = i¥/+ m~, as given in (2.42). Obviously, under a

n—1

OV = —0V+ "= 0hdo = —bo Y+ z

conformal rescaling the term m-~, does not change, so that

n j n— J— 1
D= iVhmy, =e 50V T tmy, = 0D =idV= —80i¥+ — i(pdo). (2:81)

One can also work out the variation of D? which requires some care, with the result

n—1

5D = 200 (D* — m?) + (§50) 7~ (n— 1)g" (,00) VP — "= (Accatardo).  (2.82)

Actually, we will not need this formula. The relation (2.79) and its direct consequences (2.80)
and (2.81) is all we will need.
2.4.2 Dirac operator in two dimensions
Let us now specialise to 2 dimensions i.e. n = 2 in the previous formula. Then
V= 6_%(7?}\76%0 , (2.83)
as well as
5D = —60(D — m.) + % (P60) (2.84)

§D* = =260 (D? — m?) + 4" (8,60) VP — %(Ascalaréa) : (2.85)

where v# = e"i,. Let us check that the factors e73% and €27 in (2.83) are exactly what
is needed for i¥to be hermitian: indeed, ¥is hermitian for the metric g. Then

(1, 1¥p2) = /d22\/§¢1iﬂ7¢2 = /dzz 562l e 271N (e27y)

= [ @2V (F(ed7o) (€7) = [ aayg (F0) v = (¥ ),
(2.86)

so that i¥is hermitian for the metric g. Actually, the same argument applies in n dimensions
with (2.79) and /g = €"’\/g. We see that we coud have derived the formula (2.79)
and (2.83) solely from the requirement that ¢¥ is hermitian for the metric g if z§7 is hermitian
for the metric g.
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2.5 Zero-modes

We will now collect a few results and remarks one can rather easily derive about the zero-
modes of the massless Dirac operator i¥on a two-dimensional manifold without boundaries.

We will easily re-derive that there are no zero-modes of i¥ for spherical topology,
and we explicitly obtain the zero-modes for toroidal topology (with doubly periodic spin
structure). For genus g > 2 we do not have explicit formulae for the zero-modes, but
we can nevertheless sufficiently characterise their dependences on the conformal factor, as
needed later-on. It is actually known [25, 26] that for genus g > 3, even the number of
zero-modes depends on the conformal class of the metric and no simple formula for their
number can exist.

2.5.1 General remarks about zero-modes

First recall that ¥ is purely imaginary so that if i¥iy = 0 then also i¥§ = 0. Hence, if
Yo is a complex zero-mode, then ¢ is another zero-mode.

As already noticed, i¥anticommutes with .. Then, for m # 0, D = i¥/+ m~, neither
commutes nor anti-commutes with . and we cannot have eigenfunctions of D of definite
chirality (i.e. being also eigenfunctions of 7). However, for m = 0, D = iV anti-commutes
with 7., so that .1, is eigenfunction of D with eigenvalue —\,,. Thus for A\, # 0 (and
m = 0), ¥, and 7,1, necessarily are orthogonal. For A, = 0 (and m = 0), however, this
is not the case. Instead one can always choose a basis of definite chirality eigenfunctions.
Indeed, if 1y is a zero-mode of i¥ without being an eigenstate of «, then .1y and vy
are two linearly independent zero-modes and one can form the two linear combinations
Yo+ = %(1 +,)1o. Obviously, the 1y + now are zero-modes of definite chirality. As is well
known, the difference of the number of positive and negative chirality zero-modes of i¥ is

0 —
called its index. Since v, = oy = | . Oz , the positive chirality eigenfunctions must be
i
1 . R . 1
~ | .| and the negative chirality eigenfunctions must be ~ .|. We see that they are
i —i

intrinsically complex, and complex conjugation switches the chirality. Hence there are as
many positive chirality as negative chirality zero-modes, i.e. the index of i¥is zero. Indeed,
this index is related to the Pontryagin invariant (see e.g. [6]) which vanishes in n = 4k + 2
dimensions, and in particular in 2 dimensions.

On the other hand, D? commutes with 7., and one can then take all the eigenfunctions
(zero and non-zero modes) of D? to have definite chirality. From the discussion of the
previous paragraph it is then clear that in general these definite chirality eigenfunctions of
D? are not eigenfunctions of D.

There are some simple standard arguments about when zero-modes can exist. First of
all, assuming the eigenfunctions to be normalised,

A —m? = (Yn, (D* = m?)ibn) = (Wn, (i9)°0n) = (i¥n, i¥4n) > 0. (2.87)

We see that
M > m?, unless iWi)p = 0 in which case A3 = m?. (2.88)
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In particular, if m # 0 we always have A2 > m? > 0 and there cannot be any zero-modes
of the massive Dirac operator. Furthermore, if ¥ admits a zero-mode, then the smallest
eigenvalue is \g = m

Next, we have

(ns (~Bap)tn) = = [ 2 \/Gu g™V, = [ A2 /g(ViPen) " Vi, = a* > 0.
(2.89)
Since the metric g"” is positive definite, & = 0 means that VP, = 0 for both u =1 and
p =2, i.e. ¢, must be covariantly constant. However, since [V1, Va|t) ~ R,1), we see that
a covariantly constant spinor can only exist on a manifold with vanishing curvature, R =0
everywhere, i.e. only on the flat torus. For all other two-dimensional manifolds without
boundary (and metrics) one has a? > 0. Next, it follows from (2.47) that

1
Z<R>n’ (2.90)

1
/\%—m2:a2+1/\/§72w2wn:a2+
where (R),, denotes the “mean curvature in the state v,,” If we choose a constant curvature
metric, R = 8%(1 — g) where g is the genus of the Riemann surface, this becomes

A —m?=a? +2£(1— g). (2.91)

We will show soon that there is a simple relation between the zero-modes of the metric g and
the zero-modes of the metric ¢ = €>?§. In particular, we may choose § to be the constant
curvature metric and then use (2.91) to argue about the existence of the corresponding
zero-modes or not. In particular, we see that for spherical topology (g = 0) the right-hand
side is a® + 2% > 0 so that A2 > m? and the Dirac operator cannot have any zero-mode
even for m = 0. For the flat torus we have A2 = m? + o? and for m = 0 one can have
zero-modes provided a = 0, meaning that the zero-modes must be covariantly constant
spinors that precisely exist (only) on the flat torus as we have just seen. Then there are
also corresponding zero-modes on an arbitrary torus.'® Finally, for genus two and larger,
the right-hand side of (2.91) can vanish and there are zero-modes of the massless Dirac
operator.

Remarks on comparing eigenvalues for vanishing and non-vanishing mass: let
us denote by :l:)\%) the positive and negative eigenvalues of D for m = 0, i.e. of i¥:
iwa,)w = :l:)\(o)w tn,i» Where the additional index i for the corresponding eigenfunctions
takes into account that the eigenvalues i)éf’) can be degenerate. Now, for i)\ ;é 0
these eigenfunctions are in general not eigenstates of v, and, hence, the d) tn,i are not
eigenfunctions of D = i¥4my,. Obviously then, there cannot be any linear relation between
the A, and the )\( ). However, we have DQdJin ;= ((iX7)2+m2)1/1f2L’i = ((:l:)\%o))2+m2)¢f7)m,
so that the w im‘ are eigenfiunctions of D? with eigenvalues

A2 = (A2 L2, (2.92)

n

15Since the latter cannot be covarianty constant and hence must have a? > 0 they necessarily have a
negative mean curvature: (R)o = —4a?.
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This means that the eigenfunctions 1, corresponding to A, can be identified with some

(0)

linear combination of the ¢, ;, and similarly for the v_,, = 1} corresponding to —\,,.

2.5.2 Zero-modes on a general torus

Before discussing the case of arbitrary genus, let us first consider the zero-modes on the
torus where we can give very explicit results. The general torus is defined by a) the
periodicity conditions of the flat torus and b) a metric given by g,, = 620(96)5#,/ (i.e. G =
8uv), where o(z) = o(z!, %) must also satisfy the appropriate periodicity conditions. Thus

from (2.83) we get
D = je30(®) /266 /2 4 mpy, = e 30@)/2 (ioz01 + 2‘0282)6"(“:)/2 + moy. (2.93)

The derivative and the mass terms behave differently under the conformal transformations.
However, we see that for zero mass, the zero-modes 1) ; are simply determined by

D™ O%gi(x) = iVioi(z) =0 = i@(e” @/ 2y (x)) =0, (2.94)

and one identifies e?(®)/2¢y(x) with the zero-modes 120@‘ of i@, i.e. the zero-modes of the
flat torus as determined above in (2.70). Actually, this argument generalises to arbitrary
genus as we will discuss shortly. What is special for the torus is that we know explicitly
the 12)\077;. Hence the two zero-modes of i¥ are

—o(xz)/2 .
Po1(x) =ce @201 (z) = ¢ e TR [
’ ’ 21219 \ =1/~

~ —o(x)/2 [ _;
wog(aj‘) = Ce*U(z)/z ¢0,2(x) = C ¢ (_i) s

(2.95)

27‘(\/27’2

where ¢ is a normalisation constant to be determined. Indeed, the normalisation now is
defined with respect to the metric g = €2?g as (no sum over i)

2 2 2 |C| - ’C|2 2
1= [ @fote) ) sapboite) = [ @eyGen e = /G
(2.96)
Of course, the integral in the last expression is not the area which would be

A = [d?z/Ge*®) . Also note that (27)27y is the area of the torus with metric g, i.e.
for 0 = 0. We now define the “area-like” parameters

A(n) = /d2m\/§€na(x) = A(Q) = A, A(O) = /Al = (271')27'2. (297)
Hence, up to a choice of phase, ¢ = A(1 /L A( , and
e—o@)/2 [ e—o@/2 [ _;
Yo1(z) = —F—— , Yop(r) = ———= . 2.98
@ == @ == (0 (2.98)
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It follows that the projector on the zero-modes is

e~ (o(z)+a(y))/2 X e~ (o(@)+a(y))/2 L 200
Z¢O,z woZ )—T 2X2_W 2%2 s (2.99)

which now depends on x and y, but is still proportional to the unit matrix (as for the flat
torus).

The zero-modes 191 and 12 as defined in (2.98) have definite chirality and then
also are eigenfunctions of D with non-zero mass. Indeed, we have v,¢91 = %01 and
V0,2 = —to,2 and then

Dpoq = mipop, Do = —mibo2. (2.100)

Thus, the above projector Py also is the projector on the eigen-modes of D, that become
zero-modes when the mass is taken to zero.

2.5.3 Zero-modes of iV for arbitrary genus g > 1

We have seen before that for genus zero (spherical topology) there are no zero-modes of ¥,
and we have just discussed the two zero-modes for a general genus-one manifold. Now we
want to establish some further general results valid for arbitrary genus. For higher genus
surfaces there are more zero-modes, but in any case there are only finitely many of them.
As already mentioned, their number depends [25, 26] on the spin structure and, for genus
g > 3 also on the conformal class of the metric, i.e. on the g(7;). Of course, within any
conformal class this number is fixed, and we have explicitly related the g ; to the 1;0,1‘. As
usual, we suppose that the zero-modes are all ortho-normalised:

i¥tho,i = 0, /dgw\/@w&i(fv)wo,j(x) = 8. (2.101)

As already discussed, these zero-modes can be chosen to have definite chirality, so that
even for non-vanishing mass they continue to be eigenstates of the Dirac operator: Dt ; =
my«Yo.; = £m o ;. Recall that the zero-modes of definite chirality necessarily are complex
and 1o, and tj, have opposite chirality and, hence, that there must be an even number
2ng of zero-modes, ng with positive chirality and ng with negative chirality, resulting in
a vanishing index of i¥. Let us then choose the labelling of the zero-modes such that
Yo, © = 1,...ng have positive chirality and g ;, i = no+1,...2n¢ have negative chirality,
and moreover such that zpai = Y0,itng, © = 1,...n0.
The projector on these zero-modes then is

2ng

no
=2 oil@) ) ¥y =23 (Woila )b () +45,4(0) 455" () (2.102)
This is indeed a projector in the sense that we have, by (2.101), the relation

[ &\/se)Potaw ) Po(z ) = Pol. ). (2.103)
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Since the zero-modes were chosen to have definite chirality £1 it follows that

VPo(z,y)v = Po(z,y) & [v, Po(x,y)] =0. (2.104)

Now, the only matrices that commute with ~, are 1o,2 and ~, itself. It follows that Py has
the following matrix structure

Po(z,y) = poo(z,y) Laxo + po(z,y) V. (2.105)

One can also argue, by choosing a basis of real zero-modes instead, that Py(x,z) is real
and hermitian, excluding the v.-piece for coinciding points. However, this argument does
not exclude a ~,-piece for x # y. For an arbitrary torus (with modular parameter 7
and conformal factor o), we could explicitly show that the matrix-structure is indeed
Py(x,y) ~ 1axo, and it would be nice to show this for arbitrary genus.

It will also be useful to define similarly

0

Qo(x,y) = Y (Yo.i(x) vl ,(v) — 5 () 5, (). (2.106)
=1
Obviously
Qo(z,y) = vPo(z,y) = Po(z,y)7x = po,o(z,y) v« + Pox(7,y) 1ax2, (2.107)
so that

/dzz 9(2)Qo(x,2)Qo(z,y) = /dQZ 9(z)Po(z, 2)Po(z,y) = Po(z,y). (2.108)

2.5.4 Conformal variation of the zero-modes and of the zero-mode projector

We will need the variation of the zero-modes under conformal transformations. For-
tunately this can be easily obtained exactly, generalising the above discussion for the
torus. Recall that under ¢ = €*’§ we have YV = e 37/ QWe"/ 2. Then Yipo; = 0 is
equivalent to §7( 7/2404) = 0 so that e?/%¢)g; is a zero-mode of W and we can identify
e?@)/24 () ~ hoi(x), i.e. the zero-modes of Ware g ;(z) ~ e~ 7@/ 2 ;(x). However, a
priori, they are not ortho-normalised. Instead, we can Consider the linear combinations of
the ng positive chirality zero-modes

)

Yo (x Z —0@2 0 () e (2.109)

and the corresponding complex conjugate relation for the negative chirality zero-modes.
Imposing the ortho-normality of the 1) leads to

Swt =Y i PoijCit (2.110)

.3

where we have defined the (constant) matrix Py as

Pos = [ d2ay[() 7@ 3 (@i, (@) (2.111)
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Although the Py;; are constants, they are actually functionals of the conformal factor
o. In matrix notation (2.110) reads 1 = c/Pyec so that Py = (¢ H)iec™ and Py =
cc' which shows that Py is hermitian.'® In components this reads CiCl; = (770),;11, and
inserting (2.109) into the above definition of the zero-mode projector Py we find

70

Z'@Z}O % ﬂ}o i ‘|‘ C.C. =¢€ —(o(@)+o(y))/2 Z ((Pal)ZJ1ZO71(I')Q/ZJ\J,J(y) + C.C.).
i,j=1
(2.112)
Since Qo = v«FPo = Poy«, (o obeys a completely analogous relation except that the
negative chirality modes contribute with a minus sign to the sum. Hence, it will be enough
if we further discuss Py only. For our later computations it will also be useful to introduce

the following notations

Po(a,y) = @2 Py(a, )02, Po(ay) = 3 (P igthoa @) 9) + c.c),
i,j=1
(2.113)
Poz,y) = 3~ (oi(@)d(y) + c.c.). (2.114)

7

One must keep in mind that the quantity Pg(z,y) still depends on o due to the appearance
of €7 in the ortho-normalisation matrix Py of the zero-modes. Moreover, it is the inverse
matrix Py 1 which appears in Py. Hence, the overall o dependences of the projectors are
rather non-trivial. Under an infinitesimal conformal variation with do we have

1 0
SFo(x,y) = —5 (80 (x) + do(y)) Po(e,y) - [Z(cfmc)zj Yoi()vd;(y) + c.c.}. (2.115)
i=1
A somewhat simpler quantity is
no
/d2y\/§5a(y) tr Po(y,y) = Z (770_1)1-]457707]-1' +c.c. =26 Tr logPy =26 logdet Py,
ij=1

(2.116)
where here Tr and det denote the trace and determinant of the ng X ng matrices and the
factor 2 occurs since Py is hermitian and hence the trace is real.

How shall we interpret the quantities Po w? We have seen that for the example of a
torus, ng = 1 and @Ji(z)lzm(z) = ZA’ where A = [d?zy/g. Hence there is a single P
which equals Py = AT with Ay = [d?zy/g e’ an area-like constant. Similarly, on a
general genus Riemann surface we will interpret the Pg;; as a finite number of area-like
parameters. Of course, the appearance of a term (Py 1)ij is non-local in ¢ but it is no more
non-local than a factor %.

160f course these relations only determine the matrix c up to right multiplication with any unitary matrix,
consistent with the fact that this just leads to another orthonormal basis of the positive chirality zero-modes

Yo, k-
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3 Fermionic matter partition function and gravitational action

3.1 Fermionic functional integral for Majorana spinors

We define the matter partition function for fermionic matter with action S= [ d2x\/§ I Dp,
where D = i¥+my,, on a two-dimensional manifold with metric g as the functional integral

Zuils) = [ DWexp(=Slo, W), Slg.¥) = [Payg¥iDw,  (31)

where we wrote Dy to insist that this is the Dirac operator D for the metric g (and
corresponding vielbein e and spin connection w). We want to consider here only Majorana
spinors W, which means that ¥(z) is an arbitrary anti-commuting real spinor and Ut = 9T,
The Dirac operator is purely imaginary. Nevertheless, our action is real, as it should.
Indeed, recall that for anti-commuting objects a and b, complex conjugation is defined as
hermitian conjugation and reverses the order, so that (ab)* = b*a*. Now (D,V)* = —D, V.
Then (S[g, ¥))* = [ (€TD,¥)" = [((D0))"% = — (D)™ = + [ WTD,¥ = S[g, W],
where we used the anti-commutativity in the last step.

Before going on, let us show that if we considered instead a Dirac spinor, i.e. an anti-
commuting complex spinor ¥piac = U + i\ff, where ¥ and ¥ are two anti-commuting real
(Majorana) spinors, the action for the Dirac spinor (with the same Dirac operator D) would
simply be the sum of the actions for the real and imaginary parts, ¥ and (Iv/, separately
without any cross-term, namely

S[gulpDirac] - S[Q? \II] + S[gvifl] (32)

Indeed,

5[97 \IjDiraC] = /‘IlirDiracD‘ljDil‘aC = /(‘1’ + ’LE’)TD(‘IJ + ’L\i’)

~ N N (3.3)
= S[g, ¥] + S|g, ¥] — z/ (UTDV — UTDV),

and, using the hermiticity of D and the fact that ¥ and U are real and anti-commuting
and that D is purely imaginary, one easily shows that [ (\IITD\II — \IITD\II) = 0. It then
follows rather straightforwardly that one has for the corresponding partition functions

Z05°lg) = | DUiacexp (=819, Voinac)) = [ DUDTexp (~S[g. 9]~ Sl ¥]) = (Zuna 1)
(3.4)
Thus the matter partition function for a Dirac spinor is simply the square of the matter
partition function for a Majorana spinor, and we may thus consider the latter as the more
“fundamental” object to study. Hence, for the remainder of this paper we will consider
Majorana spinors only.
We can then expand the anti-commuting real (Majorana) spinor ¥ on a complete set
of real eigenfunctions of Dy:

V(@) = —= (X (buxa(@) + eudn(@) + 3 ditoi(a)). (3.5)

1
VI
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Here and in the following it is understood that the ¢, and yx, are the real eigenfunc-
tions of Dg, satisfying Dy¢n, = —iApxn and Dgxp = iAp¢y (cf (2.55)) for strictly positive
eigenvalues A, > 0. In particular, they are orthonormalised according to (2.58). The or-
thonormalized zero-modes, if present, are denoted 1)y ;. Recall that zero-modes are present
only for m = 0 and genus g > 1 and then there are only finitely many of them. Of course,
they are also orthogonal to the ¢, and x,.

The eigenfunctions x,, ¢, and vg; are real, commuting functions, providing an or-
thonormalized basis. Since v is anticommuting, the expansion coeflicients by, ¢,, d; must
be real and anti-commuting. Then

1
V@) = = ( Do (boxh(x) + endh () + 3 di (), (36)

were actually x| = x;}, o = or, @Dgﬂ- = 1#(?7 ;- We have also introduced an arbitrary mass
scale p so that these coefficients b,,, ¢, d; are dimensionless. Indeed, from the normalisation
condition of the eigenmodes one sees that the x,, ¢, and 1g; have engineering dimension
one, i.e. xXp ~ ¢p ~ Yo; ~ p, and since ¥ must have dimension % so that the action
Ik de\/ﬁ \I/TDQ\I/ is dimensionless, we see from (3.5) that b, ¢,, d; are indeed dimensionless
thanks to this explicit factor iﬂ

Inserting the expansions (3.5) and (3.6) into the action S as given in (3.1) we get,
thanks to the orthonomality of the eigenfunctions and the anticommutativity of the ex-

pansion coefficients b, and ¢,

Slg, V] = /d%\/g UID,W=2iY" A:cnbn, (3.7)
n
where of course only the non-zero modes contribute. Note that, despite the explicit
appearance of the factor i, this expression is real as we have shown before. Indeed,
(icpbn)* = —ibpen = +icyby.

The functional integral measure DV is defined in terms of grassmann integrals over
these coefficients b, and ¢,, as D¥ = [ [],; db;d¢;, but not including the d;. For grassmannian
variables the integrals are non-vanishing only if each b,, and ¢, appears exactly once in the
integrand. Expanding the exponential then gives

An An
Zmatlg] = /Hdbl decjexp (—22' Z Mcnbn> = NH e (3.8)
l n

n

where N is some overall (infinite) “normalisation” constant that will drop out in the end.
The product is only over all strictly positive eigenvalues A,. In principle one could have also
done the integral over the zero-mode coefficients d; but then one needs to insert an extra
factor []; d; inside the functional integral to get a non-vanishing result. This result would
have been the same as in (3.8), where we excluded the zero-mode integration from the
beginning. Since there is a certain arbitrariness in dealing with the zero-modes, if present,
one can also define Z,¢ with some zero-mode related factor included (like e.g. VA in the
case of a scalar matter field, see [14]). We will come back to this point later.
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The gravitational action was defined in (1.1) as Zyat[g] = ¢~ Seravlg.9] Zmat|9g], or equiv-
alently Sgrav]g, g] = —log %t[‘g%] so that

n An g
Sgrav 9, g log H log H ,u[g] (3'9)
n

Since the product over n only involves the non-zero eigenvalues this is sometimes denoted
as [[},, but in our convention n runs only over the non-zero eigenvalues anyway, so the prime
is not necessary. We may also rewrite this in terms of the determinant of D?, which has
eigenvalues A2 for the y, and A2 for the ¢, and possibly 0 for the o,;- The determinant
of D? computed on the space of non-zero-modes is conventionally denoted by Det’ so that
here we are interested in Det’D?:

2
Det'D? = (H A,%) : (3.10)
n
and 1 1
Serav]g, 9] = 1 log Det’D?[g] + 1 log Det’D?[g). (3.11)
3.2 Zeta function regularization

All these determinants and products of eigenvalues are, of course, ill-defined since the
infinite products are divergent, and have to be regularized. We will use the standard tool
of regularization via the corresponding zeta-functions [28, 29].

3.2.1 Zeta-functions of positive operators

The zeta-function of an operator O with eigenvalues A,, > 0 is defined as
=Y A" (3.12)
n

Proceeding formally, i.e. disregarding whether or not the series converges, the determinant
of O is related to the derivative of this zeta function at s = 0 as follows

Ch(s) = %C@(s) =— Z(logAn)A;S =  (H(0)=— Z(logAn) = —log Det O.

n n
(3.13)
For the operator D? we are interested in, the corresponding zeta-function is

(p2(s) = 22 (A2~ (3.14)

since each eigenvalue A2 > 0 occurs twice, once with eigenfunction Y, and once with
¢rn. Again, also, the sum obviously does not include any zero eigenvalue in case there are
zero-modes.

The zeta-function regularization is a standard technique to regulate and possibly assign
finite values to otherwise diverging sums. The zeta-functions of operators are generalisa-
tions of Riemann’s zeta function (g, defined as

= i noe, (3.15)
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3.2.2 A short discussion of Riemann’s zeta function

It will be useful to briefly discuss some of the well-known properties of Riemann’s zeta-
function, in view of the generalisation of these properties to the zeta-functions of operators.
Riemann’s zeta function as defined by the sum (3.15) should be considered as a function
of a complex argument s € C. Then the sum is absolutely convergent for fs > 1 (Rs
designates the real part of s). Indeed, for complex s write s = s + isg so that n™% =
n~sin T2 = pTs1ei2187 and |n~%| = n %1, which shows that the sum indeed converges
absolutely for s; > 1, i.e. ®s > 1. This then defines an analytic function (g(s) for all
Rs > 1. This function can be analytically continued to R8s < 1. The function that results
from analytically continuing (g will still be still called (g. Riemann has shown that this
analytic continuation defines a meromorphic function on the whole complex plane with a
single simple pole at s = 1 with unit residue. This means that (g(s) is an analytic function
on all of C\{1} and that lim,_,1(s — 1)(g(s) = 1. In particular, (g (0) = —3 is finite.

An important ingredient in this analytic continuation is Euler’s Gamma function,
defined as

F(s):/ dtts e Rs>0. (3.16)
0

Integrating by parts, it is trivial to show that, for s > 0, I'(s) satisfies the functional
relation I'(s + 1) = sI'(s). This relation can then be used to define I'(s) for Rs < 0, except
at the isolated points s = 0,—1,—2,.... Indeed, the functional relation shows that I'(s)
has simple poles at all negative integers and 0, and is otherwise analytic. Similarly, for
Rs > 1, the sum (3.15) admits a simple integral representation

S 1 L1

Qi p— det®— iy 1 3.17
> r<s>/0 SR> 1 (3.17)
n=1

o] nt

as one sees by expanding (e! — 1)7! = 3°°° e~ and interchanging the sum and the

integral, which is justified when both sums converge absolutely, i.e. for Jts > 1. For later

reference let us denote

[e'e] Cin 1
Kr(t)=) e ™= — (3.18)
n=1

and refer to it as the “Riemann heat kernel”. Then the previous equation can be sum-
marised as

Culs) = F(ls) /0 T at e KR (1), (3.19)

We will heavily use a generalisation of this relation later-on.

The basic functional relation used to perform the analytic continuation of (g is the
identity proven by Riemann: the function £(s) = 7~%/2T'(s/2)(r (s) satisfies £(s) = £(1—s).
The proof of this identity uses various standard techniques including Poisson resummation
and Mellin transforms of theta functions (similar to the integral representation (3.17)). We
will not go into details here. Instead, we will give a heuristic argument why the integral
representation (3.17) or (3.19) of (g can be analytically continued to yield a meromorphic
function on the whole complex plane with a single simple pole at s = 1 with residue 1.
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Again, this argument will be generalised below to study the zeta-function associated with
our operator D?.
First, observe that any singularity of the integral [ dtt*~ 1

t — can only come from
the region t — 0 where the integrand behaves as 72, while for ¢ — oo the exponential
decrease of the integrand ensures convergence. So let us isolate this small-¢ region by

choosing some small (but finite) positive real € > 0 and split the integral (3.17) into 2

(/ dtt51

In the first integral we can replace

parts:

) . (3.20)

by 1 7 up to terms that contribute at

1 _
et—1 — t+t2/2+
most an order € correction. Then the first integral is elementary and yields

s—1

s—1

/Edtts_2 = £ g _ ¢

0 s—1lo

This term exhibits the pole at s = 1. Indeed, letting s — 1 (for ﬁxed €) one has ¢! =
els=Dloge — 1 4 (s —1)loge + ... and we get for the first integral —5 + loge + O(s — 1).
On the other hand, the second integral in (3.20) is regular for all s € C and defines some

since Ns > 1. (3.21)

analytic function for all s € C. We see that this allows to define (g as a meromorphic

function on C with a single simple pole at s = 1 with residue 1. One might still worry about
_ -0

= 5

the order e-corrections to the first integral as they seem to lead to [; dt ts = t; .
i.e. to a pole at s = 0. However, this pole is cancelled by the zero of ﬁ at s = 0. The
same cancellation occurs for all would-be poles at all negative integers. Hence there is only

a single pole at s = 1.

3.2.3 Expressing the gravitational action in terms of (p-

Let us now come back to the zeta-function (3.14) of our operator D2. In the next section, we
will discuss the convergence properties of the sum, as well as the properties of its analytic
continuation, and see that just as (g, our (p2(s) is analytic, except for a single simple pole
at s = 1. Hence, formally taking the derivative of the sum with respect to s and setting
s = 0 gives as before

(0 ——QZlog/\Q —2logH)\2 (3.22)

Of course, the expression on the left-hand side is computed from the analytic continuation
and thus provides a way to make sense of the otherwise diverging sum on the right-hand
side. Similarly, (logu?)(p2(0) = 23, logu? = —2log[], ﬁ These (p2 depend on the
metric g via the dependence of D? on g. Thus, to indicate the dependence on g we should
denote them as ( D2 but for notational convenience we will simple denote them as (;. Then

A
~2log [ ] 75 = Cp3 (0) + (log %) Cpz(0) = ¢ (0) + (log %) 5 (0)- (3.23)
It follows that the (regularized) gravitational action is

Seaasl9 3 = 3 (64(0) + (08.12) () — 1 (4(0) + (o2 G(O). (3:24)
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We want to determine this gravitational action for g, (z) = ezg(m)gw(x). Our strategy
will be to first determine §Sgray for infinitesimal o (around an arbitrary metric g) and then
“integrate” this variation to obtain Sgrav[g, g]. Obviously, the variation of the gravitational
action is given in terms of the variation of the zeta-function (4(s) (and of its derivative
(y(s)) around s = 0. To obtain this variation, we need to study the variations of the
eigenvalues A, under a corresponding variation of the Dirac operator D, which we will do
next. To fully exploit these results we will need to study in some detail Green’s functions,
local zeta functions and local heat kernels and their variations - which will be the subject

of section 4.

3.3 Variation of the eigenvalues: perturbation theory

We want to study how the eigenvalues ), (or A\2) change under local conformal rescalings
of the metric with some do(z). The variation 6D = i6¥ of the Dirac operator D has
been obtained in section 2.4, see eqs (2.80) and (2.84). Recall that Dx, = i\,¢, and
D¢, = —iMAyXn. Then under D — D+6D we have A, = A+, as well as xp, — Xn+0Xn
and ¢, — ¢ + Oy:

(D +6D)(Xn + 0Xn) = i(An + 0An)(In + 60n) = 0Dxn + Doxn = i6Andn + iAndn.

(3.25)
Taking the inner product with ¢, and using the hermiticity of D one gets
ié)\n(ﬁﬁna ¢n) = (¢na 6DXn) + ((bna D(SXn) - Z)\n(¢n7 5¢n) (3 26)
= (¢n, 0Dxn) + iAn(Xn, 0Xn) — iAn(@Pn, Obn)
so that
02 = =i(¢n, SDXn) + A (X 0xn) = (6, 560) ) (3.27)

In “ordinary” first order perturbation theory in quantum mechanics one has a relation
analogous to (Xn,dXn) = (¢n,d¢n) = 0 that translates that both x, and x, + dx, are
normalised to one, and similarly for the ¢,. Here, however, one must take into account
that the y, and ¢, are normalised with the metric g, while x, + dx, and ¢, + d¢, are

260

normalised with the metric e°?g. Let us write out what this implies (to first order in the

perturbation):

1= /dzﬂ: 97 (X + xn) " (xn + 0xn) = /d% VG (XX + 260 X8 Xn + 0XE xn + X 0Xn)

(3.28)
The first term [ d2x ﬁx};xn is just (Xn, Xn) = 1, while 6xf xn = 6xExn = XL 6xn = X1 0xn
and we get

(X 0%a) = = [ 5o (@h(@)xale) = = [ o3 (3.29)

where [ ... is short-hand for [d?z\/g.... Similarly, (¢n,d¢,) = — [dodl¢n. Replacing
0D = id¥, we can then rewrite (3.27) as

5%=%M%m+%/%%%—%m) (3.30)
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Next, we insert W= —do ¥+ 2950, cf. (2.84), and integrate by parts (cf (2.29)), so that

(00:0%0) = = [ 806} Tt 5 [ r0068} == [0 (61Tt (F6) et 5607
= — [0 ((=ieh,(D=ma et 5 (D=m)6n) o= 50 (D=
= [57(3rbhén= raxdn +imalxa ). (3:31)
and then
A = / oo ¢>T bn + XhXn) + zmqbn%xn) (3.32)

Since ¢n, Xn and iy, are real, we have ¢l ivixn = (dLivaxn)T = X! (—4)Ve¢n, and we can
also rewrite this as

=5 / 60 ¢T On + Xan) + Zm(¢n7*Xn Xj—ﬂ/*ﬁbn)) (3-33)

This allows us to express the variation of ((s) as
o 0An
$) =2 0(\*) =—4s) oy
n n n

. . (3.34)
= 28/50 >~ (55 (0hn + Xhxa) + i (hvexn = xi1e6n) ).
n n n

Let us make a remark about zero-modes if they are present. By zero-modes we here
mean solutions g; of i¥i; = 0, or in terms of the real and imaginary parts i¥eo,; =
i¥x0,; = 0. Then iXgpo; = Dxo,; = my«Xo, so that necessarily A\g = m and ~v.x0,; =
i¢o,;. Similarly v.¢0,; = —ixo0:. We have seen that under a conformal transformation the
zero-modes change in a rather simple way so as to remain zero-modes of the conformally

transformed ¥, In particular then the new eigenvalue is still A\g = m, so that

§ho = 0. (3.35)

Let us check this from (3.32). One has gbg,igbw = —i¢$7iv*xo7i, and XJ(r),iXOJ‘ = ixg,i'y*qﬁo,i =
(ixaﬂ*gzﬁw)T = —igb&i'y*xo,i. It follows that the bracket on the right-hand side of (3.32)
vanishes for n = 0, confirming g = 0. It follows that in (3.34) we can just as well exclude
the contributions of the zero-modes and replace }_,, — >, .

4 The tool box: heat kernels, zeta-function and Green’s functions

In this section we set up and discuss the technical tools we need to obtain the gravitational
action. This includes in particular local heat kernels, local zeta functions and Green’s
functions. As we will see, they are all related through various relations. An important
detailed computation about one of the two the heat kernels we introduce, namely K, is
deferred to appendix A. Some partial results about the other heat kernel (K_) are presented
in appendix B. General references on the heat kernel are [23, 24, 30, 31].
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4.1 The basic tools: definitions, relations and properties

Throughout this section we assume the mass m is non-vanishing, so that D = iY+m-y, has
no zero-modes. As discussed above, i¥ has zero-modes for manifolds of genus g > 1, but
the non-vanishing mass implies that A\, > m > 0. The absence of zero-modes of D is an
important assumption. It means in particular that all zeta-functions ¢, Green’s functions
G, determinants Det, etc can be straightforwardly defined in terms of sums or products of
all eigenvalues / eigenfunctions. On the other hand, in the zero-mass limit the zero-modes
of i¥ become zero-modes of D. One can then still define corresponding quantities 5 , é,
Det’ etc by excluding the zero-modes from the sum / product. However, these modified
quantities satisfy different relations from those satisfied by (, G and Det. For example, the
Green’s function G(x,y) of D? satisfies D2G/(z, ) = 6@ (2 —y)12x2 while in the presence of
zero-modes, G(z, y) satisfies a similar relation, D2G(x,y) = 0@ (x—y)1axo— Po(z, y) where
on the right-hand side one must subtract Py(z,y), the projector on the zero-modes, which
was discussed in subsection 2.5. Since we are interested in the effective gravitational action
for massive matter, one might think that this complication just does not occur. However,
for massive bosonic (scalar) matter a fruitful method was to do a small mass expansion
around zero-mass, and the same will be true here. One must then express everythlng in
terms of quantities that have a smooth limit as m — 0, and these are the G C , etc. On
the torus we could compute the zero-mode projector exactly, and on higher genus Riemann
surfaces we could still sufficiently characterise its structure. This will allow us in the next
section to obtain the variation of the gravitational action in an expansion in m? to all
orders, and on arbitrary genus Riemann surfaces. This is quite some progress with respect
to [1]!

Having said this, we emphasize again that throughout this section we assume that
D has no zero-modes (i.e. that either m # 0 or that we deal with spherical topology).
Recall that we had defined the complex eigenfunctions 1, and v} (and hence also the real
eigenfunctions y, and ¢,) such that A, > 0 and

Dy, = Mtbn, DY) = =Xbr,  Dxp = iAydn, Dop = —idpXn. (4.1)
In terms of these eigenfunctions the completeness relation reads
5@ (g —
3 (@) + 6n(2)0h(0) = - (a0 w) + h@@hw)) = Y 1y,

n n \/g

(4.2)
4.1.1 Local zeta-functions
We define two local zeta-functions (4 (s, z,3) and (_(s, z,3) as
Cels,z,y) = DA (xn(@)xh (y) + dn(2)0h ()
((s,2,y) = z": A2 (xn ()0 (y) = dn(@)xh (y)) (4.3)

n

where z = (2!, 22) and y = (y',y?) denote points on the manifold. Note that these local

zeta-functions are real 2 x 2-matrices. They can also be rewritten in terms of the 1,

-39 —



and v} as
Cr(s,2,) = D0 (Wn(@) 0] (y) + U (@) (03) () |
C-(s,2,y) =i Y A (Wn(@)0h (y) — v (@) (W3) (). (4.4)

As we will see below, ¢, (1,x,%) is the Green’s function of D2, while —iC,(%,a:,y) is the
Green’s function of D. It is for this reason that we need to introduce the “strange-looking”
(s, ,y). N

As mentioned above, we will also encounter the local zeta-functions (i (s,z,y) with
the zero-modes of i ¥ (if present) excluded from the sums. The contributions of these zero-
modes is precisely given in terms of the zero-mode projectors Py defined in (2.102) and Qg
defined in (2.106). Hence we obviously have

PO & (sm) = sy~ LED )

ng(S,Q?,y) = C+(5,93,y) -

There is an important relation between (4 and (_ which generalises the relation be-
tween the corresponding Green’s functions. It follows immediately from (4.1) and the
definitions (4.3) that

. 1 ) 1
D:CC-i-(s?xvy):_ZC— (s_2uxay>) DIC—(S7:U7y):/LC+ <5—2,$7y> )

D%C:I:(S,l',y) :C:E(S_lvxay)v (46)
where the subscript « on D indicates that the derivatives are with respect to x. Since
Dy Py(z,y) = myPo(z,y) = mQo(z,y) and DeQo(z,y) = my:Qo(z,y) = mPy(z,y), these

relations (4.6) immediately also carry over to the (4 (s, z,y).
Denoting the trace over the 2 x 2 matrices by tr, and using the orthonormality of the
¢n and x, we have

/de\/g tr (4 (s,z,z) = 22 A2 =((s), /dQ:n\/g tr¢_(s,z,2) =0, (4.7)

where ((s) is the zeta function of D2
The following (anti-) hermiticity relations follow directly from the definitions (4.3):

(C+ (s, x,y))T = (4 (s,9,2) = (4(s,x,) is real and hermitian ,

(C—(s, av,y))Jr =—(_(s,y,7) = (_(s,x,x) is real and anti-hermitian. (4.8)

There are 3 possible hermitian and real matrices, namely o,, o, and 1ax2, while there is
only a single real and anti-hermitian matrix, namely iv.. Hence, we can already assert that

C—(s,x,2) ~ iy . (4.9)

On the other hand, for (i (s,z,z) the present argument would allow 3 possible matrix
structures, while later-on we will find that (4 (s,z,z) ~ 1axo .
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The convergence properties of these local zeta-functions depend essentially on the
large-n behaviour of the eigenvalues A\2. Indeed, equation (4.7) more or less suggests
that multiplying the A% by X! (2)x»(y) and ¢} (2)¢,(y) does not change the convergence
properties.!” Of course, discussing the convergence of a sum of functions (or even functions
of 2 arguments) needs somewhat more care and requires specifying an appropriate norm in
which the convergence is to be appreciated, but without going into these details it is clear
that we get a good deal of information about the convergence of the local zeta-functions by
studying the behaviour of the large eigenvalues, which amounts to studying the convergence
of the (integrated) zeta-function ((s).

The behaviour of the large eigenvalues of D? is dictated by the leading 2-derivative
term in D? which, by (2.48), is the same as the one of the scalar Laplacian, and which is
the same as in flat space (with periodic boundary conditions). This amounts to saying that
the large eigenvalue behaviour (“UV-behaviour”) reflects the short-distance properties of
the manifold, and at short distances all manifolds are locally flat. Thus the leading large n
behaviour of the A\, must be the same as in the case of the flat torus where the eigenvalues
depend on two integers n1 and ny. We have seen before that for general periods of the torus
the eigenvalues are )\2 n + (w) + m?. Thus, for large eigenvalues we will always
have A2 = \2 ~ a?[n} + (m) | for some a which sets the scale. This is essentially the
statement of Weyl’s law [32] about the large eigenvalues of the Laplace operator.'® Then
for large |n1| and large |n2| we approximately have

Z )\;23 ~ 28 Z [ %+ (nz —|—7‘1n1>2]_

(17 (00 (112 £(00) & (4.10)

/ 2k [lﬁ <k2+nk1>] S’

where D is some domain “of unit radius” around the origin. Assuming convergence, we
: _ _ kotmik :
change variables to p; = k1, ps = e and go to polar coordinates so that

oo oo
Z A2 27TCL_2S’7'2/ dpp (p*)~% = 7TCL_2S7'2/ degs
ni,n2 1 1

(4.11)
~ a2y Z n"* = a1 Cr(s).

We see that the convergence properties of the zeta-functions of Laplace-like operators in
two dimensions are exactly the same as for Riemann’s zeta-function ! It follows that, just

" This argument is certainly true for the convergence properties of the sum. For large eigenvalues, we
expect the corresponding ¢n(a:)¢f1 (y) to be rapidly oscillating functions of z and y, leading to cancellations
between adjacent terms in the sum, and thus to a possible improvement of the convergence of the sum. But
this rapidly oscillating behaviour and the corresponding cancellations also mean that one has to examine
more carefully the usual argument made for the heat kernel, see below, that for small ¢ the sum is dominated
by the large eigenvalues.

18We see that the behaviour of the large eigenvalues does not depend much on the details of the geometry.
It depends to some extend on the global structure like boundary conditions. And it does, of course, crucially
depend on the dimensionality of the manifold.

— 41 —



as for the sum defining Riemann’s zeta function (g(s), the zeta function ((s) = (p2(s) is

defined by a convergent sum for Jts > 1. As explained before, we then also expect that

the sums defining the local zeta-functions (4 (s, z,y) are convergent expressions for s > 1

and are otherwise defined by analytical continuation. Below, we will indeed confirm this

expectation and show that, for x # y, (+(s,z,y) can be defined as analytic functions for

all s € C, and that ((s,z,x) has a single pole at s = 1 while (_(s,z,x) has a single pole
1

ats:i.

4.1.2 Local heat kernels

We similarly define local heat kernels that are again 2 x 2-matrices:
wtoy) =3 e M5 (n (2)X0(¥) + én(2)8h ()
—Ze‘“wn V() + U @) W) W),
(tay) = ze”xn 61 () = du(@)xh ()
=i ze (e (@)ed () — (@) @3) (W)-

(4.12)

Again, if necessary, one can also define the corresponding local heat kernels with the zero-
modes of ¥ excluded as

Ki(tyo,y) = Ky(ta,y) —e ™ Po(a,y), K-_(t,2,y) = K_(t,2,y) —ie "™"'Qo(z,y).
(4.13)
One could also define

K(t2,9) = gKo(tm,y) — K- (hay) = Y e Mn@pils).  (414)

n

Then the real functions K4 constitute (2 times) the real and (—2 times) the imaginary
parts of 2/C.

It follows from (4.12) that the large-t behaviour of the heat kernels is controlled by the
smallest eigenvalue. Since we assumed that there is no zero-mode, we have A2 > 0 and for
t — oo all our heat kernels vanish (at least) as e_’\?nint, where Apin denotes the smallest
eigenvalue:

Ky (t,2,Y) ~isoe O Mmint). (4.15)

From the definitions (4.12) one sees that K} and K_ (and hence also K) satisfy the
“generalised heat equation”

d

where the subscript  on D? indicates that the derivatives are with respect to . In
appendix A we explain how one can obtain the asymptotic small-¢ expansion of K (¢, x,y)
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from this differential equation and an appropriate “initial” condition for K. Indeed, one
sees from the definition (4.12) and the closure relation (4.2) that for ¢ — 0 we have

8@ (z —y)
NG

which is the “usual” initial condition for a heat kernel, as also assumed in the appendix.

K—‘r(trxay) ~ 12><21 (417)

However, no such simple initial condition holds for K_. This is why the method of appendix
A yields K4 and not K_. In particular, in the appendix we work out the relevant first few
terms of the small-t expansion of K, which we will need below.

Another way to see the differences between K and K_ is to note that K contains the
full sum of all eigenfunctions of D, namely the v, and the ¢. Thus if one uses a different
basis for these eigenfunctions one still gets the same K. Moreover, the v, and the
appear symmetrically. We can write K (t,z,y) = (z[ X )2 e_A%tP(A%) ly) where P(\2) is
the projector on the eigenspace of D? with eigenvalue A2. This makes clear that one could
use any basis of eigenfunctions of D?. This also explains why one is able (in principle)
to obtain K, uniquely by solving the heat equation (4.16) for the operator D? with the
appropriately prescribed initial condition. However, this is not true for the imaginary
part K_ of K. We see from (4.12) that the definition of K_ is not simply a sum over all
eigenfunctions of D?, but that we made a certain distinction between the eigenfunctions
of D with eigenvalues A\, > 0 and those with eigenvalues —\,, < 0. (Recall that we always
take A\, > 0.) Clearly, the operator D? does not make this distinction, and hence, one
cannot simply get the K_ by solving (4.16).

What can be said about the matrix structure of the heat kernel K. (t,x,y) 7 As
just explained, K, can be obtained by solving the heat equation (4.16) with initial con-
dition (4.17). Now it is clear from (2.43) and (2.48), that the matrix structure of D? is
1(...) + 7v«(...). It then follows that K (¢, x,y) must have the same matrix structure:

Ki(t,x,y) = KQ(t,z,y) 1+ K5 (t,2,y) . (4.18)
What can be said about K_7 Define an auxiliary quantity L(t,z,y) as

e Mnt

)\2
N (@) () +45 (@) (05) ()

(4.19)
which is now constructed from the eigenfunctions and eigenvalues of D? only, without any

et
L(t2,9)=1 3 —— (@)X () +0n(2) 0L ) =i 3

distinction between positive and negative eigenvalues. We then have
K_(t,z,y) = D, L(t,x,y), (4.20)

Obviously, L(t,x,y) also satisfies the heat equation (4.16). Its initial condition is

L(t2,) ~0 13 3 Oen(@XE(0) + 9 ()6 ). (421)

n

However, contrary to the completeness relation, we do not recognise here any known func-
tion (or distribution). This prevents us from obtaining L in analogy to what is done for
K, in appendix A.

43 —



Let us nevertheless see what we can say about K_ and K on general grounds. In
analogy with the discussion for the local heat kernels, it follows directly from the defini-
tions (4.12) of Ky and K_ in terms of the eigenfunctions v, and ¢ that

(K+(t?xay))T = K+(t7y7$)v (K—(tax7y))T = _K—(t7y7m)7 (422)
so that for x = y we simply have
(K+(t,.§6,$))T = K.t,.(t,{l},(lf), (K_(t,x,:c))T = _K_(t,.’l/’,.'lf). (423)

This means that K (¢,x,z) is hermitian and K_ (¢, z, ) is anti-hermitian. Moreover, they
are both real. The only real and anti-hermitian matrix is iy, and it follows that:

Ki(t,x,x) ~ laxa, K_(t,z,x)~ V. (4.24)

4.1.3 Relating zeta functions and heat kernels

There is a well-known relation between zeta-functions and heat kernels which generalises
the relation (3.19) for Riemann’s zeta function. This relation also generalises to the local
zeta-functions and local heat kernels we have defined:

g:l:(sawvy) = 1—‘(18)/000 dtts_l Ki(t7m7y)' (425)

Indeed, these relations (4.25) follow trivially (for s > 1) from inserting the definitions of
K as a sum over the eigenvalues and eigenfunction, interchanging sum and integration
and doing the integrations term per term as (I'(s))~! [°dt¢5! e = AZ25(I(s))
Jedt' ¢ e = X;%5. Then, the relation (4.25) can be obtained on all of C as an
identity between meromorphic functions by analytic continuation.

The relation (4.25) is a special case of the Mellin transform. The Mellin transform
M(f) of a (continuous) function f is

pl5) = MU = [~ atfo e, (4.26)

If this integral is absolutely convergent in a strip a < Rs < b, then ¢(s) is analytic in this
strip, and f can be recovered by the inverse Mellin transform defined as

1 c+1i00
= M@0 = 5 [ dspls) . a<e<b (4.27)
271 Je—ioo
We can then interpret equation (4.25) by saying that the I'(s) (4 (s, z, y) are the Mellin
transforms of the heat kernels K (¢, x,y). The inverse Mellin transform then allows us to

get the heat kernels back from the zeta functions as

1 c+i00
Ki(t,xz,y) = —/ dst™*T'(s) (s (s,x,y), (4.28)

271 Je—ioco

where the real ¢ must be chosen such that I'(c 4 io) (1+.(c + i, x, y) is analytic for all real
o and tends uniformly to zero as ¢ — £oo. One can show that any ¢ > 1 is a convenient
choice. This is discussed in more detail below.

— 44 —



The relation (4.25) translates (4.24) into the corresponding relations for the zeta-
functions at coinciding points, confirming the structure of (_(s,x,z) already obtained
earlier, and providing the corresponding result for (4 (s, z,z):

C+($,.%',.%') ~ 12><27 C_(S,.’E,x) ~ Vs (429)

As already discussed, one can get quite some information about K, from the differential
equation it satisfies, which is not the case of K_. However, much of the information about
K translates via (4.25) into corresponding information about (. We can then use the
relations (4.6) to obtain (_ from (i and obtain the corresponding information about (_.
Finally one can use the inverse Mellin transformation to deduce statements about K_.

To begin with note that, since (4 can be obtained from K by (4.25), its matrix
structure must be the same (cf (4.18)):

Ci(s,2,y) = (s, y) o + CL(s, 2, )7 (4.30)

Next, recall from (2.50) that i¥ = io,D; + i0,Dy, where Dy and Do are some differential
operators not involving any matrix. It follows that ¥y, = —iv, ¥= —0.D1 + 0,D2 and

tri¥V= trv.i¥= tri¥y, = 0. (4.31)

Recall the first relation (4.6) which we rewrite as 1.(—(s,z,y) = i1 (i¥, + my.)((s +
%, x,y). Then taking the Dirac trace of this relation, only the part ~ m survives:

1
trye (- (s, x,y) = imtr (4 <s + 2,:U,y> . (4.32)

As we will see in the next subsection, the variation of the gravitational action involves only
tr (4 (s,z,x) and try.(_(s,z,x), and the previous relation shows that the knowledge of
tr (4 (s, z,x) should be all we need to know. But we can also easily establish this same
relation without the traces: we have seen in (4.29) that (_(s,z,z) ~ 7. and (4 (s,z,x) ~
1242, so that indeed

2

We will soon show that (4 (s,z,x) is a meromorphic function with a single pole at s = 1.

C—(s,z,x) = imys. (4 (s + 1,x,x> . (4.33)

The previous relation should be understood as an identity between meromorphic functions
and, in particular, (_(s,z,x) then has a single pole at s = % Let us insist that one
should not conclude from this relation that (_(s,z,x) vanishes for m = 0, since our whole
discussion assumed that there are no zero-modes of the Dirac operator. It is only for

spherical topology where this conclusion would be correct, while for genus larger or equal

to one, we expect (, (s, z, z) to contain a contribution ~ -, so there is a possible zero-mode
m
contribution to (_(s,z,x) even as m — 0.

4.1.4 Small-t asymptotics and poles of zeta functions at coinciding points

Let us now study the possible singularities of the integrals (4.25) in order to establish the
analyticity properties of (4 (s,z,y). Since Ky vanish exponentially for large ¢, cf (4.15),
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the integral always converges at t — co. Hence any divergences of the integral must come
from the region t — 0 where the Ky are singular. Thus any singularities (poles) of the zeta-
functions are related to the small-¢ behaviour of the heat kernel. Furthermore, since I'(s)
has poles at s = 0,—1,—2, ..., one sees that ﬁ vanishes at s = 0,—1, —2, ..., resulting in
finite values of the zeta-functions at s = 0, —1, —2,.... In particular, these finite values are
also determined by the divergences of the integral due to the small-¢ behaviour of K. We
will explain this in further detail below. There is quite some abundant literature on the
small-t asymptotics of heat kernels associated to various differential operators, in particular
at coinciding points x = y.

The general expectation is that, due to the presence of e‘Ait, the small-t behaviour of

the heat kernel is related to the behaviour of the large eigenvalues of order A2 ~ 1 and as

7
discussed above, this is related to the leading-derivative terms of the differential operator
D? and the small-scale structure of the manifold. However, while this expectation turns out
to be correct for our heat kernels K4 (¢, x,x) at coinciding points, as well as for K (¢, z,y)
at x # y, it will not be true for K_(t,z,y) at  # y. Indeed, for x # y, the local heat
kernels not only involve the et but also the U (2)2] () and the latter typically oscillate
rapidly for large n (large A2). This can potentially lead to important cancellations and
correspondingly the sum no longer is dominated by the eigenvalues of order A2 ~ % but
by much smaller eigenvalues already. Obviously, this will change the small-¢ aymptotics of
K_(t,z,y). We will see this very explicitly in appendix B for the K_(¢,z,y) on the flat
torus.

As explained above, our heat kernel K can, in principle, be entirely determined by
solving the heat equation. In particular, its small-¢ behaviour can be determined in an
asymptotic expansion from the differential equation (4.16), with the leading behaviour
being the same as in flat space, and the subleading terms being given in terms of the local
curvature and derivatives of the curvature. This is studied in some detail in appendix A.
Of particular interest will be the expansion at coinciding points z = y. It is shown in
appendix A eq (A.49) that,!?

K (t,z,x) ~40 1 <1 - (R(x) + m2) t+ (’)(t2)> 1oyo. (4.34)
4t 12

A heuristic way to understand this result is to note that the heat kernel, at coinciding

points, for the two-dimensional scalar Laplacian Agc,lar is well-known (cf (1.41)) to be

Ka t,r,x) = %ﬁt(l + %t +...). Now K is the heat kernel for D?, which involves

the spinorial Laplacian Ag, which, of course, differs from Agcalar but has the same leading

scalar (

derivative terms. One might then expect that it also gives the same result to this order.?’

19Tn the appendix, we have determined the first few coefficients of the heat kernel K(t,z,y) as follow
from the differential equation. As argued above, this actually only determines K (¢, z,y), so eq (A.49)
translates into an equation for K4 (¢,y,y). Note that, solely from the differential equation, we could also
have expected contributions ~ .. Indeed, such contributions do appear in the intermediate steps of the
computation, in particular for K4 (¢,z,y) with z # y, but they drop out when setting z = y to obtain
K (t,z,x), in agreement with the general result (4.24).

20This assumption is not entirely true as one sees from the detailed computations in the appendix. Indeed,
the subleading single derivative term gives important contributions to the first subleading term in the small-
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Moreover, one expects that the additional %—i—mQ in D? simply gives an extra e~ (R/4+m)t ~
1 — (& + m?)t, to this order, resulting in ;- (1+ Rt +...)x (1 - Bt —m?t+...) =
o (1— Bt —m?t+...), in agreement with (4.34).

Inserting the result (4.34) for K into (4.25) allows us to get much information about
(4 (s, z,x) as we will explain next. More generally, the small-t expansion is (cf. appendix A)

oo

1
Ki(t @, @) oo —22 ZFT(x,x)tr , Fo(z,x)=1. (4.35)
dmt =

This is an asymptotic expansion for small ¢ which means it disregards any exponentially
small terms (’)(e*a/ %) that can be present but are invisible in such an expansion in powers
of t. As discussed above, we also know that K (¢,z,z) vanishes exponentially as e Amint
as t — oo. It follows that upon evaluating the integral (4.25) any possible divergences
can only come from the small-t region®" [ ~ ... where the asymptotic expansion (4.35) is
valid. Inserting this expansion into this integral, and interchanging the integral and the
sum, the r* term in the sum is (this is to be understood as evaluated for Rs > 1 and then

analytically continued)
2

FT(x7x) 1 /,u dtts+r—2 — FT(x7x) 1 (M72)5+T71
4w T(s) Jo A T'(s) s+r—1

Let us insist that, since the integral is evaluated for s > 1, the contribution from the

, r=0,1,2,... (4.36)

lower boundary is 0t7~! = 0. The expression on the right-hand side of (4.36) can then
be analytically continued: it is regular, except possibly as s — 1 — r. Indeed, Euler’s
I-function has no zeros so that ﬁ is regular. On the other hand, I'(s) has poles whenever
s — 0,—1,—2,... which corresponds to r = 1,2,..., but not » = 0. Hence, we must
distinguish the cases r = 0 and r = 1,2,.... For r = 0, i.e. s — 1, we have I'(s) ~
1 — (s — 1), where v ~ 0.57 is Euler’s constant, and then

F 1 2 F 1
“xﬂﬂ/' ALt ™2~y O(x’gc)( -+7+h%u_2+CXS—10- (4.37)
0

dr T'(s) 4 s—1
Forr =1,2,..., we have ﬁ ~so1—r (=)7L (r —=1)! (s — 1+7) so that the “would-be pole”
of the integral is cancelled by this zero and one gets
FT([IZ,.@) 1 po? s+r—2 FT(I‘,l') r—1 | =
4’/TF($)/0 dtt ~Ng—l—1r T((—) (T—1)+O(8+T—l)>, T—1,2,

(4.38)
We conclude that
(—)F

Cr(8,7,7) ~s1 ( +reglﬂar) loxa, Cy(k,z,7)= ?k!ﬂ—k(%x) lax2,

1
(s — 1)
k=0,-1,...
(4.39)

t expansion. Since this first-derivative terms differs between Agcalar and Agp by f%%w“ 0,, one might have
expected a different contribution to the first subleading terms in the small-¢ expansion of K. However, at
this order, these additional contributions cancel.

2'We have introduced an arbitrary large mass scale p so that p =2

is small enough for the asymptotic
expansion to be applicable. This is similar to the small but finite ¢ we had introduced when discussing
Riemann’s zeta function.
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In particular for k = 0, we read from (4.34) that Fy(z,z) = 7(721(2:):) +m?) 1ax2 which yields

1 (R(z) 2
=—— 1oyo. 4.4
¢ (0,2,2) 47T< s +m> 2t (4.40)

What about (_(s,z,z)? We know from (4.33) that (_(s,z,x) = imvy. (+(s+ %,x,x).
This means that (_(s,x,z) must be analytic in s except for a simple pole at s = % More
precisely, (4.39) translates into

m
C—(vavx) ~s—1/2 (1 + regular) Ve s
A (s — 3) (4.41)
1 m
C(k— 5’:6’56) = (—)kﬂFl_k(m,x) Yo, k=0,—1,...

We can now use this information, together with the inverse Mellin transform (4.28) to
obtain the small-t expansion of K_(t,z,z) as follows. Choosing e.g. ¢ > 1 and assuming
that*?

Jim IT(c +io)¢_(d +io,z,x)| =0, <ec, (4.44)

we can close the integration contour by an infinite rectangle to the left, cf. the figure, so
that the integral is given by the sum of the residues of all the poles enclosed.

—_— — — —A— — -
s-plane

The integration contour in the complex s-plane There is the pole at s = % from (_(s,z,x)

22This should follow from the fact that I'(s) vanishes exponentially for s = ¢ +io and o — oo, and, more
generally on the dotted part of the integration contour. To estimate the I'-function for large arguments we

use Stirling’s formula
I(z4+1) ~zne 277 = g*los=—1) (4.42)

which remains valid even if the argument is complex as long as arg z # £, since one must avoid the poles
on the negative real axis. If we let z = a £ io with 0 — oo it is straightforward to see that
i ma o — _x 1 . _z
TNa+14i0) ~o00 eil( 3 tologo U)e gotalogotO(z) |F(a +1+ w)‘ ~ooo 07€T 27, (4.43)
One can show a similar result if also a — —o0o, so that the I'-function vanishes exponentially on the dotted
part of the contour in the above figure as this contour is taken to infinity. Note that the left vertical part
of the contour must, of course, avoid the poles at the negative integers, but it remains true, even on the
negative real axis between any two negative integers —k — 1 and —k, that |I'| vanishes exponentially as
k — oo.
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and there are the poles from I'(s) at s = —n, n=10,1,2,... with residues " We get

n!

1 —s
K_(t,z,x) ~0 3 /mf.rect. dst™°I'(s)(—(s,z,x)
=~ Y2r (1) iﬁ'y + io: " (_)nC (—n,z,x)
2)dn " T =t ol > (4.45)

j b + EOO t’”(_)ng ( + L )
=1mm —nN -, r, T .
T\ s T E Tt 27

Just as for (_(s,x,z), the explicit factor of m on the right-hand side does not mean that
K_(t,z,x) vanishes for m = 0 since, in general, the ( (—n + %,x,x) are expected to
contain contributions ~ m?"~!. However, we see that for m = 0 the only term involving a
half-integer power of ¢, namely % is absent (as are probably also the terms with n > 1).

Below, we will estimate the small-t behaviour of K_ on the flat torus where the eigen-
values and eigenfunctions are explicitly known, and we will find that

m 1
K_(t,x,xz) ~ +>i*+..., 4.46
(t.2) o0 (175 + ) (1.46)
in agreement with the general formula (4.45)!
4.1.5 Green’s functions
The Green’s function S(z,y) of the Dirac operator D is a 2 x 2-matrix solution of
5@ (x —
Dy S(x,y) = (\@ ) Loxa, (4.47)
while we denote G the (also 2 x 2-matrix) Green’s function of D?:
5@ (x —
DiG(z,y) = ey 1yx2. (4.48)

V9

In terms of the eigenfunctions and eigenvalues we have

S(e) = =i 3 @0 o) — 6u(eDh(0) = X 5 (W)l @) — ()03 )

n

Ga) = Y 5 (ol (0) + (@) w) = 3 s (Wl () + v ()0} )

(4.49)

They are indeed solutions of (4.47), resp. (4.48) as one sees by applying D, resp. D?, and
using the completeness relation (4.2). It trivially follows from either (4.47) and (4.48), or
from (4.49), that

S(z,y) = D,G(z,y). (4.50)

Comparing with (4.3), one sees that

S($7y) =—i(- (;7$7y> ) G(x,y) = CJr(l?xay)‘ (451)
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Note that this is consistent with (4.6) and (4.50). Recall that (_(s,z, z) has a pole at s = 1
and (4 (s,z,z) at s = 1, consistent with the fact that the Green’s functions are singular as
x—=y.

It is also obvious from the definitions that G(z,y) is real and S(z,y) purely imaginary.

Furthermore,
(Gla,y) =Gy, ), (S(z,y))" = S(y, ). (4.52)
It follows from the orthonormality of the x, and ¢, that

/sz\/g(z) S(z,2)S(z,y) = G(z,v). (4.53)

Note that this is also consistent with the differential equations obeyed by S and G. Indeed,
we have

O -
DEG(r.9) = D [ #/o(2) (DuS(e. )S(:.0) = D [ @2/at) —Z=Ts ey
0@ (z —y)

N 1oyo. (4.54)

What can be said about the matrix structure of these Green’s functions 7 As before,
the matrix structure of D? is 1(...) +74(...) (cf (2.43) and (2.48)), implying that G must
have the same structure:

G(ZE, y) = Go(.%', y) 1+ G*(x7 y) Vs (4'55)

which also follows from (4.51) and (4.30). Combining this with the reality of G and
the property (4.52) we see that Go(z,y) is real and symmetric and G (x,y) is imaginary
and antisymmetric. The matrix structure of S is somewhat less trivial, but follows from
S(z,y) = (i¥, +my.)G(x, y) along the same lines as discussed above for the zeta-functions.
We find

trS(z,y) = mtrv.G(x,y), trv.S(x,y)=mtrG(x,y), (4.56)

which translates the corresponding relation (4.32) between the traces of (4 and (_. For
vanishing mass, one must exclude the zero-mode contributions from S and from G (we
then call them S and G), but one still has the corresponding relation S = i¥G and it then
follows that, for vanishing mass,

tr S(z,y) = try.S(z,y) =0 for m = 0. (4.57)

4.2 Variation of ((s)

Now we have the tools and definitions to express the variation of the zeta-function ((s)
that appeared in the variation of the effective gravitational action. In the previous section
we did the perturbation theory of the eigenvalues and had obtained the formula (3.34). It
can now be nicely rewritten in terms of the local zeta functions (4 (s,z,x) as (recall that

[ f(x) is meant to be [d2z+/g(x) f(x))

0¢(s) = 28/60 (tr Cr(syz,m) + imtr v, <s + ;,a:,:r:)> . (4.58)
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We may use (4.6) to trade (_(s + 3, z,z) for imv.(4(s+ 1,2, 2) so that

5¢(s) = 23/5a(tr Cols,z,x) —m?tr (s + 1,x,x)>. (4.59)

As we have discussed above, if zero-modes of i¥are present, we have \g = m and dA\g =0
so that there is no contribution from these zero-modes to the above formula. We can then
equivalently rewrite it in terms of the Z+(S,$,I) which are the local zeta functions with
the zero-modes of i¥excluded from the sum:

8¢(s) = 23/(5a<tr Co(s,m, @) —mPtr Gy (s + l,x,x)). (4.60)

Note that the zero-modes alone cannot contribute to the singularities and thus EJ,_(S, z,x)
has the same pole and residue at s = 1 as (1 (s, x,x), only the regular parts differ by the
zero-mode contribution. For the derivative of (4.59) we obviously get

8l (s) = 2/50(tr§+(s,w,x) —m?tr (s + 1,:1:,3:))
+28/5a<tr ¢ (s,z,2) —m*tr ¢ (s + 1,1:,1‘)). (4.61)

We want to evaluate both §¢ and §¢" at s = 0. Now (4 (0, x,x) is regular (cf. e.g. (4.40),
and® so is ¢ (0,z, ). It follows that

5¢(0) = —2m2/(5a li_r)r(l)s tr(y(s+1,2,2),

5¢'(0) = 2/6Utr§+(0,x,aj) - 2m2/5a E_}r% tr (C+(s +1,z,2) + s (s + 1,x,x)>.
(4.62)

Now (. (8,z,2) has a pole at § = 1: (4 (5,z,7) ~ (ﬁ;_% + C4)Laxa + C8(8, 2, x), where
the (finite) value of the constant C; depends on the exact definition of (\®, cf. egs (4.92)
and (4.93) below. It follows that (4 (s + 1,z,x) has a pole at s = 0 and then
li +1 = lim s {4 (s + 1 -1y 4.63
SLI)%SC-F(S ,x,x)-;g&s@.(s ,ZE,LU)—E 2%2- ( : )
Note that we get the same expression whether we use (4 or EJ’_. In any case
1 m? m?
5C(0) = —2 2/6t—1 :——/5 =——0A, 4.64
<(0) " 7 1F47T 22 m 7 27 ( )

where we used that

1 1
/5az/d2x¢§5a:/d2x 5% 5o — 55/01235 Ger =2 oA (4.65)

Z3If a meromorphic function is regular at a given point, then its derivative necessarily is also regular at
this point.
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Similarly, for the terms appearing in §¢'(0) we have as s — 0
h_I>I(l) (Ce(s+1,z2) + s (s+ 1,2,2))

) 1oxo + s(C®) (s + 1,2z, 2)

: 1 re 1
= lim |:<4 +C+) 12><2 —}—C+g(3+ 1,IE,IE) +Si’7‘(

s—0

reg(1 x .73) + C+ 1oy9. (4.66)

(We could have argued similarly about ¢ (s + 1,2,2) +s( (s + 3,z,2) as s — 0.) Thus

5¢'(0) = 2/50tr§+(0,a},x) — 2m2/5atrgfg(1,x,a:) —2m2C A,

= 2/50 tr ¢, (0,2, ) — 2m2/6atr Efg(l,x,w) —2m?C,HA, (4.67)

In the second line we have written (~7+, but our definitions of ereg and Z‘fg below will be
such that ¢ = C, = 2= lfg“ . Thus we can express 6¢’(0) either in terms of (4(0,z,x)
and ¢"¥(1,2,x) or in terms of ¢y (0,z,z) and {8(1,z, ).

4.3 Small-t asymptotics of the heat kernels and singularity structure of the
local zeta-functions for the flat torus

We have seen that the singularities (poles) of the local zeta-functions are determined by
the small-t asymptotics of the heat kernels. We have also seen that we could relate (4 and
(_ and, in particular, at coinciding points we could deduce from this relation the small-¢
expansion of K_(t,z,x), see (4.45), from the one of K (t,z,x), which is established in
appendix A. However, we find it useful (and pedagogical) to try to explicitly compute
these quantities for the example of the flat torus and see that we have indeed a perfect
agreement with the results from the general statements. In this subsection we will thus
establish the results for the flat “square” torus with further detailed computations for K_
presented in appendix B.

From the explicit form of the normalised eigenfunctions ¥z of D on the flat square
torus (with periods 27 in both directions) given in (2.61) we find

K(t,z,y) = > e tyn(z)ly)

ni,nz

1 2.2, 2y, o 1. 2 1 Ar — Ny —Np —im
_ —(n{+ni+m)t jiniz" +ingz s 2 1 4.68
= — [ e e ) .
872 Z Ait (—nl +im Ay +no ( )

where here, and throughout this subsection z! = 2! — ¢!, 2?2 = 22 — 2. Note that the
terms odd under n; — —n; or ng — —ngy drop out of the sum, so that (2 times) the real

part is

Ki(t,x,y) = K(t,z,y) + K*(t,z,y) Z (ni4ngm?)t ginaz!+in2® 7, (4.69)

ni,n2
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while (-2 times) the imaginary part of K is

K*(taxvy) :Z’(K"(th:y) - K*(t7x7y))

1 2 2 2 1 0 —m
_ - —(n$+ni+m?)t 1 2\ -
= e cos | N1z +noz
47T2 ’I’L;Q < ( ' ’ ) )\ﬁ <m 0 >
. 1 [—ng —m
+sin (n12! + ngz?) —
; ) ) 1
= 42? Z e*(n%+ng+m2)t6m1z1+m2z2x (_nlo':c — ngo, + m,y*)' (470)
ni,n n

Note that for t = 0 one correctly finds that K, (0,z,y) = 6 (z — y)1axo, while nothing
like this is true for K_. Also note that the a priori possible v,-terms are absent in (4.69)
and, correspondingly, there are no terms ~ layo in (4.70).

Obviously, at coinciding points x = ¥, i.e. z = 0, these heat kernels simplify:

1

Ki(t,z,z) = A2 Z e~ (M 100
@ ni,n2
) 1

K_(t,z,2) = 0 3" — e (nitngtm? o (4.71)
4 iz

ni,n2

We see that K (t,xz,x) ~ 1laxo and K_(t,z,z) ~ -, in agreement with the general
statements above, cf. (4.24). Note that for K, (¢,z,y) the double sum factorises into a
sum over n; and another one over ng, while for K_(t,z,y) or K_(t,z,z) there is no such
factorisation since Az = /n? +n3 + m?2. In fact, K (¢,7,y) can be expressed in terms of
the theta function 63, (cf [33]) as

1 2 2Lt 22t
K. (t = e ™ O(Z—i—) O3(=—]i—) 1
-‘r( ?‘Tay) 471'26 3(27T|Z7T) 3(27_(_‘27_[_) 2x2y
o (4.72)
Os(v|T) = Z eI - Im o > 0.

n=—oo

On the other hand, K_(¢,z,y) can be expressed in terms of the auxiliary sum L already
defined in (4.19), or equivalently another related sum £, as follows:

K_(t,z,y) = Dy L(t, 2,y) = (i0,01 + i0,05 + my,) L(t, 2,y) , (4.73)
where
. —X\2¢ —(n24n24m2)t Jing 2zt +ing 22
(3 e ‘7 P e 1 2 e
L(t,z,y) = ype L(t,z)1axo, L(t,z)= Z 3 o Z
Q ni,ne 7 ni,ne \/ n% + n% + m?2
(4.74)

Note that K_ at coinciding points is directly given in terms of this £ as (cf (4.71))

K_(t,z,z) = !?mv* L(t,0). (4.75)
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For the present case of the torus, we find even for x # y that L(t,z,y) ~ laxo, a fact that
is not necessarily true in general.

The explicit expression of K in terms of the theta function 63 makes it easy to study
its properties. The periodicity property 03(v + 1|7) = 05(v|7) reflects the periodicity of
the eigenfunctions on the torus. #3 has a well-known modular transformation property [33]
which can be written as

z .t i 2 z T
iy =[R2/ (4t) _.2 .0
03(27T|zﬂ_) n 93< zzt,zt) , (4.76)

giving immediately the small-¢ asymptotics as follows:

z .t _ T _22/(4t —m2n2/t+men/t _ T — L (z—2mn)2
,93(277“%)_\56 /(1) Zn:e Jtman/t _ ?;e & (s=2mn)” (4.77)

This clearly exhibits again the 27-periodicity in z. Let us then assume that z € (—m, 7]
and consider ¢ — 0. For z = m, both n = 0 and n = 1 contribute equally to the sum so

that one gets ﬁZ e~ ™/ (1 4+ O(e~2/t)). For all other values of z € (—m, ) there is a
single dominant term that contributes \/é e~/ and all other terms are exponentially

smaller by some factor e~%/* for some a > 0. Hence the small-t asymptotics is

z .t T 2
U N —22/(4t) —a/t
93(727T|17r) 104/ € (1 + Ofe )), a>0, forlz| <m. (4.78)

One immediately deduces the small-t behaviour of K, (t,z,y) (for z* # +m) as

1 (21)2 + (Z2)2 —m?t —a/t
Ki(t,z,y) = T P ( - T) e 1ax2 (1 +O(e )) (4.79)
The leading piece coincides, of course, with the well-known answer on R?. For 2 = y one
simply has
.t —m?t —a/t
K (t,z,z) = e 1oyo (1 +O(e )) (4.80)

On the other hand, the small ¢ asymptotics of K_(t,x,y), or equivalently the small-¢
asymptotics of L(t, x,y) or L(t, z) is much more difficult to obtain directly. We have devoted
some effort to try to estimate their asymptotic behaviour. These results are presented in
appendix B. At coinciding points we have been able to estimate rather easily (cf (B.4))

’ t m

This implies in turn that K_(¢,z,z) is given by (cf (4.75))

K_(t,z,2) ~0 ( T (4.82)

m n 1 ) .
—_—t+ — 7
A7t A2 T
where the unwritten terms + ... vanish as t — 0, a result already cited above. To estimate

L(t,z) for z # 0 turned out to be much more difficult. The reader can find more details in
the appendix B. But we will not need them here to proceed further.
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As discussed above, the small-t behaviours of K4 (t,z,z) translate into possible poles
of the corresponding local zeta-functions (4 (s,x,z). Using the above torus results for
coinciding points one immeadiately finds that

1

C.;.(S,%,.T) ~s 31 m +ﬁnite, C.’.(O,Q’},CE) :ﬁnite X ]_,
LY . . .
C-(8,2,2) ~g5172 — 7 + finite, (—(0,z,x) = finite X i, , (4.83)
4m(s — 3)

again in agreement with our general results.

4.4 General statements about the singularity structure for = # y

In subsection 4.1 we already discussed many general properties of the local heat kernels
and local zeta functions, in particular at coinciding point. Now, we will make some further
general statements for x # y. These statements will be based on the small-t behaviour
of Ki(t,z,y) as follows from the differential (heat) equation, and worked out in appendix
A. For K_(t,z,y) we can deduce the corresponding statements by using the fundamental
relation (4.6) between the corresponding (4 (s, z,y) and (_(s,z,y).

As already discussed above, since D? only contains the matrix structures 1oy and s,
the same is true for G(z,y) and K, (t,z,y). However, the leading small-¢ singularity of
K (t,x,y) is only ~ 13y and is universal, cf (A.21) of the appendix:**

Ky (t,2,y) ~1—0 Lt g, : (4.84)
4t

where, {(x,y) is the geodesic distance between z and y. This generalizes the corresponding
formula (4.79) for the torus. We can then deduce the singularity structure of (4 (s,z,y)
solely form this universal leading behaviour of K. This universality is due to the (leading)
2-derivative part of D? being always —1axo g""0,,0, which is the same as for the scalar
Laplacian —1g9x2Agcalar- Indeed, as discussed above, we may obtain K (¢, z,y) solely from
the differential equation (4.16).

For K_(t,x,y) = D,L(t,z,y) we expect that the leading small-t singularity of L is
again generic and hence given by the obvious generalization of the torus result, cf (B.14).
However, instead of relying on this “expected” formula, we will instead use the proven
relation (4.6) between (4 and (_, together with (4.84), to deduce the singularity structure
of (_(s,z,y).

Let us then establish the singularity structures of both, (1 (s,z,y). To begin with, (4.84)
defines what we call the singular part of the heat-kernel:

sin, 1 —02(x
K" (t,z,y) = i ° Clay)/(4D) 1, . (4.85)

**Actually, in n = 2 dimensions, equation (A.21) gives K (t,z,y) = 1; exp (—%) (Fo(z,y) +O(t)).
Now, Fo(z,y) = 14+ O(£%) and the exponential forces £2 to be of order ¢ so that O(£?) ~ O(t) and we indeed

have K (t,x,y) = 1= exp (—%) (1 + (’)(t)).

— 55 —



From this we define the singular part of the zeta-function as

sing 1 1/“2 s—1 g-sing
+ (s,x,y)zr(s)/o dt ¢ KL (1, v, y). (4.86)

Indeed, any singularity of the zeta-function must come from the small-¢ part of the integral,
and as we have seen before, only the %—part of the heat kernel K can lead to a pole of
the (4 (s,-,-), while the “would-be” poles due to the sub-leading terms in t are cancelled
by the zeros of ﬁ For general x,y we explicitly have (setting % = p2u)

) 1 1/u? —02(z,y)/ (4t) 2\1—s 242
C_S’_lng(s’x’y) — 7/ dtts—lei 12><2 — (ILL ) ; 1% (x7y) 12)(2,
I'(s) Jo 4t 4rl(s) 4
(4.87)
where F is the exponential integral function defined as
oo
Es(z) = / duu e *". (4.88)
1

Its asymptotic expansions are well known and, in particular, if we first set s = 1 and then
let z — y, ie. £(x,y) — 0, we have

262 2@2
Ey (/;4) ~eoo — —log MT +O(u?r?), (4.89)
(where v ~ 0.57 is Euler’s constant, not to be confused with the matrix ~.) so that
in 1 252 x,
21, 2,y) ~eso = <—10g'ufly) -+ O(M2£2)> 1o, (4.90)

Of course, (4+(1,z,y) is the Green’s function G(z,y) and the term —%log# 1oyo is
just the (leading) short-distance singularity of G(x,y) which is identical to the well-known
short-distance singulartity of the Green’s function of the scalar Laplace operator in two
dimensions. On the other hand, if we first set x = y so that ¢(z,y) = 0 we have, assuming
Rs > 1, E5(0) = fol dvovs=2 = 1.

s—1
Bu(0) = — (4.91)
I :
Expanding I'(s) and (u?)!=* we have
sin, 1 1
(s, z, ) = yym <s - logp? ++v+ O(s — 1)) 1ox2. (4.92)
It follows that if we define

fg(sal‘ay) = C—i-(saxuy) - —Sl-ing(saxay) (493)

we have subtracted all the potential singularities of this zeta-function, namely the pole at
s = 1 that is present for z = y and the short-distance singularity of the Green’s function
which is present for s = 1. In particular, we see that the following limit exists:

. 1 2
ll_ﬂ% (C+(S+ 1,.’,12',21?) +3Cfi-(3+ 17377'%')) = ieg(l,x,x) + E(’Y_logu )12><2

= fg(l,az,x)—l—c_:,_ Loxo. (494)
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The existence of this limit was already anticipated above in (4.66), but now we have also
determined the value of finite constant C}.

It is straightforward to repeat this reasoning for the Ei(s, x,y) where the zero-modes
are excluded. Since the finitely many zero-modes cannot contribute to the singular parts the
latter are unchanged, ¢2"8(s,z,y) = ¢3"(s, z,y. Then whole discussion can be repeated
with the result

. e i e 1
ll_r}% (C+(S+171‘337)_{—56—/{-(5—}_1358’:1")) = +g(1,ﬂj‘7ﬂj‘)+ﬂ(’}/—10gﬂ2) 1axo
= "1, z,2) + O Laxa, (4.95)

where, in particular, the constant C is the same as before.
We can also translate all these statements to (_(s,z,y) by using (4.6):

1202 (z,y)

sing o D sing 1 . (M2)§—5 . E
C— (s,x,y)—z xS+ S+ -,y =1 (Z%+m7*) s+% A

2 ArT(s + 3)
(4.96)
p2 e (z,y)

In particular, for s = % we have again F; (f) with its small-¢ behaviour given in (4.89)

and, for x = y, obviously (4.91) translates into £, 1(0) = s% However, to evaluate
2 ~3

¢85, ) at & = y we must first act with Y and then set z = y: ¥, E8+% (@) ‘x:y =
“TQ(WQS 62($,y))|x:yE; +1(0). What does it mean to have a spinorial covariant derivative
2

X7: YEVIP = (0, — %%ﬁ*) acting on ¢?(x,y)? One has Vzp€2(:):,y) = 0l (z,y) —
twuvl?(z,y). This can be evaluated more explicitly, for example, in Riemann normal
coordinates around y, see the appendix A.1. One then sees that 9,0%(z,y) = 2(x —y)* and
Wy = —%ew(m —y)¥ (€12 = —e21 = 1). In particular, we see that for x — y this quantity
vanishes. The “invariant” statement we can make is that

0 (z,y)|,_, = 0. (4.97)
It follows that

CM8(s, z, x) = im, M E. 1(0). (4.98)
AnT(s+3) T2

Again, just as for (_(s,z,z), only the 7,-matrix part remains at coinciding points. In
particular, for s — % one finds, much as above,

i m 1 9 1
(s, x) = E’Y* ('S_% —logpu”+v+0O (s — 2)) ) (4.99)

On the other hand, if we first set s = % and then let x — y, using (4.89), we have
in 1 i . MQEZ (337 y)
G (5000) = 1= (0%, + mv) By <4
- 242
i, wl
Nroy (¥, + myx) (—7 — log o 7 (9(/,L2€2)>

i (Ve p20?
Ny - < 7 + My (log4 +v] . (4.100)
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Of course, this is the short-distance behaviour of the fermionic Green’s function iS(x,y)
and we recognise the usual leading singularity ~ i¥¢?/¢? of the Dirac Green’s function, as
well as a sub-leading logarithmic singularity. Just as for (., It follows that if we define

Cieg(sa'xay) = 4*(8756’3/) - Ciing(saxay) (4101)

we have subtracted all the potential singularities of this zeta-function, namely the pole at
s = % that is present for x = y and the short-distance singularity of the Green’s function

which is present for s = % In particular, we see that the following limit exists:

s—0

1 1 1
lim (C_ (3 + 2,x,x> +s(- (s + 2,3:,3;)) = (8 (2,x,x>+:1(’y—logu2)i’y*. (4.102)
T

Using ¢_(s,z,2) = imv.(4 (s + 5,2, 2), cf (4.33), we conclude that also

1
Cieg(§>$’x) :lm’Y* C—ri-eg(an'r)' (4103)
Note that, contrary to the singular parts, to evaluate the regular parts (}™® the knowl-
edge of the small-t asymptotics of the heat kernels is not enough, but requires some knowl-
edge about all eigenvalues and eigenfunctions. One way this information is coded is in the

regularized and so-called renormalized Green’s functions which we will discuss next.

4.5 Renormalized Green’s functions

4.5.1 GR, Gc, SR and S(

For the Green’s function G(z,y) = (. (1,z,y) of D? we may define a regularized Green’s
function G™8(z,y) by subtracting the short-distance singularity, cf (4.90)

. 1 202
G5(2,9) = Glay) — G5, y) = Ol g) + - log 0D 1,0 (a204)

Note that this is similar to, but different from (}*®(1,z,y) = G(z,y) — ﬁEl(%) 1oyo.
But just as ({*®(1, z,y), the regulartized Green’s function G™8(z,y) has a well-defined limit
as * — y. The so-called renormalized Green’s function at coinciding points Gg then is
simply defined as

Gr(y) = lim G*™®(z,v). (4.105)

T—Y

In complete analogy, we define S™8(z,y) and Sg(y):

262
’“‘f’y) 1oxz. (4.106)

St (x,y) = S(x,y) — S8 (x,y) = S(z,y) + o (41X, + m~y) log

Again, this is similar to, but different from —i("*(3,z,y) = S(z,y) — &Y, + mys)

292
E; (%@’y)). The renormalized Green’s function at coinciding points Sk then is defined as

Sr(y) = lim S™%8(x,y). (4.107)

T—Y
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Recall from (4.56) that tr~.S(x,y) = mtr G(x,y). The same relation obviously also holds
between S8 and G*"8. Hence

tr 7.5 (z,y) = mtr G*8(z, y). (4.108)

If we take the limit x — y of the last relation we get tr~.Sg(y) = mtr Gr(y), but we will
prove the more general relation without the traces below in (4.114).
It is also easy to express Gg and Sg in terms of ((™®*(1,z,z) and (r_cg(%, x,z). Indeed,

re 1 20 (, 20,
Greg(x?y) C g(l,.l‘,y) + E (El (W) +10g qu(lmy)> Loyxo

: 1 1. p2(z,y) P (z,y)
reg _ _gereg | © s s
STE(z,y) = —iCC (2,96,?1) o (¥, 4+ my) (El < 1 +log — .

(4.109)

Taking the limit # — y and using the asymptotics (4.89) of E; we get
( ) Creg(lamvx) - %12><2

1
Sg(z) = —i¢™® <2xx> — T—;%. (4.110)

For completeness, let us mention that one sometimes defines different “renormalized”
Green’s functions G¢(x) and S¢(z) from the (4(s,z,2) by subtracting simply the poles
and then letting s — 1 or s — %:

T 2\vs5—1 _ 12><2 )
GC(:U) - ll_% ((:u ) <+(S,ZL',$) (4ﬂ_) (8 — 1) )
o a0, 2\s—1/2 LA
Sct) = lim ( ) () = s 5)) . (4.111)
It follows, using (4.92) and (4.93) that
reg Y . Y
Ge(r) = (1,2, 2) + = 1oyo =  G¢(r) =Gr(r) + = 1ax2,
7 2
reg 1 Y Y
_ _spreg L N _ e
Se(z) = —icC (z,x,x) + 1 =  Se(x) = Sr(x) + 5 M Ve (4.112)

We can now re-express the relation (4.94) in terms of Gr or G¢ and equivalently the
relation (4.102) in terms of Sg or S¢ as follows

v 1
lim (Ci(s+1,z2)+sC(s+ 1, 2,2)) = fg(l,x,x)—l—ﬂ(y—logﬁ)lgxg

1
—GR( )+Z( — log 1?) 12X2:G<(:z)—ﬂ log 1% 1oy ,
1 m
1 - e el N 2\ -
lﬂ%(c < >+ —(8+ 9”“)) - (27%9«“>+47T(7 log u”) iy
. m
= iSr(x) + ( —log p*) s = iS¢(w) = o log p* 7. (4.113)
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Moreover, it follows from (4.33) and (4.111) that S¢(x) = mv.G¢(x) and then by (4.112)
also that Sg(z) = m7y.Gr(z) (which also follows from (4.110) and (4.103)):

Sc(x) = myGe(x), Sr(z) = my.Gr(z). (4.114)

Finally note that if the metric has sufficiently many isometries these renormalized
Green’s function must be constants. This is the case for the round sphere and for the flat
torus. Of course, they still depend on the geometric data of these surfaces, like the radius
of the round sphere, or the periods of the flat torus, but not on the point z. Their explicit
form can be quite non-trivial even for such simple geometries. Let us show this for our
preferred example of the flat torus, now with periods 2a and 2b.

4.5.2 Green’s function G(z,y) and Ggr(z) on the flat torus for m = 0

Let us first show how one can obtain the Green’s function of the squared Dirac operator
b
a.
Since we look at the massless case, we will determine the Green’s function with the zero-

in the massless case on a “rectangular” flat torus with periods 2a and 2b, i.e. with 7 =4

mode part excluded, i.e. é(w, y). Being flat, there is no spin-connection and no curvature
and we have, as above, that D? = 1942(—0,0") = —12x2Agcalar- Hence, the problem is
identical to finding the Green’s function of the scalar Laplace operator on the flat torus. The
non-trivial part is to reconcile the appropriate short-distance singularity and the periodicity
of the torus. But this problem has a well-known solution in terms of theta functions
and the corresponding computation can e.g. be found in [15]. Using complex coordinates
z=z' 4 iz%, where 2 = 2% — ¢ one finds G(z,y) = g(z, Z)1ax2 with

. (Imz)?* 1 z, b2 (Imz)? 1 z,.b zZ,.b
9(=:2) = 8ab 47 log ‘91(2a|za)‘ - 8ab A7 log 01(2a|la)91(2a|za) ’
(4.115)
where the theta function 6, is defined by [33]
01(v|T) = 2¢/* Z(—)”q”(”H) sin(2n + Dav, q=e™". (4.116)
n=0

Indeed, the scalar Laplace operator on flat space in the complex coordinates is simply

Agcalar = 40,0z and then, for 2,z # 0, we have —49.0z g(z,2) = —40.0; (Igla?z = 4%1) =
%. On the other hand, g(z,2) ~|2-0 — 1 log |2|?

which is the required short-distance
singularity. Hence, one has correctly—40,0z g(z, 2) = 6@ (z) — 4.
As familiar by now, to get the renormalized Green’s function one must subtract the

21,12
short-distance singularity —ﬁ log & ‘:' 1942 and take the limit z — 0 with the result

oo
GP=0(z) = —% log (CQLZ qi nz_:o(—)”(Qn + 1)q”(”+1)) loxo, q=e ™/ (flat torus).
- (4.117)
Obviously, this does not depend on the point x on the torus, but it depends quite non-
trivially on the shape of the torus (i.e. on b/a), as well as on its volume ((27)2%ab).
What about S’ﬁlzo(a:)? Equation (4.114) states that in the massive theory Sp =

my,.GRr. Now from our explicit study of the flat torus we know that the zero-mode parts
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of G and S are related as S© (wowT w*(w*)T) = Lo, (wﬁz/ﬁ + w*(w*)T) = my*GO),
a relation we will also prove in more generahty below. Subtracting this relation from
Sr = my.Gr we get SR = m’y*GR Now both, SR and GR have a smooth limit as m — 0,
and we can conclude that SR O(z) = 0. Below, in subsection 5.3, we will study the zero-
mode parts of the Green’s functions more generally and show that gﬁnzo(x) = 0 always
holds.

5 Determining the gravitational action

We now want to determine the variation of the effective gravitational action under infinites-
imal conformal variations and write this variation in such a form that it can be integrated
to obtain the effective action Sgrav]g,g]. We will do this in an expansion in powers of
m?. For this expansion to make sense, all quantities entering this expansion must have a
well-defined limit as m — 0, i.e. the expansion is done in terms of quantities defined in the
massless theory. Thus, for genus one and larger, one must carefully subtract the zero-mode
parts from all Green’s functions and zeta-functions.

We will first rewrite the variation of the gravitational action in terms of the renor-
malized Green’s function Gr and its variation dGr. The latter can be re-expressed in an

2 involving higher Green’s functions and zeta functions, still

expansion to all orders in m
of the massive theory. Proceeding this way first, provides a more streamlined presentation
while being already a useful result for spherical topology where the m — 0 limit exists
for all Green’s functions and zeta-functions without the need to subtract any zero-mode
parts. Then, however, we repeat the analogous computation on arbitrary Riemann sur-
faces, taking into account the presence of zero-modes that must first be subtracted from
these quantities. This uses the properties of the zero-mode projectors worked out in sub-
section 2.5. The corresponding computations is a bit more cumbersome, but the final result
will be only slightly more complicated. Finally, we obtain the gravitational action as an
infinite expansion in powers of m?, with a finite radius of convergence, valid on a manifold

2

of arbitrary genus. In particular, at order m?*, we obtain a Mabuchi-like term, as well as

terms that are multi-local in ¢ and involve the Green’s functions for the reference metric
g, as well as a finite number of area-like parameters.

5.1 Expressing the variation of Sgray in terms of Ggr

Recall our formula (3.24) for the gravitational action in terms of {(0) and ¢’(0) which gives

1 1
5Sgrav = 1544(0) + 1 log /1'2 5C(O) (51)

The variations of the zeta functions under infinitesimal conformal rescalings with do(x)
have been worked out above and are given in (4.64) and (4.67) or (4.62). 6¢(0) was shown
to be simply —’%2 [ /gdo = ——5A Combining (4.62) with (4.40) and (4.113) we get

/\féa +m2> —2m2/\/§60<trGR+217T(2'y—log,u2)). (5.2)
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Thus

2y+1 1 m?
— 5A—487T/\/§50R— : /\/§60trGR. (5.3)

The term ~ § A is usually referred to as the variation of a cosmological constant term, while
the term ~ [,/gdo R is the variation of the Liouville action (1.4), see (1.17):

5Sgrav = -

/\/560 R = 5SLiouville- (54)

Note that the coefficient of dSLiouville I 0Sgrav is exactly % the one that occurs in the
gravitational action of a bosonic scalar matter field. It is interesting to trace back how this
coefficient occurs. The term ~ R originates from (4 (0, x,2) which was given in terms of
the heat kernel coefficient a; = Fi(z,x). For the bosonic scalar field and scalar Laplacian
a = %. At present, ap is % — % = —%. But because we are dealing with fermions,
the gravitational action has an overall minus sign, so that in the end one gets a —i—%, ie.
exactly one half the bosonic result.?? Of course, this is consistent with the well-known
central charges 1 and % of the conformal algebra for a single massless scalar and massless

Majorana fermion. We conclude that
3| Sarav + L +m2(2 +1)4] m2/f5 trG (5.5)
v + —SLiouvi — =—— o . )
gra A7 Liouville S Y D) g R
It remains to characterise the right-hand side of this equations and express it as a total
variation of some appropriate quantity. Obviously, we have (using d,/g = 2,/g60)

/\/gcsotrGR — % 5/\/§trGR—;/\/§5trGR, (5.6)

so that we can rewrite (5.5) as

1 m2 m2
5[Sgrav + ———SLiowville + 5= (27 +1)A + o

mQ
— o /\/gtrGR} — T/\/g(strGR. (5.7)

5.2 Conformal variations of the Green’s functions

We will need to study the variations of the Green’s functions S(x,y) and G(z,y) under
conformal transformations. Since G(z,y) = [ d*21/g(z) S(z, 2)S(z,y) it will be enough in
the first place to obtain the variation of S(z,y), from which the variation of G(x,y) can
then be deduced. In this subsection we assume again that m # 0 so that there are no
zero-modes of the Dirac operator D = i¥+ m~,. Generically there are, of course, zero-
modes of i¥as discussed in subsection 2.5. In the next subsection, when we want to do a
small mass expansion, we will explicitly separate the contributions of these zero-modes of
i¥, that contribute terms of order % to the Green’s function S(x,y) and terms of order #
to the Green’s function G(zx,y). But at present, we will not need to do this separation, as
long as m # 0.

Z50f course, we also had the % multiplying the §¢'(0) and 6¢(0) instead of a % in the bosonic case. But

this extra % is offset by a factor 2 coming from the Dirac traces.
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5.2.1 Conformal variations of S(z,y), G(x,y) and Gr(y)

Recall that S(z,y) is the solution of D,S(z,y) = (i¥, +my.)S(x,y) = 63 (x — Y)/\/9, see
eq. (4.47). We want to determine the variation of S under a conformal rescaling. Consider
two metrics g and ¢’ related by an infinitesimal conformal rescaling ¢ = €2%?g. Then,
of course /¢ = €*7,/g and from (2.79), ¥/ = e3%9/2¥ /2. Thus the corresponding
Green’s functions S and S’ satisfy

3@ (z —y)
Y, +my)S(x,y) = ——=,
(¥, + my.)S(z, ) 77
2
(ie= 7@ /2 Y7 57 @/2 4 ) S (2,) = 8z —y) o—360(2)/2,~80(y)/2 (5.8)

V9

It looks as if for m = 0 one would simply have S'(z,y) = e %(*)/28(z, y)e %7 W)/2 But
for m = 0 we must precisely subtract the zero-mode contribution and deal with S and S’
instead and then the relation becomes again more complicated due to the conformal trans-
formation of the zero-mode projector. This will be dealt with in the next two subsections.
But this remark motivates the following definition of 5S:

S'(z,y) = S(z,y) + 68z, y) = e 07@/28(x,4)e 07 W/2 L 55 (x, 1)
& 0S(z,y) = —%(60(1’) +60(y))S(x,y) + 65(x, y). (5.9)

We then insert this S’(z,y) into the second equation (5.8) and develop to first order in the
variation. This yields

D, gS(x, y) = (i¥, + m'y*)gS(:U, y) = —modo(z)v.S(z,y), (5.10)

which is solved by multiplying with the Green’s function of D and integrating;:
/d2z V(2)8(z,2) D, 865(z,y) = —m/dzz \/9(2)d0(z) S(z, 2) v S(z,y). (5.11)

Using the hermiticity of D, the terms on the left-hand side is [d?z+/g(2) (D.S(z,x))f
0S(z,y) = 6S(x,y), so that

05 (z,y) = —m/dQ,z\/ﬁ&f(z) S(z, 2)v:S(z,y), (5.12)
and
dS(x,y) = —%(50(1’) + 00 (y))S(x,y) — m/dQZ\/g&I(z) S(x, 2)vS(z,y). (5.13)

One can now continue from this to obtain the variation of Sg(x) by subtracting the
variation of the singular part of S(x,y), and then deduce the variation of tr~,Sg = tr Gg.
We have tried this avenue, but it turns out not to be the most straightforward one. Instead,
we will determine the variation of G(z,y) from the variation of S(z,y) and then deduce the
variation of Gg(z) by subtracting the variation of the singular part of G(z,y). Recall that
G(z,y) = [ dz S(z, 2)S(z,y), where here and in the following, to simplify the notations, we
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abbreviate the integration measure d?z,/g(z) by writing simply dz. Of course, one should
not forget then that dz changes under a conformal rescaling:

/dz o~ /dQZ\/g(iz), 0dz = dz 200(2). (5.14)

The variation of G(z,y) is then given by

8G(z,y) zd/dz S(z,2)S(z,y) :/dz [250(2)5(:5‘, 2)S(z,y)+0S(x,2)S(z,y)+S(z, z)éS(z,y)}

= [z [(60(2) - 20D 27D 5 2)5(2,9) 455 2,208 2. + (2,255 (2.0)|-
(5.15)
Now the short-distance singularity of G(z,y) is GS"8(x,y) = —ﬁ log ngxz and we

need to compute its variation

16 (z,y)
A (2(z,y)

Actually, we only need this in the limit + — y, i.e. when = and y are only separated

OGS (1, ) = 1oyo. (5.16)

by an infinitesimal dz. But then the (geodesic) distance between the two points is just
given by (%(z,z + dz) = g datda? = eza(x)gwdx“dx”. Obviously then §¢2(x,z + dx) =
260 ()0 (x, x +dx). Somewhat more generally, for  close to y, one can show that (see e.g.
the appendix A1 of [34]):

(m =do(z)+00(y)+O{?). =  6G8(z,y) = —i(éa(w}—l—éa(y)—l—@(ﬁ)) 1oxo.
(5.17)

We see that the variation of the singular part is non-singular. Hence it must be that
0G(x,y) as given in (5.15) also is non-singular. Indeed, the terms involving S are easily

seen to be non-singular, so only the first term in (5.15) could potentially be singular as

r — y. Indeed S(y,2)S(z,y) is divergent as ~ m when the integration variable z

gets close to y. But then the factor do(z) — do(y) vanishes as z — y ~ £(z,y) so that the
integrand behaves as @ which is an integrable singularity in 2 dimensions, leading to a

finite integral over d?z. We may thus take the limit 2 — ¥:

lim 6G(x,y) = /dz {(50(2) —d0(y))S(y, 2)S(z,y) + 65(y, 2)S(z,y) + S(y, z)gS(z,y)} ,

T—Y

(5.18)
and subtracting (5.17) with z = y we get
56 (y) = [4= [ (69() -6 1) S (3, 1S (2, y) +5S (1. 218 (2. 0) + S0, 285 2. 1)] + 22D 1,
(5.19)

If we now take the trace and integrate over y, the first term in the integrand is odd under
the exchange of y and z and thus does not contribute. Using the cyclicity of the trace and
exchanging again y and z, the second and third terms are easily seen to be identical. We
arrive at

0A

/dy dtrGr(y) = 2/dy dz trS(y, 2) 05(z, ) + o (5.20)
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We now insert the explicit expression (5.12) for 5 to get

/dy5trGR(y) = % —Zm/dy /dz /duéa(u) tr S(y, 2)S(z, u)yxS(u, y)
= % - Qm/dyduéa(u) tr G(y, u) V.S (u, y). (5.21)

In the previous section, we have shown in (4.56) that trv.S(z,y) = mtrG(z,y). The
argument was based on the relation S(x,y) = (i¥, + mv.)G(x,y) and the fact that G only
contains the matrices 1242 and v, and that in the end only 1545 has a non-vanishing trace.
One can show in completely the same way that

trv..S(x, y)G(ui,v1) ... G(up,vy) = mtr G(x,y)G(ur,v1) . .. G(Un, vy). (5.22)

This allows us to rewrite (5.21) as

dA
/dy5trGR(y) =g 2m2/dydu5a(u) tr G(u,y)G(y,u)
M (5.23)
=5~ 2m /du do(u) tr Go(u,u),
T

where we used the orthonormality of the eigenfunctions to rewrite the right-hand side in
terms of a higher Green’s function Go:

[ WG p)G0) = Y 55 Ol (0) + 6a ()6} (0) = Galw,0) = 4 2, v). (524

Let us note for later reference that one can equally easily show that
/du dv S(z,u)G(u,v)S(v,y) = Ga(x,y) = (+(2,z,y). (5.25)

Finally, inserting (5.23) into (5.7), we get

4
= —% /du&a(u) tr Ga(u,u),

(5.26)
If there are no zero-modes of ¢ ¥, which is the case for spherical topology, then S and G have

5[5 b Shiouwite + L 2A+m2/d tr Gr(y)
grav T o Liouville 47Tm 1 Yy wrGRrY

finite limits as m — 0 and one can assert that the term on the right-hand side of (5.26) is
of order m*. In this case, if we satisfy ourselves with an order m? calculation, we may just
drop the right-hand side, and moreover replace Gg by the corresponding quantity in the
massless theory. However, for genus one or larger, we have zero-modes of i¥and one must
separate the zero-mode and the non zero-mode parts to isolate the contributions that are
truly of order m?2. This separation will be the subject of subsection 5.3.

5.2.2 Conformal variation of the higher Green’s function G,, n > 2

But let us go on and determine [ dud tr G, (u,u) for n > 2. We have

Gn(uy,uy) = /du2 ooduy G(ug, u2)G(ug,us) ... G(up,u), (5.27)
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so that

/du1 0tr Gp(u1,uq)) = /du1 ...du, [2250(1%)‘51“ G(ui,u2) ... G(un,u1)

1=2

+ Z tr G(ug,u2) ... 0G(u;, uit1) - - - G(un,ul)]
=1
= /du1 [Q(n — 1)oo(uy) tr Gp(uy,ur) —|—n/du1 dusg tr 6G(u1,u2)Gn_1(u2,u1)] , (5.28)

where in the last step we used the cyclicity of the trace. The variation 6G(z,y) was
determined in (5.15) and it follows that

/du1 dug tr (5G(U1, UQ)) Gn_l(UQ, ul)

_ do(u1) + do(uz)
2

—i—/dv duy dug tr <5AS(u1, 0)S (v, ug) + S(u1, v)6S (v, ug))Gn_l(ug, u1). (5.29)

= /dv duy dug (0o (v) ) trS(ur,v)S (v, u2)Gn_1(uz, ur)

The different pieces of the first term on the right-hand side can be rewritten, using the
cyclicity —of the trace and an identity analogous to  (5.25), as
[ dvduydug do(v) tr S(u1,v)S(v,u2)Gr_1(uz,u1) = [dvdo(v)tr G,(v,v), and similarly for
[ dvduydusg do(ur) tr S(ur,v)S (v, u2)Gr_1(uz,u1) = [ duido(uy) tr Gp(u1,u1), ete, and we
see that the terms on the right-hand side of (5.29) involving the explicit do cancel. Hence
only the terms involving 65 remain. Thus

/du1 dug tr (6G (u1,u2)) Gp1(ua,,u1)
= —m/dv dw duydugdo (w) tr (S(ul, W)Y S (w,v)S (v, ug) + S(u1,v)S(v, w)yS(w, 'LLQ))

Gn—1(u2,u1)

= —m/dw dujdo(w) tr ('y*Gn(w, u1)S(ug, w) + 74 S(w, ul)Gn(ul,w))>
= —2m2/dw 0o (w) tr Gpi1(w, w). (5.30)
We see that we can rewrite (5.28) as

/du 0trGp(u,u) —2(n —1) /du So(u) tr Gp(u,u) = —2nm? /du do(u) tr Gpy1(u, u).

(5.31)

Now, on the left-hand side we combine [du dtr Gy, + 2 [ dudo(u)tr G, = 6 [ du tr G, so
that, after dividing by 2n:

/du do(u)trG, =96 / du % tr Gy, + m? /du do(u) tr Gpi1, (5.32)

where we dropped the arguments, all Green’s functions being obviously evaluated at co-
inciding points uw. If we multiply this equation by m?” and iterate it N —n + 1 times we
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get

2k

N
mzn/duéa(u) trGp, = 5/du Z n;—kter —|—m2(N+1)/du50(u) trGyy1. (5.33)

k=n

We now use this relation for n = 2 to rewrite the right-hand side of (5.26) to get

1 Y9 L[ 2 XL m2
rav iouville o A n )
J lsga + 487TSL tle + —m"A + 4/01 Y9 <m trGR(y)+kZ::2 ’ tr Gr(y,y)

m2(N+1) )
= T [y gl G (uy) (5:34)
where on the left-hand side one can replace [ d%y./gtr Gy (y,y) = ¢(k).

5.2.3 Variation of the gravitational action to all orders in m? for spherical
topology

Contrary to what this expansion (5.34) might suggest, it is important to realise that the
quantities Gg and (k) are the quantities computed in the massive theory. However, in the
absence of zero-modes of i¥ (i.e. for spherical topology), they all have a finite limit as m
goes to zero. Below, in subsubsection 5.3.5, we will give a precise bound on the remainder

m2A

term on the right-hand side of (5.34). In particular, for -~ <1, where a, is the smallest

eigenvalue of D for zero mass and unit area A = 1, this term goes to zero as N — oo.
Hence

§lomiee L Log e YA T / Vi GRW)+ S | =0 (5.35)
grav 487 47 4 = 4k

It is relatively straightforward to re-express Gr and ((k) in terms of the same set of
quantities in the massless theory. We will do this below for the case of arbitrary genus.

5.3 Variation of the gravitational action for arbitrary genus
5.3.1 Zero-mode and non-zero-mode parts of the Green’s functions

As discussed in subsection 2.5, for genus one or larger, there are zero-modes g ; of i¥.
They may be chosen as having definite chirality, i.e. be eigenstates of .. There are as many
positive as negative chirality zero-modes. For the arbitrary torus there is exactly one zero-
mode of each chirality and we have obtained them explicitly. In general, since ¥y ; = 0
we have D)o ; = mybo; = £mabg;, i.e Ag = m. Recall the spectral decomposition (4.49)
of the Green’s functions in terms of the eigenfunctions and eigenvalues. It follows that the
zero-mode parts of the Green’s functions S and G behave as % and # and do not have a
limit as m — 0. Since we want to do a small-m expansion, we have to separate the Green’s
functions into their zero-mode and their non-zero-mode parts. In terms of the projectors
Py and ()¢ on the zero-modes defined in (2.102) and (2.106), the zero-mode contribution

to the Green’s functions G and S simply are % = % and %’ = % Obviously then, one
0
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has the decomposition

~ F,
G(z.y) = G v) + G(w.), Gy (a) = 2D
S(a,) = So)(.9) + S.), Sy = LED 556

where G(z,y) and S(z,y) are the contributions of the non-zero-modes for which the X,
have finite limits as m — 0. Hence, G(z,y) and S(z,y) have finite limits as m — 0, which
obviously is not the case for G(© and S,

As already noted, the zero-modes are orthogonal to the non-zero modes so that

/dz S(O)(:L‘,z)g(z,y) =0, /dz G(O)(x,z)é(z,y) =0,
/dz S(O)(x,z)é(z,y) =0, /dz G(O)(x,z)g(z,y) =0. (5.37)

Furthermore (cf (2.107))
[ 4z S0 800 = — [ 420w, 2@0(9) = > Polay) = Go(z0). (5:39)

We also have G(x,y) = [dzS(x,2)S(z,y). If we substitute S = S + Sy and use the
orthogonality between the zero and non-zero-modes, eq. (5.37), we get

Glz,y) = /dz S(z,2)S(z,y). (5.39)

We can similarly separate all higher Green’s functions as Gy (z,y) = GV (z,y) + Gn(z,y)
and we have separate relations for the zero-mode and the non-zero-mode parts:

Gnyi(z,y) = /dz Gz, 2)Gp(z,y) = /dzdug(:n,z)Gn(z,u)S(u,y),
GPLi(wy) = [ 426y (@G (2 y) = [ dzduSig) (@G (2 0)S(0)(w.9)- (5.40)

Finally note that the zero-mode parts satisfy i¥.S) = i¥G(g) = 0 and recall from (2.107)
that Qo = 7P so that S(g) = m7.G (o) = (i¥+ my.)G (). Subtracting this identity from
S = (i¥+ m~,)G results in

S(z,y) = (i¥, + my)G(z,y) = D.G(z,y), (5.41)

so that the zero-mode parts and the non-zero-mode parts satisfy this same relation sepa-
rately. Of course, all these relations also follow directly from the spectral representations
of the Green’s functions.

We now want to rewrite the various relations of the previous subsection in terms of
these S(z,y) and G(z,y) for which the m — 0 limits exist. In the end we will find that we
obtain almost the same result as in (5.34) or (5.35) except that all quantities are replaced
by the corresponding quantities with tildes referring to the non-zero-modes. This result
can be understood as being due to the fact that when varying the gravitational action the
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eigenvalue \g corresponding to the zero-modes does not change and that the zero-mode
and non-zero-mode contributions are orthogonal.

But let us proceed. First note that the zero-mode pieces do not contribute to the
short-distance singularities. Hence G(x,y) and G(z,y) have the same short-distance sin-

w202 (z,y)
2

gularity —ﬁ log 1ayo. Similarly S(z,y) and S(z,y) have the same short-distance

singularity —ﬁ(in + my.) log %. Thus

re; o 1 . 282 z,y Q z,y are,
55 (2, y) = Sio0) + S(,9) + (15, + ) log DY) Q) Gy )
~ 1 20%(x, Py(x, ~

G5(w.y) = Gy (a9) + Glaoy) + - log D, ) = PG Gresty ) (5.2
m 4 m

By taking the coincidence limit z — y we then get

3 ral P 3 ~
Sr(y) = Qogzy) + Sr(y), Gr(y) = 07%2 v Gr(y)- (5.43)

Also, since Qo = 7« Fo, the relation (4.114) translates into

Sr = m7.GR. (5.44)

But both, Sk and Gr have a smooth limit as m — 0, and we find that Sg vanishes in the
massless theory:

SE=0(z) = 0. (5.45)

We will need the variations of the zero-mode parts of the Green’s functions G g (w,y)
and S(g)(z,y) under conformal transformations. As we have just seen, the latter are given
in terms of the zero-mode projectors Py(z,y) and Qo(z,y) = v«Po(x,y). But the con-
formal variations of Py(x,y) have been studied in some detail in subsection 2.5.4, see in
particular (2.115) and (2.116).

5.3.2 Expressing the variation of the gravitational action in terms of Gr

The variation of the gravitational action, eq. (5.5) contains the term —%2 J\/gdotrGgr on
its right-hand side. We now use (5.43) and (2.116) to rewrite this as

m? m2 ~
- [aybotyyrGn) = =5 [aydoty)i (P52 4 Griy)

m

m? ~ m? ~
=-9 (logdet Po + T/dy trGR(y)> + T/dyétrGR(y). (5.46)

We can then rewrite our initial equation (5.7) as

1 m?
0 Sgrav + = SLiouville + log det PO + 87

m? ~ m? ~
= (27+1)A+T/\/§trGR :T/\/gdtrGR.

(5.47)

This is as (5.7) but with Gg replaced by éR and the extra term ¢ logdet Py on the left-
hand-side.
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At present, this term ¢ logdet Py has emerged from separating the zero-mode piece
from Gr. But we have seen in section 3 that, since 6\ = 0, we may write §Sgray from the
beginning in terms of quantities that do not involve the zero-modes. Then in eq. (5.5) it
is directly Gr that appears. So where does this term § log det Py then come from? Recall
that the variation of the gravitational action was §Sgray = $6¢’(0) + 1 log u? 5¢(0), cf (5.1).
First, ¢(0) only involved the residue of the pole of (4 (s,z,x) Wthh is the same as the
residue of the pole of g+(s, x,x). Second, when expressing §¢’(0) directly in terms of the
quantities without zero-modes as given in the second line of (4.67), namely

75( /(5atrC+ (0,z,x) — —/5Jtr (1,z,x) — 2m2C,0A, (5.48)

the last two terms on the right-hand side will be expressed in terms of [ §oGr with no
zero-mode contribution subtracted. On the other hand, { (0, z, z) was given in terms of the
heat kernel coefficient ;= Fy (z, z), cf (4.40), as (4 (0, z,z) = —Nﬁ(ng) +m?) 1ax2. Now the
corresponding ¢4 (0, z a:) is obtained from the heat kernel K (t,z,x) with its zero-mode
part subtracted. But the latter is just e~ Py(x, ) = Py(z,z)(1 4+ O(t)). It follows that

ﬁﬁl(:v,x) = L Fi(z,z) — Py(x,z) and, hence,

= _ 1 (R(x) 2
(+(0,z,2) = i ( D +m ) laxo — Py(z,x), (5.49)
so that
1 ~ 1 m?
- /dx oo (x)tr (4 (0,2,2) = ———0SLiouville — —0A — d logdet Py, (5.50)
2 487 8

where we used (2.116). Thus one gets again all the terms of (5.47). This latter computation
also shows that this zero-mode related term logdet Py is actually already present in the
massless theory and should have appeared together with the Liouville action. But, as
mentioned earlier, in the massless theory one may redefine the matter partition function
by an appropriate factor to precisely cancel this term.

Startlng from (5.47), we can now proceed as in the previous subsection and express
Jgotr Gg in terms of a total variation and ff&tr Ga(y,y), which then is again ex-
pressed as a total variation and a term [ /g4 tr Gs (y,y), etc. We have to be careful to sub-
tract any zero-mode contributions where they might appear, but the orthogonality (5.37)
of the zero and non-zero mode parts of the Green’s functions essentially ensures that the
variations of the non-zero-mode quantities only involve other non-zero-mode quantities.

To begin with, we have

~ _ 1 ~ 1 M2£2($,y)
0Gr(y) = lim o <G(ﬂ:,y) + ol —— = laxa | (5.51)

We already observed above that &(4log L(’y)) ~osy azgry) is non-singular and, hence,

the same must be true for 6G(z, y). From (5.39) we know that G(x,y) = [dzS(z,2)S5(2,v),
and we can set x = y after taking the variation, so that

do(y)
2

6Gr(y /dz 200(2)S(y, 2)S(z,y) + 6S(y, 2)S(z,y) + S(y, z)ég(z,y)> + 1ax2.

(5.52)
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5.3.3 Determining 68

We then need to determine 55(:1:, y). To do this, we just repeat the steps leading to (5.12)
and (5.13), but now subtracting the zero-mode parts. We start with (¥, +my.)S(z,y) =
5 (r—y)/\/g and separate the non-zero and zero-mode parts: S = 5—1—5(0). The zero-mode
piece S(g) = % satisfies 1), S(o)(7,y) = 0 so that (recall 1.Qo = Fy)

, = 5z —y) 5 (z —y)
(1%, +mys)S(z,y) = NV NV

Of course, this just expresses that ng (x,y) gives the completeness relation without the

— mYS(0)(2,y) = - Po(z,y).  (5.53)

zero-modes. Consider now a metric ¢’ related to g by an infinitesimal conformal rescaling
g = e®7g. Then, as before, /¢ = ¢??,/g and V' = e309/2¥7¢97/2 We have, of course,
S'(x,y) = S'(z,y) — S(O)(m,y) where iW’SEO)(x,y) = 0. Then (5.53) becomes

. 350(2)/2 w b0 (x)/2 & 0@ =) a5z b0/ o
(ie Ve +ms) S (z,y) = 7\/§ e e Py(z,y). (5.54)

Much as in (5.9), we set

S'(@,y) = S(a,y) +08(z,y) = e 7D/ (S(a,y) + 65 (,y) )W)/

& 6S(x,y) = —%(50(56) + 00 (y))S(x,y) + 55(z,y), (5.55)

where the equivalence between the two equations holds up to terms of second order in the
variations. Developing (5.54) to first order in the variations and comparing with (5.53)
we get

D 85(z.y) = (i¥, + my.)dS(w, y)

— mbo(z) 7.5(.y) ~ (300(2) + 3000) ) Ruey) ~ SP(a.y)

where 0Py = Pj — Py, so that

(5.56)

/dz S(z,2)D, 65(z,y) = —m/dzg(m,z)éa(z) v5(2,9)

- /dz S(z, 2) [(;’50(@ n ;50@)) Po(z,y) + Po(z,9)| -
(5.57)

On the left-hand side, as before, we use the hermiticity of D, and let it act on g(w,z),
according to (5.53):

/dz S(z,2)D,8S(z,y) = 65(z,y) — /dz Py(x,2)05(z,y). (5.58)

Hence,

~~ ~

0S(z,y) = — m/dz g(x,z)éa(z) vS(2,9)
— /dz S(z, z) [(;50(2) + ;50(31)) Po(z,y) +0P(z,y)

+ /dz Py(x,2)65(z,y). (5.59)
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Recall the orthogonality relation between S and G (o) ~ P which we write for metric g and
for the metric g’ = ¢?7g (with dz still standing for d%z/g(2)):

/dz Py(z,2)S(z,y) =0, /dz 300(2)/2e=00 W2 Pl (4, 2) <§(z,y) + 35(2,3/)) =0. (5.60)

First, this shows that the term ~ do(y) in (5.59) does not contribute. Next, developing
the second equation to first order and using the first one we get

/dz Py(z, z) (55(2 Y) /dz< 5o (2)Py(x,2)S(2,y) + 6 Py(x, 2)S(z, y)) (5.61)

Hence,
68 (z,y) = —m/dz 5o (2) Sz, 2)v8 (2, y)

/dz [ 60(2)(S(x, 2) Po(2,y) + Po(x,2)S(2,9)) + S(z, 2)6 Py(z, ) + 5P0(x,z)§(z,y)} .
(5.62)

Now, 6 Py(x, z) has been worked out in (2.115). It contains a piece —3 (6o (2)+d0(2)) Po(z, 2)
as well as a piece 3, ; a;; ¢0,i($)¢& ;(2) where the a;; are some constants. Thus, when mul-

tiplied by S (z,y) and integrated over dz the second piece does not contribute. Similarly
for [dzS(z,2)dPy(z,y). Thus we can rewrite (5.62) as

55(z,y) / dz60(z) [mS(g; 2)7.8(2,y) + S(z, 2)Po(z,y) + Po(z, 2)S(z, y)} (5.63)

This, together with the second equation (5.55) determines 85 entirely in terms of S, do
and Py. Note that we cannot (yet) use the “orthogonality” of S and Py since the integral
over dz also involves do(z). However, we will see in the sequel that the Py terms drop out
from the relevant quantities we will compute here.

5.3.4 Determining 0GR

We have already given 0GR in terms of 65 and do in (5.52). Using now the second
equation (5.55) to express 89 in terms of do S and 55 this becomes

SGr(y /dz 60 5o (y))S(y, 2)S(z,y) + 0S(x, 2)S(z,y) + §(:c,y)6A§(z,y))
+ 5(;;) Loyo. (5.64)

Let us remark for further reference that if we do not take the x — y limit and discard the
last term we also get

5G(w.0) = [z ((00() - 252 2T 30, 2)8(2.0)+ 550, 2)8(2.0) + (0, )55 :.0)

(5.65)
If we take the trace of dGRr and integrate, as before, the term do(z) — do(y) vanishes by
antisymmetry, and we are left with

~ A p A
/dy6 trGr(y) = 2/dy dz tréS(y,2)S(z,y) + (;—77 (5.66)
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Next, we insert 05 from (5.63):

/dy(5 tr Gr(y) = —2/dydzdu50(u) tr (m Sy, u)yS(u, z)

+8(y, u)Po(u, 2) + Po(y, w)S(u, 2)) S(z,9) + %. (5.67)

We see that the terms involving Py now vanish: [dzPy(u,2)S(z,y) = 0 and (using the
cyclicity of the trace) [ dyS(z,y)Po(y,u) = 0. Furthermore, we can replace [ dyS(z,y)S(y,u)
by G(z,u). We are left with

~ ~ ~ A
/dy5 trGr(y) = —Zm/dz dudo(u) trv.S(u, 2)G(z,u) + (;—
T
= —2m /dz dudo(u) tr G(u, 2)G(z,u) + 5 = —2m /du do(u) tr Go(u,u) + 97
s s
(5.68)

where we used, much as for S and G, that S(u, z) = (¥, + m~,)G (u, z) and the fact that
only the m'y*é survives in the trace. Inserting this into (5.47) we get

1 v m? _
d (Sgrav + ESLiouville + log det Po + E m2A + T /du tr GR (u))

= —nf/du do(u) tr éQ(U,U). (5.69)

Of course, this is very similar to (5.26), except that now all Green’s functions have their
zero-modes excluded and, instead, we have the zero-mode related piece log det Py.

Since G has a finite limit as m — 0, the right-hand side is a genuine order m*-term
and one can read the complete variation of Sgray up to and including the order m?2-terms
from the left-hand side. But we also want to obtain the higher-order contributions which
requires to study similarly the variation of the higher Gh.

5.3.5 Conformal variation of the higher én(a}, y),n > 2

As before, we now want to obtain the conformal variations of the non-zero-mode parts
of the higher Green’s functions. It follows immediately from the orthonormality of the
zero-mode and non-zero-mode parts of G that

P0($,y)
o _mn (5.70)
= /duz coduy, Gz, ug)Gug, us) ... Gun, y).

én(l‘,y) = Gn(%Q) - G%O)(Ji,y) = Gn($ay) -

Then, as before for G, in (5.28), we now have for G,

/du15 tr G (uy,u1) = (2(n — 1)/du60(u) tré(n)(u, u)

—|—n/du1du2 tr 6é(u1,u2)é(n_1)(u2,u1). (5.71)

- 73 —



Let us evaluate the second term on the right-hand side of this equation. 6G was given
in (5.65) so that

/dw dy tr6G (2,)G 1) (y, 7)

= /dx dydz [((50(2) — 602(x) - 502(3/)) tr g(w,z)g(z,y)é(n_l)(y,x)
+tr (35(3:, 2)S(z,y) + S(z, 2)88(z, y))é(n_l)(y, x)] . (5.72)

Using the cyclicity of the trace we can show again that the term involving explicitly the
do vanishes and only the terms involving 45 remain. Using (5.63) these terms are

/dx dydz tr (65(z, 2)S(z,y) + S(x, z)gg(z,y))é(n_l)(y,:v)

= —/dz: dydudzdo(z) tr [m S(z, 2)7.S(z,u) + S(x, 2)Py(z,u) + Po(x, z)g(z,u)} X

X [S(ua y)G(nfl) (yv .T) + C:v(nfl)(ua y)g(y, l’)} : (573)

Again, by the cyclicity of the trace, we see that the terms involving Py always appear as
Jdu Po(z,u)S(u,y) = 0 or [dxG_1)(y,2)Po(z,2) = 0, etc. Hence they give vanishing
contributions and (5.73) reduces to

(5.73) = —m/dx dz 0 (z) tr (S(x, 2)7:Gn(z, ) + *y*g(z,x)én(x,z))
= —m? /dx dzdo(z) tr (G(x, 2)Gp(z, ) + é(z,x)én(x,z)>
= —2m2/dy 60 (y) tr Gnir(y,y) (5.74)

where in the next to last step we used the by now familiar argument to replace §'y* and
7.8 by mG inside the trace. Putting the pieces together, using (5.71), (5.72) and (5.74),
we get

[ dustrGutyy) =200=1) [ dyso(y) trGulyy) —20m? [ dyboly) tr Cura(y.y)
(5.75)
exactly as in (5.31) but now for the G,, instead of the G,,. One can then do the same ma-
nipulations, obtaining the analogue relations of (5.32) (again we do drop the arguments y)

~ 1 ~ ~
/dy do(y)tr Gy, = o ) /dy tr Gy, + m? /dy do(y) tr Gpy1. (5.76)
This can be iterated to obtain a relation analogous to (5.33):
m2”/dy do(y)trGp, =9 /dy Z on tr G, + m?N+ /dy do(y) trGny1.  (B.77)
k=n

This looks like an expansion in powers of m?, but one should be aware that the Green’s
functions G are the Green’s function of the massive theory. However, and this was the
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whole point of having subtracted the zero-modes, each ék now has a finite limit as m — 0
and can be expanded itself in powers of m?, as we will do shortly.

Let us give an upper bound on the term on the right-hand side. We have [ dy tr G N4l =
D00 Q(NH) = {(N+1). Furthermore, A2 = A\2|,,,_o+m? and the eigenvalues of the mass-

less theory have a simple scaling with the area, namely?°

Aalm=o = ZA%\AzB- (5.78)

If we denote Ms, = max |dc| > 0 we have the following bound

’/dyéa(y) trC:'NH‘ < Mj, ‘/dy tré]v_H’ = Ms, E(N-i— 1) < M, Emzo(N—l- 1)
= AN MG, CAZL(N +1). (5.79)

Now, just as Riemann’s zeta-function (g (s) has a finite limit as s — oo, our CAZE(N + 1)
has a well-defined “limit behaviour” as N — oo and this is given in terms of the smallest
eigenvalue that contributes. If we denote ag = A\;|A=} is the smallest (positive) non-zero
eigenvalue for zero mass and unit area A = 1, and d,, its degeneracy, then Cf,‘;%)(N +
1) ~Noeo 2% Hence
m2

‘mQ(NH)/dyéa(y) tr éN—f—l‘ <m2INHD AN+ ppe E SINH1) ~N oo 2dgg M, (TA)NH.

(5.80)
Thus for small enough mass, m?A < a3 the right-hand side goes to zero as N — oo and
we may drop the corresponding term in (5.77). We may similarly estimate the radius of
convergence of the series

> m2k~ 0 (m2A)k~
/dy Z — tr Gr = ]; 5 C(k) = ;; o A= (k). (5.81)

If we now denote by a the smallest positive eigenvalue (of the massive theory) appearing in

ZAZl (such that its zero-mass limit is ag > 0), then the series converges for ‘”ZQQA| < 1. We
conclude that for small enough mass we can take the N — oo limit in (5.77) and obtain

m2n/d2 V780 (y) tr G 5/d2y\/§ Z—ter (5.82)

5.3.6 Variation of the gravitational action to all orders in m? for arbitrary

genus

We insert this result (5.82) for n = 2 into eq. (5.69) and get

1
—— STLiouville + log det Py + % m2A

d [Sgrav + 48T

_ © 2k
+i/d2u\/§ (m? trGR(u)—i-];kter(u,u))] = 0. (5.83)

26This follows rather trivially from the fact that a conformal rescaling with constant o changes A — ¢2° A
and F— e "7} so that F° — e~ 2% and, hence, A2 — e 29)2.
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As before, the integrals of the traces of the higher Green’s functions Gy, at coinciding points
are just the ((k) so that equivalently

5| S + ——Stiouvitie + log det Py + - 2A+m2/d2 tr GRr( )+§:m—2kf(k) =0
grav 487 Liouville ogdet o 47Tm A U\/§ R\U ~ Ak = Y.

(5.84)

This looks very similar to the result (5.35) where we did not separate the zero-mode

contributions. The only difference (apart from replacing the G’s by the G’s, or replacing

the ¢ (k) by the C(k)) is the presence of the zero-mode term log det Py which only contributes
at order m®. Indeed, we have seen in section 4.2 that d\g = 0 so that 6¢(s) = 6C(s).

As already remarked above, Gr and the Z (k) are the quantities defined with non-

vanishing mass. Since we subtracted the zero-mode parts, these quantities have a well-

2

defined series expansion in m* involving quantities defined in the massless theory. We will

now work out these expansions. First, we have \2 = )\i (m=0) T m?, cf (2.92), so that

1 ! ! (1 L >_k
)\’%k (Ai,(m:()) + mQ)k )\Qk(m 0) )\i,(mZO)

, (5.85)
_;i(_)r(keril)! ( m? )
)‘ilf(mzo) = (k=1 7! )‘EL,(m:())
Then
I N B
Tk 2
=k A2k = Elrl E+r \ A 2. (m=0)
ns (lf(—)r ! )1< m’ )’
= \= (l=r)r! )1 )\i,(mzo)
o) ! 9 l
! _ 1 m
S e - e o ()
= Lr=o r)lr! 2 (m=0)
l
- 1 m?
=Sl - ()
=2 [ } l )\n,(m:O)
l
> -1 m?
=> () ( 2 ) : (5.86)
=2 l )\n,(m:O)
If we now sum over n # 0 we get the corresponding relation for the sum of zeta-functions
2 m?F > E—1 -
Z T Z(—)kTm%szo(k). (5.87)
= k=2

Note that to lowest order in m this is just %46’(2) = %m‘fm:o@) + O(m"%), which is
indeed obviously correct, and it is similarly easy to directly check also the next order.

We may similarly proceed with éR. First note that the short distance singularity
of é(az,y) is the same for vanishing and for non-vanishing mass. Indeed, this singularity
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depends on the 2-derivative part of D? and is not changed by adding the mass or not. On
the other hand, as already used repeatedly, the ér(az, y) have no short-distance singularities
for r > 2 and the G, (y,y) are finite. Recall the obvious fact that if 1, is an eigenfunction
of D? for m # 0, i.e. D*¢,, = A\21),, where D? = Wz + m?, then this same 1), is also an
eigenfunction of D? for m = 0, i.e. of —¥? with eigenvalue A2 — m? = A%L,(m:O)' (Note
that this argument is correct for the eigenfunctions of D2, but not for the eigenfunctions
of D and the following reasoning for G can not be transposed to S .) Hence, using (5.85)
for k=1

G(z,y) = Z (%( Yh(y) + o (@) (V) (y)
n#0 ”
> 1

= 2 ()M Sy (n(@)8h ) + V(@) () (v)
r=0 n#£0 “'n,(m=0)

= Y () m* G (2 y) = G0 y) + Y () mP G (2, y). (5.88)

r=0 r=1

Subtracting the short-distance singularity and letting then x — y gives

Grly) = GE="(y) + (- m* Gy, ) (5.89)
so that
m? [@yyglnty) = m® [ @paEE W) - 3V m o). (90)
k=2

We can then rewrite (5.84) as

1
0 lsgrav + @SLiouville + log det Py + X m2A

47
m? 2 ~m=0 o~ (D) o~
+T/d u/g tr GR = (u) + Z " Cm=o(k)| = 0. (5.91)
k=2

This looks exactly like (5.84) - which was written in terms of the massive Green’s function
and massive zeta-function - except that now the terms in the sum over k£ have an alternating
sign!

The last sum in this equation (5.91) ressembles, of course, the Taylor expansion of
log(1 + z) and, indeed, formally we have

Det ' D2 )\2 k+1 m2k
m=0 n#0 n,m:() n#0 n,m=0 n#0 k=1 n,m=0
e (M s
= 3 i G () (5.92)
k=1

It looks a bit as if we have been going in circles and we could have written this expansion
right away at the beginning. However, this formal manipulation results in a sum over k

— 77 —



including also the singular k£ = 1 term Em:()(l). Our more careful treatment has produced
instead, the integral of the Green’s function G”R”O, which can be rewritten in terms of
GE”ZO which in turn is related to the regular part of (—o, i.e. (;,2,(1), as well as the piece
log det Py that originated from the zero-modes.

5.4 Integrating the variation of the gravitational action

We have obtained the variation of the gravitational action - to all orders in an expansion
in powers of m? - under an infinitesimal variation of the conformal factor, corresponding to
an infinitesimal variation of the metric. This variation was expressed in terms of variations
of integrals of the renormalized Green’s function éﬁ”zo of the massless theory and of the
higher Green’s functions G=%(x,z) (n > 2), or equivalently of the finite values of zeta
function @nzo (n), also of the massless theory. We can then immediately “integrate” these
infinitesimal variations to obtain Sgray|g, g]. Note that Py as defined in (2.111) depends on
g (through the zero-modes 12072-) and 0. We write Pylg] = Po[g, o] = Polg, g]. Since the zero-
modes %Zo,i are orthonormalized for the metric § we obviously have Py[g] = Po[g,g] = 1. It

follows that & log det Py integrates to log det20ld 9] log det Py[g, g]. We get

det Po[q\,a -
. 1 R ~ n
Sgrav[gv g] = _4877_[_SLi0uville [gv g] - lOg det PO [ga g] - E m2(A - A)
m2 ~

[oe) _ k _ .
Gl — 6l + Y- o o)~ k) (5.99)
k=2

where we defined

Glgl = [ duyfy(u) G ~lg)(w) (5.99)

with the obvious notation that éTR”ZO[g] is the renormalized Green’s function of the massless
theory, with the zero-mode subtracted, for the metric g. Let us insist that the right-hand
side of (5.93) is entirely expressed in terms of quantities defined in the massless theory.
We now want to determine, in particular, the dependence of the functional G[g] on the
conformal factor o.

Just as the Liouville action only involves the local quantities o, g and ]?{, ideally one
would like to express the higher-order terms similarly in terms of such local quantities. For
the simpler case of the effective gravitational action obtained by integrating out a massive
scalar field [13] it turned out that the order m?-term could be expressed in terms of the
Mabuchi action which is local in ¢ and the Kahler potential ®, and some relatively simple
term that involved égzo[ﬁ]. (In this case égzo is the renormalized Green’s function of
the scalar Laplacian). For such a massive scalar field the higher-order (in m?) terms were
computed in [14] and were expressed in terms of higher Green’a functions which encode
much non-local information about the manifold.

At present, G™=0 is the Green’s function of D? = —Agp + % which, in particular,
involves the spinoral Laplacian which is different from the scalar Laplacian. In order to
express G[g] in terms of local quantities and possibly GEF="[g] we have tried to determine the
variation of éﬁ”zo and tried to write it in such a form that one can integrate the infinitesimal
variations to obtain its variation for finite . We tried to mimic the computation for the
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scalar field where it was useful to express the variation of the conformal factor as the scalar
Laplacian of the variation of the Kahler potential and then integrate by parts this scalar
Laplacian. However, at present, this turns out to be more complicated since G is not the
Greens’s function of the scalar Laplacian, and we did not manage to obtain a useful form
of the variation of CNJQZO along this line.

Here, we will instead proceed along a different avenue which, nevertheless, will allow us
to express G[g] —G[g] in terms of the (local) conformal factor o, as well as several quantities
pertaining to the metric g only, such as the Green’s function gg, as well as the zero-mode
projector Py which involves the finitely many area-like (non-local) parameters Py ;; and its
inverse matrix.

To simplify the notations in this subsection we will introduce further abbreviations for
the different integration measures including various powers of €”:

dz = d%21/G(2), dZ, = d’2\/G(2) e”®),  dz = d%2\/g(2) = d%2\/G(2) 27?).  (5.95)

5.4.1 The variations of S under finite conformal rescalings for m =0

We now want to relate S = §g, which is the Green’s function for the metric g, to S = 53,
which is the Green’s function for the metric g, where as usual g = €273.

We will again exploit ¥, = e=37()/ 2%6“(””)/ 2 but now for finite o(x). This relation
will be particularly fruitful when relating the Green’s function of the massless theory.
Throughout the remainder of this subsection all Green’s functions S, S and G refer to the
massless Green’s functions, although we will not indicate it explicitly any more. For o = 0,
i.e. for the metric g, we have

3@ (z - y)
Vi

where Py is the projector on the zero-modes of z§7, as given in (2.114). Recall also

from (2.112) that the projector on the zero-modes of iWis Py(x,y) = e~ 7@)/2Py(x, y)e=7W)/2,
where P( was defined in (2.113). In particular it involves the “area-like” ortho-normalisation

factors Py ;j = fd?e”(z)ﬁai(z)zzo,j (2), cf (2.111). The differential equation for S then is

iV,S(z,y) = ~ Pyla.y). (5.96)

i¥.S(x,y) = 6(2)(\3;5_ Y _ Py(z,y)
& iYL (7W/28(z, y)e”W/?) = 5(2)(\%_1’) — @ Py(z, ). (5.97)
We now set
S(x,y) = @28z, 1)’ W2 o S(x,y) = e 7@/2G(x, y)e " W)/2 (5.98)
so that (5.97) becomes
i.S(x,y) = 0 —y) @ Py (z, y). (5.99)
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This is very similar to (5.96) except for the term involving the zero-mode “projector” Py.
We then set _
S(x,y) = S(z,y) + T(z,y), (5.100)

and obtain the following equation for T":
iV, T(x,y) = Pola,y) — " Po(x,y). (5.101)
Changing = — z and multiplying with S(z, z) and integrating we get

/d’z\g(x,z)z% /sz (z,2)e”FPy(z,y) = —/dzg r,2)Po(z,y), (5.102)

where the piece ~ P, dropped out since fd/z\g(x, z)f’o (z,y) = 0. On the left-hand side we
integrate by parts the i¥, and use (5.96) to get

T(z,y) /dzPo z,2)T(z,y) /sz z,2)e” APy (2, 1). (5.103)

This determines T up to a certain zero-mode part which is subtracted on the left-hand
side. Just like S and S, T must also satisfy (T'(z, y))Jf = T(y,z), and we can also expand
T(x,y) on products of eigenfunctions of z§7 We separate the zero-mode and non-zero-mode
parts, and we have schematically

: ”Z\PO'L tZJ\IIOJ )+Z(I\]0,Z( Czn +Z\I’ C \IJT )

+Z‘I’ D 1), (5.104)

where \Tfo,i stands generically for the zero-modes @Zo,i and @E&i, and ¥, stands generically
for the non zero-modes @n and TZ; Then, the left-hand side of equation (5.103) only
contains the terms with the ¢, and d,,, while the right-hand side contains terms of the
form \Tfn(a:)\ilgz(y) only. This shows that d,,,, = 0, and that all ¢}, are determined, and
hence also all ¢;,. Thus, (5.103) determines 7" uniquely, up to the pure zero-mode piece
involving the ¢;;. The latter corresponds to the arbitrary solution to the homogeneous
equation T'(x,y) — [ dZ Py(z, 2)T(z,y) = 0 one may always add. Now, obviously, as for S,
we do not want to include such a pure zero-mode piece in 1" and we make the choice to set
it to zero. Then T only contains the pieces with ¢;;, and ¢, and, hence

/dza (,2)Po(zy) + Polz, 2)8(2, ). (5.105)

Obviously, this satisfies T'(x, y)" = T'(y, ) and one may, of course, check directly that it is
a solution?” of (5.101). Inserting the solution (5.105) into (5.100), and using (5.98), we get

S(z,y) =e L(S (z,y) /dzg (8(z, 2)Po(2,y) + Po(, 2)8(z, ))) =7 (5.106)

2"Indeed, since iﬁacﬁo(x,y) = 0 one has i)ZT(x,y) = —e"@DP(x,y) + fd?e”(z)lgo(x, 2))Po(z,y), and it is
not difficult to show that fd?e"(Z)ﬁo(x, 2))Po(z,y) = P, (z,9).
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This can be equivalently rewritten in terms of

a( a(v)

21) g\(;p’y)e_T (5107)

S(x,y)=e”

as

S(z,y) =S8(z,y) — /dz (S(z,2)Po(z,y) + Po(z,2)S(z,y)) , (5.108)

which shows that in the absence of zero-modes (spherical topology) one simply has S=8.
Both (5.106) and (5.108) express S solely in terms of the conformal factor o and

quantities computed with the reference metric g, i.e. S and the zero-modes Q/ﬁ\oﬂ‘. To make

~ ~ = ~

the dependencies slightly more explicit we introduce the notations S = S, Sg and
Py =P, 5.0 S0 that (5.106) is rewritten once more as
5 _o@) s+ ~ S = = 5 _o)
Sg(x7y) =€ 2 (S/g\(xvy) - /dZO' (SE(,]}, Z)PO,E,U(Z7y) + PO,E,U(‘T7 Z)SE(Zvy)))e Z .
(5.109)

Let us insist, that without the presence of the factor (%) (hidden in the integration measure
dz,) the integral of SEP and of FOSE would of course vanish due to the orthogonality of
the zero and non zero-modes.

5.4.2 The variations of G and Gg under finite conformal rescalings for m = 0

The dependence of the Green’s function ég(a:, y) on the conformal factor can then be ob-
tained straightforwardly by inserting the previous result for S, into Gy(z,y) =

[ d%2/G €2 S (x,2)8y(2,y):

~ o

Gg(xa?/) =e

() /dé\g (gfq\(iﬁ,z)—/dﬂa (gg(x,u)ﬁogﬁ(u,z) +P07§7U(x,u)§§(u,z)))

_ o)

x(§ﬂzyy—/daxgﬂ@vﬁ%@AuyHJ%@U@ﬂo@ﬂuy»yzﬁr. (5.110)

Developing the product of the two brackets we get 9 terms. To further simplify the notation,
we will suppress the arguments in the multiple integrals. Then we find

~ —o(2)
2

Gylay) = [ [ 425,58, [ 4z, di, (35,7 + 5,708, + 5708, + PaS )

e (5B B BB S  BEEBs  Bas | —ew
+/wﬂ%@4%M%m+%mm%+m%%m+m%mgk e

(5.111)

Again, due to the presence of the e? factors (hidden in du, etc) for each integration, no

simplification occurs?® in the integrals of products of 53 and Py.

The short-distance singularity of (5.111) comes from the first term in the bracket and

262
we know that it is —ﬁ log ugf(x’y)lgxg. As already discussed, we have for finite conformal

(z,v) which one can show by

28The only slight simplification comes from fdﬂg Po(z,u)Po(u,v) = Po
= Py(z,v).

rewriting Po in terms of Py and using that f d2u\/§ Py(z,u)Po(u,v)
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transformations

1 202(x,
0G(@,9) ~amy TR y) = = - log ug4xy)
" 22 (5.112)
B il H Eg(xﬁy) o) +o(y)
Ty . og 1 i

We see again that the singular parts of ég and C:’/g\ are the same and it follows that ég(:v, y)—
C:’E(w, y) has no short-distance singularity. We also see that

Grlgl(y) — Grlgl(y) = lim (Gyla,y) - Gylay) + 02(5) 1oxa). (5.113)

Combining this with (5.111) we get

Gnlol () =Gnlal(0)+ 2 1 + [A5(eO=0) 1) G500, )55z,

v) / 4, diy (8:5:Po+ P08+ 55 PoS;+ PoSs55)

z=y
(v) / dz, du, dv, (g/g\ﬁo ggﬁo + ggﬁoﬁo g/g\—l-ﬁg ggggﬁg +?0 53?0 gg) oy
(5.114)

The functional G[g] = [ d?y\/gtr Grlg](y) = [ d7e** @ tr Grlgl(y) = [ dfy e”® tr Gr[g](y)
then is easily obtained from the previous relation. In particular, one can now use the cyclic-
ity of the trace to simplify the many terms involving Py. Writing out explicitly all factors
of €7 we get

+/dy 7-1) trGR /dye o
—I-/dgd,? eU(Z)JrU(y) - eQU(y)> tr Sg(y,z)SE(z,y)
—4/dgjd2dﬂea(y)+a(z)+a(“) tr gg(y,z)gg(z,u)ﬁo(u,y)

+2 / djdz didp e” W7ot o) o (§-Po 5Py + S:5-PyPy). (5.115)

Again, in the absence of zero-modes, i.e. for spherical topology, the last two integrals are
absent. Let us recall, once more, that all quantities in this equation are those of the

massless theory.
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5.4.3 The gravitational action at order m?

We can then insert this result into (5.93) to get the contributions to the effective gravita-

tional action at order m?:

Na m?(A — A)
47

2
—n;l/de\/fy(eQ 1) tr Grg)(y) + = /dzz Vie* o
+/d2y\/§d22\/§(e”(z)+”(y) — e%(y)) tr ga(y, z)gg(z,y)

4 [ @y GG duy/G et 8y, 2) 852, 0 Po(u,y)

. 1 . .
Sgrav [97 g] = _ESLiouville [ga g] — log det Py [g, g] -

—|—2/d2y\/§d2z\/§d2u\/f]d2v G eeWto(@)to(u)+o(v) ¢ (ggpoggﬁo + §§§§P0P0)]

+0O(m?). (5.116)

We see that at order m?

we get the Liouville action and a specific zero-mode contribution
involving the area-like constants Py ;;. Of course, if present, the zero-modes are zero-modes
of the massless Dirac operator i¥, while the massive Dirac operator never has zero-modes.
In the massless theory, one does not do the functional integral over these zero-modes and
then there is a certain freedom how exactly we define the matter partition function. In
particular, one can then redefine the matter partition by dividing Zmat[g] by det Py[g]
and then the corresponding term would have been absent in the effective gravitational
action. However, we are really computing in the massive theory and then the massive
Dirac operator has no zero-modes. Hence, there is no reason to change the definition of
the matter partition function and the term log det Py|g, g] should be genuinely present.
At order m? we find the cosmological constant term ~ m2(A — A), but also a term

[ V/Ge** o characteristic of the Mabuchi action

Slg, 4] A/\/§62”a+ (5.117)

Obviously, this term is local in o. If we trace things back, this term originated from the
conformal transformation of the singular part of the Green’s function G one had to subtract
to get the renormalized Green’s function Gg (see e.g. (5.113)). It is interesting to note,
that the Mabuchi action appears at present with a coefficient —% Whlle in the case of
the massive scalar field one exactly obtained the opposite coefficient +2-% 167r .

The other terms present in (5.116) are multi-local in ¢ and also involve the various
Green’s function for the reference metric g, as well as the area-like parameters Py ;;. Such
“non-local” terms involving the Green’s functions on the manifold also are present in the
effective gravitational action for massive scalars [14] at higher orders in m?, starting at m?.

2 involves the zero-

One might wonder why our gravitational action (5.116) at order m
mode projectors when we have shown that corresponding variation (5.91) could be written
solely in terms of G[g] = [ \/géR [g] 7 The reason is that upon integrating the variation
from 0 = 0 to o (from g to g) the zero-mode projector changes in a non-trivial way, and

subtracting the zero-modes from G|[g] is not the same as subtracting them from G|g]|.
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6 Discussion and outlook

In these notes, we have studied the effective gravitational action for massive fermions in
two dimensions, continuing and completing what had been initiated in [1]. The appropriate
mass term is a Majorana type mass term [ Im~y,1p, and the spectral analysis we performed
was based on the Dirac operator D = i¥+ m~y, whose eigenfunctions necessarily are
complex. What might have looked as a simple generalisation of the massive scalar case,
actually turned out to be technically quite involved. We performed a detailed study of the
corresponding Green’s functions, local zeta-functions and local heat kernels of this Dirac
operator D and of its square D?. One of the crucial insights of the present paper was to
obtain a simple relation, not only between the Greens’s functions S of D and G of D?,
but also between the corresponding local zeta-functions (_(s,x,y) and (4 (s + %, z,y). By
the (inverse) Mellin transform this allowed us to obtain much information about the local
heat kernel K_ (¢, x,y) from the small-t expansion of the heat kernel K (¢, z,y) which we
worked out in the appendix. (This confirms some of the conjectures made in [1] but also
infirms some others.) In particular, we could obtain all the necessary information about the
short-distance singularities and the poles of the local zeta-functions (4 (s, z, x) at coinciding
points. Most importantly we studied the variations of these quantities under infinitesimal
conformal rescalings of the metric, and then “integrated” these infinitesimal variations to
get the finite effective gravitational action Slg, g].

The gravitational action was obtained by performing an expansion in powers of the
(small) mass and, accordingly, we need to define all our Green’s and local zeta functions
also for vanishing mass. In this case there are generically (for genus larger or equal to
one) zero-modes of the massless Dirac operator that must be excluded from the spectral
decomposition of these Green’s or local zeta functions and, hence, a detailed understanding
of the contributions of these fermionic zero-modes was necessary. Of course the number
and properties of the zero-modes crucially depend on the topology of the manifold. Nev-
ertheless, we were able to sufficiently characterise these zero-mode parts of the Green’s
functions, allowing us to make general statements for arbitrary genus. In particular, the
dependence of the zero-modes (and only of the zero-modes) on the conformal factor turned
out to be rather simple, which allowed us to completely characterise the different projectors
on these zero-modes we needed to introduce. This was one of the important new insights
in these notes as compared to what was done in [1].

We could thus obtain an expansion of the gravitational action, for arbitrary genus, to

2 involving higher and higher Green’s functions at coinciding points. At

all powers in m
order m? the effective gravitational action contains the well-known Liouville action with
the appropriate coefficient for a Majorana fermion, namely % times the one for a single
scalar field. There is also a certain contribution involving the normalisation factors of the
zero-modes which depend on a set of “area-like” parameters. While in the massless theory
this contribution could be removed by a correspondingly different definition of the matter
partition function from the outset, there is no reason to do this in the massive theory and
then these terms constitute a genuinely new contribution at order m?.

At order m? we found a local contribution [ +/go €27, characteristic of the Mabuchi

action. This term appeared with the same coefficient as for a massive scalar field, but with
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the opposite sign, as one might perhaps have expected. But we also found, at this order m?,

contributions that can be expressed in terms of integrals and multiple integrals involving
the conformal factor o at the different integration points, and the Green’s function of D
for the background metric § and the renormalized Green’s function of D? at coinciding
points, also in the background metric g, as well as on the area-like parameters Py ;. To
appreciate the degree of non-locality of these additional terms, one must remember that the
knowledge of a Green’s function encodes much non-local information about the manifold.
But the Green’s function which appear are only those for metric g, so in this sense these
contributions are “non-local in g” only, and local or multi-local in the conformal factor o.
Such multi-local or non-local terms are to be expected and were also present in the scalar
case starting at order m?* [14]. Finally we argued that the area-like constants Po,i; that
appear in the zero-mode projectors are not more or less non-local than a term %.

The effective gravitational action is to be used in the next step, if one wants to compute
the functional integral over the geometries. This will involve in particular a functional
integration over the conformal factor with an appropriate measure Do. The form of the
effective gravitational action we have obtained (at order m?) displays this o-dependence
either explicitly, or through the zero-mode projector Py that depends on the Po,ij, having
it separated from the quantities that only depend on the fixed “background” metric g. We
hope to return to this issue elsewhere.
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A Small-t expansion for heat kernels of type K, (¢, x,y)

In this appendix we will show how the small-¢ expansion of heat kernels for general (posi-
tive) second-order differential operators with a standard initial condition can be obtained
by a recursive scheme. We then specialise these results to the squared Dirac operator in
two dimensions. This will yield the expansion of K (t,z,y). There is an abundant liter-
ature about small-¢ expansions of heat kernels, see [23, 24, 30, 31|, which focus much on
the “diagonal” elements, i.e. x = y. Here we will follow the more pedestrian approach of
references [34, 35] from which many of the formulae are borrowed. Our computation will
be facilitated by using Riemann normal coordinates which we discuss first.

A.1 Riemann normal coordinates

It is often useful to go to a special coordinate system for which the metric in the vicinity
of a given point is as close to the Euclidean metric as possible. In general relativity, these
are the coordinates of a freely falling observer. More generally, they are called Riemann
normal coordinates. We will discuss here their definition and properties in an arbitrary
dimension n.
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Definition and basic relations. We fix any point as the origin (which would have
coordinates y in a general coordinate system). Riemann normal coordinates x around
this point are defined by taking n independent geodesics through this point and defining
the geodesic distance from the origin along the k'™ geodesic as the new coordinate z*.
Taking independent geodesics means that their tangent vectors at the origin are n linearly
independent vectors. We may furthermore chose these tangent vectors as orthogonal. Then
by rescaling the z* appropriately one can achieve that in these new coordinates the geodesic

distance of the point x from the origin is*

(x,0) = 'z’ = 2% (A.1)

This looks like the standard Euclidean distance, but it does not mean that the space is
flat. It only means that the metric at the origin is d;; and that its first derivatives, and
hence the Christoffel symbols, vanish at the origin. However, this change of coordinates
cannot remove the curvature and, indeed, one can show that the Taylor expansion of the
metric around = = 0 is given by (see e.g. [36])

1 1
gz’j@:) = 5ij - gRikjll'kxl — gRikﬂ;mxk:(:lxm
72 T 1 k_l.m_n 5
+ | g Bkt — 55 Rikjiymn | 27272 2" + O(27) (A.2)

where R ki 18 the Riemann curvature tensor, defined as

R’y = OkT}; — 0T + T3, Ty = T, Ty (A.3)
satisfying Rijx = —Rjitt = —Rijik = Rpij- Here (...);mn = Vi V(. ..) denotes covariant
derivatives, and

Ru =R, =Ry, R= RF, . (A.4)

denote the Ricci tensor and Ricci curvature scalar. All curvature tensors in (A.2) are
evaluated at = 0. In particular, since ¢;;(0) = d;; we do not have to distinguish upper
and lower indices on these tensors in this formula. The inverse metric is

’ 1 1
97 (x) = bij + gRikjll‘kﬂfl + éRikjl;mQ?k[L‘lfL‘m

1 1
+ | 15 Rkt R g + 55 Rt a2 rla™ e 4+ O(2P). (A.5)
Note that in these coordinates one has g;;j(x)z? = z* and g% (z)2? = 2 since all other terms
involve symmetric products of the coordinates x contracted with antisymmetric curvature
tensors. The square root of the determinant of the metric is

N 1 1
g(a?) =1- 6Rkla:ka:l - ﬁRkl;mxkxla:m
1

- pr S k. l,m_mn 5
180R s B e | 2522 2™ + O(2°) (A.6)

1 1
+ |:72RklRmn - ERkl;mn -

29In this appendix we use latin indices i, j, k, [, ... with the present normal coordinates. Of course, they
are “coordinate indices”, not to be confused with the “flat” indices a, b, ¢ of the local orthonormal frames
used in section 2.
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Note that the terms O(z°) are terms O(R3, VR?), i.e. involving at least 3 curvature tensors
or 2 curvature tensor and a covariant derivative.

Scalar Laplace operator. The scalar Laplace operator is given in general by

A= %ai (Vag'70;) = ¢"(2)0:0;+ 7 (2)05, 7 = —g"'T}, = 0ig"" +g"dilog \/g. (A.T)

Note that the scalar Laplacian is a negative operator, i.e. its eigenvalues are < 0 with a
single zero-mode given by the constant function. In order to have a positive (or rather
non-negative) operator the Laplacian is sometimes defined with the opposite sign. We
will keep our definition (A.7) so that the non-negative operator is (—A). It is indeed —A
that appears in our squared Dirac operator. Using (A.5) and (A.6), a straightforward
computation yields for the function f7(z) in the present normal coordinates

. 2 . T1 1 L 1 1 3
fJ (x) = —gR]kl' + ERkl;j — 2Rkj,l:| xr xr — |:5R]l7mn + ZORmn;lj — ZORmn;jl
23 s 4 l,.m,n 4
_—ISORlsR mng T gRrﬂsRsmm« '™ + O(x%). (A.8)

This, together with (A.5), yields the expansion of the scalar Laplace operator in the vicin-
ity of z = 0, up to terms O(z?*) or O(R3, VR?). In particular, we have A (?(x,0) =
(99 (2)0;0; + f7(2)0;] (a*2*) = 2 [¢/7(x) + f(x)27], so that (in n dimensions)

2 1 1 2
AP (x,0)—2n = — ngﬂ}kl‘l - §Rkl;mkalmm — ngl;mn + ERTMSRSmW oF e

+ O(z®).
(A.9)

Spinorial Laplace operator in 2 dimensions. We also need to work out similarly the
spinorial Laplace operator (2.48) in normal coordinates. We will do this only for the case
of interest in this paper, namely in 2 dimensions and only up to the order we need. Recall
that we had

1 1
Asp = 12><2(Ascalar - Ewuwﬂ) - Z Y ((vﬂwu) + 2(.4}“6#). (AlO)

So the first thing we need to figure out is the expansion of the w, = 2w;2 around the
origin in Riemann normal coordinates. Rather then using some general formula, we will
determine the zwei-beins e* and then solve the zero-torsion condition to the order we are
interested in. It will turn out that we only need to determine w, up to first order in z.
This means that we will need the expansions of the e* up to and including terms of order
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(x)%. From (A.2) we get
e’ ®e’ = gij de' @ do? = da’ @ da? — %Rikﬂkal dz' @ da? + O(x?)
= de' @ da’ — ;(nguxszdxl ® dz' + Rysoz?ztda! @ da?
+Rop192 2%da? @ dz' + Rypoz'ztda? ® dx2) + (9($3)

= d2' ® da’ — ?(xQxdel ® do' — z'2?(dz! @ do? + d2? ® dat)

+alzlda® ® dx2> +O(z?) (A.11)
where we used R1212 = —R2112 = —R1221 = R2121 = %R From this we read
et = dzt — %(:c%:zdxl — xlz?de?) + O(2?),
e = da® — %(wlmldacQ — ztz?dat) + O(a?). (A.12)
Next,
1_R 2.1 2 2 2 R 1.1 2 2
de —4:z:dzn ANdz® + O(z%), de* = e dz* Adz” + O(z*). (A.13)

The zero-torsion conditions de! + w!? A e? = 0 = de? — w!? A el yield

W2 = —Rorgt LR Loy e w?=—Ra2io@),

4 4 R4 (A.14)
wi? = le + O((x)?).
Recall that we defined w, = Qw;2 and, hence, to this order
R
wy =w = 5 22+ O((x)?), wr=w?= %zl + O((x)?). (A.15)
Since the Christoffel symbols are O(x) it follows that
o 2 W 2y _ ng _ R1g 2 2
W= O((@)), V= Gt +O((2) = O(),  whd, = = (' By—a*0n) +O((x)°0).
(A.16)

A.2 Small-t expansion of the heat kernel

We now turn to the small-t expansion of the heat kernels K (¢, x,y) for a general class of
second-order differential operators D on an n-dimensional manifold, satisfying the standard
initial condition. This yields heat kernels generalising our K, (¢, x,y). We then specialise
these results to the squared Dirac operator D = D? in 2 dimensions.

We will suppose that the second-order differential operator is (the negative) of a gen-
eralised Laplace type, i.e. of the form

~D =1g¢"(2)9;0; + A (x)0; + B(x), i,j=1,...n, (A.17)
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with 1, A*(z) and B(z) being p x p-matrices and g¥/ a positive (inverse) metric. Note the
minus-sign on the left-hand side needed so that D can be a positive differential operator
for appropriate A* and B.

We want to find the solution K (¢, z,y) of the corresponding heat equation

S K(t,2,5) = ~DK(t,2,y), (A18)

with initial condition
K(t,z,y) ~ 6Dz —y)[g@)g(y) *1 ast—0. (A.19)

If D is hermitian and we denote by A,, and ¢, its eigenvalues and (p-component) eigen-
functions, then

K(t,z,y) ZeiA "t ()l (1) (A.20)

is the solution to the heat equation with the correct initial condition. Indeed, dtK (t,z,y)
=, Ae Mo (2)ol (y) = =D Y, e At (2)l (y) = —DK(t,z,y) and for t — 0 one
gets K(t,z,y) — ., ©n(2)p} (y) which by the completeness relation equals the right-hand
side of (A.19). As is clear from (A.19) and (A.20) this heat kernel generalises indeed what
we called Ky in the main text. The other heat kernel K_ will be studied to a certain
extent in appendix B.

For A" = B =0, ¢g” = 6V the differential operator is just p copies of the flat space
Laplace operator and the well-known solution is K (¢,x,y) = (4mt)~"/% exp (—%) 1.
This must also be the leading small ¢, small distance behaviour on a curved manifold,
if (x — y)? is replaced by the square of the geodesic distance ¢2(z,y) between x and y.
Corrections to this leading behaviour can then be obtained as a perturbative expansion in
t and {(z,y).

Asymptotic expansion and recursion relations. We will now show that the heat

kernel K(t,z,y) admits an asymptotic small ¢ expansion around the “flat-space” solution.

We work out the recursion relations between the expansion coefficients in general. Then

we use normal coordinates to explicitly solve these recursion relations and obtain the first

few coefficients explicitly. This discussion is essentially taken from [34, 35], but generalises

it slightly.

We search for a solution of (A.18), (A.19) of the form
—n/2 5 (z,y)

K(t,z,y) = (4mt) " “ exp <_4t> F(t,z,y). (A.21)

where ¢(z,y) is the geodesic distance between x and y and F' is expanded in integer non-
negative powers of t,

F(t,z,y) ZF x,y)t (A.22)

K being a p x p-matrix, the same is true for the coefficient functions F(x,y)
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Let us begin by computing ¢%/9;0; K:

g —0?/(4t) p
i e
9 )0,0; (tn/z )

_ o—2/(4t) lgia‘ (:L')@MQ@J-EQF  §(x)0,0;02 . g ()0,

(A.23)

/2 16¢2 At - o 0;F + g% (:E)@iajF ,
where 0; = %. It is not too difficult to show that
g9 (2)0:(z,9)0il(z,y) =1 = ¢ (2)0;0*0;0* = 4> (A.24)

On the other hand, there is no such simple result for ¢*(z)9;0;¢2.) The remaining pieces
( ; p g ;i gp
in D give

6—42/(4t)F> o2/ (4t) [ Ai(x)aiEQ

(A'(2)0; + B(x)) ( 7 e o F A AOE B(x)F] , (A.25)

Adding the two parts we get

—02/(4t) —02/(4) [ p2 ij( )8-8-62 ()5 02 At (2)0: 02
o (€ _¢ C o 97200, . gl (@)l o A(2)0i"
+ g (2)9;0;F + A'0;F + B(a:)F} , (A.26)
D, F

On the other hand,
d (et p e—0?/(4t) [ g2 n dF
£ — —F— —F+— A2
dt ( tn/2 tn/2 | 42 T T (4.27)

Upon inserting (A.26) and (A.27) into the heat equation (A.18) we see that the leading
singular terms ~ - in the square bracket cancel, and the heat equation amounts to

t2
9" (x)0;0;6* — 2n g (z)0i0? Al (x)0;2 dF
F o;F+———F+ —=0D,F. A.28
4t LY Ty T (4.28)
The terms on the left-hand side either have an explicit % or a derivative % which also

decreases the power of ¢ by one unit. Inserting the expansion (A.22) of F yields the desired
recursion relations:

1/ .. ) 1 ..
1 (67(2)0:0;6% = 2n + A'(2)3:l?) Fy + 597 (@00, Fy =0, (A.29)
1/ .. . 1 ..
1 (67(2)0:0;6 = 2n + A'()0: ) F, + 597 @Oy 4+ rFr = DoFr, (r 2 1),
(A.30)
(where again 0; = %.) The recursion relation (A.30) can be somewhat simplified by
writing F, = FoF,.. One then gets equivalently
1 .. - - -
59" (2)0il%0;Fy + rFy, = Fy "Dy (FoFy—1). (A.31)
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Before we turn to solving these recursion relations, let us note the obvious fact that
K will be exponentially small unless ¢?/t is not too large. This means that as an order
of magnitude estimate we must have ¢ < v/t, and the small ¢ expansion must also be a
small ¢ expansion. Thus if one is interested in expanding F up to order t? it is consistent
to expand Fy(z,y) in powers of (z — y) ~ £ up to fourth order, expand Fj in powers of
(x —y) ~ £ up to second order, and for Fy only keep Fy(y,y). For the purpose of the main
text it will be sufficient to expand to order ¢ only, which means obtaining Fy up to order ¢2
and F} only to order 0, i.e. Fi(y,y). Since this small ¢ / small ¢ expansion only explores the
vicinity of the point y, it is much useful to introduce Riemann normal coordinates around
y which will simplify the calculations quite a bit.

Solution to the recursion relations of the heat equation in normal coordinates.
Let us then introduce normal coordinates centered in y, i.e F.(z,y) — F.(z,0). Recall
that (2 = 'z’ so that 9;/> = 22°, and ¢g”0;¢* = 22" with all other terms cancelling due
to the antisymmetry properties of the Riemann tensor, cf (A.5). From this same equation
one also gets

y g g 9 2
g”&@]ﬁ? = g"20;; = 2¢" = 26" + gRikilzck:rl +0(®) = 2n + nglZE‘kSUl +0O(z2%). (A.32)
Then relation (A.29) for Fy gives
: 1 kol Lo 3
2 0;Fy = — éRklﬂf '+ iA '+ O(z°) | Fp. (A.33)

Let us assume that
Al(x) = a;2? + O(a?), (A.34)

with matrix-valued coefficients a;;. Then Algl = qakal + (9(3:3) and the Fy-equation is

. 1 1
¥ 0;Fy = — (GRMmkxl + iaklxk:cl + (’)(x3))Fo , (A.35)

with solution . )
Fhp=1- ERklxkxl — Zaklxkxl + O(z). (A.36)

Next, the recursion relation for F} reads

1 1 .
<6Rkll‘k$l + §aklxkxl + (’)(x3))F1 + IjajFl + Fl = DxFo. (A37)
If we only want to get Fy to order (x — y)° this becomes

We have
1
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so that finally
1

6
As a simple check of these formula, let us choose —D = Agcalar, i.6. p = 1 (no matrices)
and A" = f! = —2R;;27 + O((x)?) and B = 0, according to (A.7) and (A.8). Then
aij = —%Rij and

1 .
Fi=—R- ig”aij + B+ O(x). (A.40)

1 1
FA =1+ ﬁRklxk:cl +0(z?), FP= +sR+0(2), (A.41)

which are indeed the correct well-known values for the scalar Laplace operator.

Note that in the formula for the F)., the Ry, R and ay; are to be taken at y = 0 which
was the origin of our normal coordinates. More generally, if we use normal coordinates
around an arbitrary point y (without shifting the coordinates) the Ry, R and ay; are to
be evaluated at y and the z* appearing should be (x — 3)*. Thus

Fola,y) = 1= (15Ru0) + Jaus) ) (o = )@ =)' + O — 1))

4
1 1 .
Fi(z,y) = =¢R(y) = 597 aii(y) + B(y) + Oz —y). (A.42)
In particular, at coinciding points we have
1 1
Foly.y) =1, Fi(y,y) = —Ry) — 59" aii(y) + B(y)- (A.43)

This is independent of the normal coordinates used and true in an arbitrary coordinate
system.

The heat kernel expansion for the 2-dimensional Dirac operator D?. Let us
finally specify our formula to 2 dimensions and D = D?, the squared Dirac operator, given
in (2.47) and (2.48) (we now use again u,v,... for the coordinate indices):

1 1 7 1
D? = —Agp + 172 +m? = —Agcalar + —whw, + — 7 ((Vuw“) + 2w“8u) + ZR + m?

16 4
. 1 . ]
= —g"9,0, — (f* - %WM7*>8M + Ew“wu + %’y* (Vuwt) + ZR +m?, (A.44)

where f* = 0,g" + g0, log /g was given in (A.7). From this we identify

i 1 1 1
Al = fF— iwu’y*, B = —Ew“w“ 1 (Vuwt) — ZR —m?. (A.45)
We know from (A.8) that in normal coordinates around y = 0 we have f+ = —%Rw,x” +

O((x)?) and from (A.15) that w! = —Z22 4+ O((2)?) and w? = Za! + O((z)?). Recall that
a was defined as A*(x) = a7 + O((z)?), so that

2 2 7 2 7 2
= —— = —— — % = —— — — %5 = —— . A46
a1 37311, a2 3R12 + 4RV ao1 37312 473’7 a22 37322 ( )

It follows that (still in normal coordinates)

$a, —§R +O((@)?). (A.47)
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Also (see (A.16))

B = —%R —m? + O(x). (A.48)

It is maybe a bit disappointing, but we see that, at this order, no effect of the spin-
connection w” and of the vy,-matrix structure survives. We finally find for the first two
heat kernel coefficients at coinciding points (cf (A.43)):

Foly,9) =1, Fuly.y) = —5R(y) —m?. (4.49)

Let us emphasise again that these results concern the heat kernel K .

B The small-t asymptotics of K_(t,x,y) for the flat torus

In this appendix, we will similarly try to obtain the small-t asymptotics of K_. Although
K_(t,z,y) satisfies the same differential equation as K. (t,z,y), it does not have any
“useful” initial condition and the method of the previous appendix then does not apply.
Instead, we will focus on the case of the flat (square) torus where we explicitly know the

eigenvalues and eigenfunctions.

As discussed in section 4, it will be enough to determine the small-t asymptotics of
L. However, as we will see, this turns out to be still rather non-trivial. Before discussing
the more complicated case of x # y, let us first study the case of coinciding points x = y.
Then K_(t,z,z) is given by (4.75) in terms of £(¢,0) which is

-2t e—(n?—i—n%—l—mQ)t

e
L = = . .
(t,0) Z A Z 2 2 2 (B.1)
ni,ng n ni,ne A/N] + N5 +m

The exponential provides an effective cut-off to the sum, restricting it to values of ni,ns

that are less than a few % For small ¢ these are still very many contributions. One may
then try to estimate this sum by replacing it by the corresponding integral. For m not too
small this turns out to be quite a good approximation. However, as m — 0, the sum is
dominated by the single point n; = ng = 0 contributing % Separating this term we write

—m?2t 6—(n%+n§+m2)t —m?2t

—(pi+p3+m?)t
£(t,0) _ € - + Z (& e 1 2

~ i / ept
(n1,na)£(0,0) \/ 1T + 715 +m2 T (prp2)#D1 4 [p? 4 pd + m?

(B.2)
where D; denotes a disc of unit area (radius 79 = 7~'/2) around the origin, corresponding

to the “area” of the missing value n; = ny = 0. Upon going to polar coordinates (p; =
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pcos ¢, pa = psin @), this becomes

£.0) em’ = pet@Pemt) omd g —t{e+m?)
t, ~ / = + 7'('/
m ro b V p2 + m? VE+m
—m?2t 00 —t¢
e (&

— 44/ de s
m r24+m? . \/E
—mZ2t 00 —m?2t 1 \/r24+m?2

= ° +27r/ dpe=* = © (,/7r —/ ’ dpe‘tp2>
m wxﬁ m 2Vt Jo

—m2t

e B 5 n(rg +mH"
- — — —2m\/r3 +m Z 20+ 1) t". (B.3)

We see that £(t,0) contains integer powers of ¢, as well as a term ~ t~'/2. The integer

powers and in particular the order t° term (except the %) are affected by the ambiguity
in choosing g and this reflects the error made in replacing the sum by an integral. So the
only thing we can safely conclude is

1 \/ﬁ
L(t,0) > — +1/ 5 + 0t m"). (B.4)

By eq. (4.75) this directly gives the corresponding asymptotics of K_(¢,z,z) as given
n (4.82).

Instead of approximating the sum by an integral, we could try to use the Poisson sum-
mation formula. This formula gives the sum as another infinite sum of Fourrier coefficients
fk. These Fourrier coefficients are given by integrals and the Fourrier coefficient fo actually
is just the integral approximation to the original sum. Thus, adding the (infinite number)
of higher Fourrier coefficients could be viewed as providing the correction terms for having
replaced the sum by the integral fo. Unfortunately we will not be able to compute exactly
the fk for k # 0. Let us nevertheless outline this computation. The computation will be
the same for £(¢,0) and L(t,z), so we will do the general case allowing non-vanishing z.
We will use the notation Z = (z1,22), @@ = (n1,n2), 5 = (p',p?) as well as k = (ky, k2).
Thus we write

et +m?) gip-Z
=Y f@@tE), f@EED) = (B.5)
ni,ng p +m

By the Poisson summation formula one then has

=Y fkst,2), (B.6)

k1,k2

where

—t(p2+m?) ip-(Z+2mk
AE. 7\ — d2 27TZ'E-]7 2P d2 € Mo )6p( +2mk) —_ 70+ 7 2 E B
f(k;t,2) = pe f(pit, 2) = N/ = f(0;t, 2+ 27k). (B.7)

We see that the f only depend on 2" and k through the combination © = Z'+ 2rk. This
is why evaluating them at Z = 0 or Z # 0 essentially presents the same difficulty since
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we need to evaluate the f(O,t, i) at non-vanishing #. Using again polar coordinates p! =
pcos ¢, p* = psin @, and denoting p = |p] and similarly u = |i|, one has

N ) 2 —t(p?+m?)
st = [T ap [ apt g (B.3)
0 0

V2

For i = 0 this is indeed the integral we computed above. For Z # 0 or k # 0, however, we
have @ # 0 and the angular dependence makes the integral much more difficult to compute.
The angular ¢-integral can be done exactly as f02 T depePreos? = 21 Jo(pu), where Jp is a
Bessel function of first kind, so that

N o0 —t(p*+m?)
f(0;¢,4) =27T/ dpZ©
0

VP2 +m?2

The Bessel function Jy(§) is real, with Jp(0) = 1, and as £ increases it decreases and has its
1/2

Jo(pu). (B.9)

first zero around & ~ 2.5, and it then oscillates with an amplitude that decreases ~ £~
These oscillations will strongly diminish the contribution to the integral of those values of
p that are larger than a few % On the other hand, the exponential e~ also restricts the

p-values to less than a few % Roughly speaking, there is an upper cutoff of the order
1

of min(z, %) There does not seem to be any known expression for the integral (B.9) for

i # 0. For @ = 0 the exact result for this integral can be read from our above computations
in (B.2) and (B.3) (with ro = 0 and without the L-term):

~ 3/2 m ) 3/2 00 (_)nm2n
t,0) = — —2 dpe ™ = — _2 —~ 7 7 _4m B.10
f(0,¢,0) i ”/0 pe Vi ”m;n!(2n+1) (B.10)

Let us now assume that 4 # 0. We want to study again the small-¢ asymptotics, at

fixed & # 0. This means in particular that we can assume % > % and thus the effective

cut-off scale for the integral (B.9) is set by % The difficulty in evaluating the integral
P
/p2+m2

1 for p > m. Thus, for small mass m one could expect that replacing this factor by

comes (among others) from the factor , which equals 0 at p = 0 and is close to

1 will induce an error of order m only. But this means that the leading term actually
computes the result for m = 0 and we know that the original sum has a term % which
becomes singular in this limit. One could then compute the integral 27 [5° dp e~ Jo(pu)
exactly (ref. [33], section 7.7.3, eq 23) and obtain i\//; 6_22/(8t)10(§—i) + O(m), where I is
the modified Bessel function of the first kind, and then f(O; t, i) ~t—0 27” + O(m). By the
Poisson formula (B.6) and (B.7), we need so sum all f(0;¢,Z + 27k) to obtain £(¢, z) and
the resulting sum obviously diverges.

Let us then proceed differently: if we are only interested in the leading small-¢ result,
in the integral (B.9) we may simply replace e’ by 1. Indeed, recall that this integral is
effectively cut off at % < % Then we may express the result in terms of a known integral:

F(0;t, @) = 27r/000 dp —L—— Jo(pu) (14 O@)) = %”e*mu 1+0@1).  (B1l)

VR
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m

In the full Poisson sum for £(t, z) the exponential factor e ensures the convergence:

o—m|F+2rk|
E(t, Z) ~t 30 2 N (Z ?é 0) (B12)
(b1 ko) |21 27|
Now, on the torus, z¢ = 2t — ¢ € [0,27) and |Z + 27k| =

V@ =yl + 27k1)2 + (2 — 42 + 27kz)2. The sum then is dominated by the value of k such
that this expression takes the smallest possible value, which corresponds to the geodesic
distance ¢(x,y) on the torus. Hence

_mﬁ(xvy)
U, y)

Again, for m — 0, the sub-leading terms no longer are sub-leading and we get back the

L(t,z) ~i0 2T (1+0(e™™), a>0, z#y. (B.13)

divergence of L.
We will be mainly interested in the regime where both ¢ and ¢(z,y) are small. Then

we have seen that £(¢,0) ~-0 7, + i\//; and, for (z,y) # 0 but small, £(0,2) ~¢—0 —gé”y),

A somewhat ad hoc formula for £(¢, z) that incorporates both behaviours is

T 1 /2 Py oo
L(t,2) ~small ¢, small £(z,y) < t+m)/ p dpe” S 9, (B.14)
—T

Indeed, for z = y, i.e. £?(x,y) = 0, the ¢-integral trivially gives m and one gets correctly
n/2

N % On the other hand for small but fixed ¢(z,y) # 0 and ¢t — 0, the integral can

(zy)
be evaluated by a saddle-point approximation and yields [*_ dpe” - \ /g;é%ty), SO

that L(¢,z) ~ (ﬁ%— %)./ﬁ% = Z(i—ﬂy) + O(V/1), as it should.
Recall that K_(¢,x,y) was given by D, L(t,z,y) = (iam% + iJZa%Q + my.) L(t, z,y)
where

{
L(t,z,y) = ﬁc(tafﬁy)bxz ~t—0 %W

A Loxg (14+0(e™™), z#y, (B.15)

It is straightforward to work out the corresponding asymptotics of K_(t,x,y) for x # y,
but we will not do it here. Instead, in the main text we obtain the relevant information
directly from the relation (_(s,z,y) = —D,(+(s + %, x,y).

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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