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Vibration levels that onboard equipment must be able to withstand throughout their life for

correct operation are mainly determined experimentally, as predicting the dynamic behavior of

a complete aircraft requires computational means and methods that are currently difficult to

implement. We present a data-driven methodology that leverages flight test accelerometer data

to produce a predictive model. This model, based on an ensemble of artificial neural networks,

performs a multi-output multivariate regression to estimate vibration spectra from a set of

aircraft general parameters without having to characterize excitation sources. The model is

compared with baseline models over two protocols: (i) standard training and testing and (ii)

extrapolation to high dynamic pressures, in order to assess physical consistency. While the

first protocol shows that all models can produce results accurate enough for this context, the

second protocol shows that only the ensemble model is able to correctly extrapolate the energy.

Using the SHAP method, we show that these results can be explained by the ability of our model

to identify the dynamic pressure as the core feature used in the extrapolation protocol. The

proposed model can be used in multiple applications, such as anomaly detection and vibration

flight envelope opening.

Nomenclature

A = matrix

a = vector

𝑎 = scalar

𝐵 = dimension of Y, number of frequency bands
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D = dataset

𝑁 = number of datapoints in D
𝑃 = dimension of X, number of parameters

s = PSD (Power Spectral Density) estimation of u

s̃ = Smoothed-out PSD estimation of u, broadband only

u = accelerometer temporal signal (g)

X = input space

x̃ = unnormalized input vector, set of parameters

x = input vector, set of parameters x̃ after normalization

Y = output space

ỹ = reduced smoothed-out PSD estimation, RMS (Root Mean Square) level per frequency band

y = output vector, log-transformed and normalized ỹ

ŷ = output vector prediction

Θ = parameter space

\ = model parameters

𝚽 = ensemble of models 𝜙

𝜙 = model

Subscripts

𝑎 = accelerometer

𝑏 = frequency band

𝑖 = datapoint

I. Introduction

Specifying the vibration environment of an aircraft is crucial to ensure mechanical strength of equipment [1]. It

must be done at an early stage of the design, for civil and military aircraft. The vibration environment corresponds

to the 10 − 2000 Hz dynamic loads undergone by the structure and the onboard equipment during the use of the aircraft.

These excitations are only statistically stationary during certain flight phases, such as the stabilized flight phases. They

can originate from external forces, such as with aerodynamic field interactions, but can also originate from the aircraft

itself, such as with any rotating machinery – engines, pumps and turbines – or on-board system. As reported in

[2], examples of internal excitations include imbalance of rotating engine parts, misalignment in hardware assembly,

additional magnetic, aerodynamic or hydrodynamic forces within the unit, etc.

The vibration environment is monitored for each equipment via uniaxial or triaxial accelerometers, generally located
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at their root. The signal measured by each accelerometer is usually analyzed in terms of its local frequency spectrum or

periodogram to estimate its PSD (Power Spectral Density). Each of the many sources of vibration contributes differently

to a given sensor frequency spectrum, depending on the structural path and the distance from the source. Typically,

interactions with the aerodynamic field will result in a broadband response, while rotating machinery will be identifiable

by the resulting kinematic lines – energy concentration at certain frequency that depends on the rotating speed.

Specifying equipment consists of providing the robustness and fatigue levels that equipment should withstand.

Robustness levels represent the maximum levels equipment might encounter, while fatigue levels represent the average

vibration that equipment will encounter during their life. To complete the specification process, the robustness and

fatigue levels are applied on equipment through random vibration test using shakers. Any equipment not complying

with its specifications would have to be specified again or redesigned. Determining the vibration environment levels

is done in the early design phase of the aircraft but can only be verified during flight tests. The validation process is

cumbersome, costly, and occurs late in the development program.

There is currently no reliable and comprehensive approach to evaluate the dynamic behavior of a complete aircraft

over the full range of frequencies considered, which extends up to 2000 Hz. As a result, specifications are based on

existing standards and experience of previous aircraft, but they may not be precise enough. This may lead to equipment

over-dimensioning, which has a negative impact on the overall aircraft mass.

One solution to produce more precise specifications would be to overcome current computational limitations and to

develop reliable and comprehensive numerical models of the full aircraft. Various models of the dynamic environment

of an aircraft have been developed for different ranges of frequencies.

In the low-frequency domain, up to 100 Hz, approaches focus on a modal behavior to extract localized responses

- which is possible as the modal overlap is low. Deterministic techniques such as FEM (Finite Element Method) [3]

or BEM (Boundary Element Method) [4] are used. In practice, these methods are limited to low frequencies, as they

require a very fine discretization and a high degree of interpolation to remove pollution and dispersion effects [5].

In the high-frequency domain, from 800 to 2000 Hz, the interest is in describing a global behavior in terms of energy

since the modal overlap is high. SEA (Statistical Energy Analysis) [6], [7], [8] is well suited for this frequency domain

as it models the vibration energy transfers across partitions – subsystems – of a structure. The energy flow between

them are described using a set of linear equations for the input, storage, transmission and dissipation of energy with a set

of coefficients that needs to be determined. The problem is that the response is averaged over frequency and space, and

is hence not suitable for local characterization.

In the mid-frequency range, from 100 to 800 Hz, neither low- nor high-frequency methods are suitable: low

frequency methods become too costly due to the required high mesh refinement to reduce pollution effect, and the

latter does not give the local response. Mid-frequency methods can be divided into hybrid approaches [9], [10], [11],

[12] – combining low and high frequency methods – and Trefftz approaches – approximating the solution as a linear
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combination of shape functions that satisfy a priori the equilibrium equations. An overview of these methods is provided

in [13]. Some of the hybrid approaches try to leverage experimental data [14]. However they still need to be adapted for

implementation at the industrial scale.

Aside numerical models, data-driven techniques could be used. Among machine learning models, ANNs (Artifical

Neural Networks) have been shown to be successful in predicting vibrations in a wide variety of applications such as

aerodynamics, mining or civil engineering. In the temporal domain, LSTMs (Long Short-Term Memory) have been

shown to be very effective in order to predict the response of complex mechanical systems to a broadband excitation [15],

[16]. They were also able to predict excess vibration events for engine aircraft [17]. LSTMs have also been developed

to predict the vibration environment of electric cars and were found to be superior to classical ARMAX models [18].

In the frequency domain, ANNs have been shown to successfully predict structural stress [19]. They have also been

used in aerodynamics to predict noise levels from limited pressure measurements in jets [20] and at the trailing-edge

of an airfoil [21]. Other applications of ANNs include the prediction of ground vibration due to blasting for mining

applications [22], where their performance was found to be superior to that of conventional regression [23]. ANNs have

also been found to determine successfully ground vibration levels due to the passage of oncoming trains, [24].

In this paper, we develop an ANN-based model to predict the vibration level at any measurement point of an aircraft

using flight test data which, to the best of our knowledge, has not been reported in the literature. Given the complexity

of the data, consisting of sparse and noisy measurements, we adopt a robust viewpoint and use an ensemble-learning

strategy which also provides uncertainty quantification. To characterize the performance of our method to be used in a

real-world context, we define two evaluation protocols and compare the ensemble model prediction with two classical

models: (i) standard linear regression, and (ii) XGBoost [25], a popular algorithm based on gradient-boosted decision

trees. The paper is organized as follows: section 2 describes how data is preprocessed in order to provide a dataset

for the models, while section 3 details the different models. Results are given in section 4, and section 5 presents a

conclusion as well as perspectives.

II. Data preprocessing
In this section, we present the available data and the preprocessing steps implemented to generate a dataset used to

fit the models.

A. Available data

In what follows, data from the flight test campaign of a civil jet aircraft are considered. 23 flight tests are used,

which amounts to 65 hours of flight. Each flight test produces a large number of time series, each of which is associated

with a sensor. Among the considered sensors, vibration environment accelerometers are sampled at 5000 Hz and the

dataset to be handled is therefore very large.
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The aircraft does not spend equal time at all flight points, making the measurement sparse along the flight domain.

Moreover, measurements are contaminated with noise and possibly faulty sensors. The first step of data processing

therefore consists in identifying usable sequences and discarding unreliable data.

We focus on the measurements along the vertical axis of 𝐴 = 5 triaxial accelerometers, represented in Figure 1.

This set was chosen to be representative of the whole aircraft as these sensors are known to be influenced by different

vibration sources: V4Z and V5Z are heavily influenced by the engines, while V1Z and V2Z are mostly influenced by

aerodynamic field interaction, V3Z being a middle ground.

Fig. 1 Position of the 5 accelerometer channels considered in this study.

Along with vibration measurements, a large quantity of other variables are measured, giving information about the

state and attitude of the aircraft: altitude, control surfaces position, engines rpm, etc. All of these parameters that help

to describe the general state of the aircraft are what we call general parameters. These parameters are acquired through

various sensors at different sample rates.

B. Dataset generation

The goal is to generate a dataset usable to train a predictive model. It must contain aircraft general parameters – our

inputs –, and vibration levels at specific points – our outputs. Considering the large size of the temporal data, a choice

has been made to consider the vibration levels through a compressed frequency representation, and to associate them

with scalar general parameters. The preprocessing pipeline is presented in Figure 2, and allows to produce a sufficiently

diverse yet compact dataset to train a regression model.

The first step consists in identifying flight phases, a difficult problem [26] since the time series are unlabelled. We

will focus our approach on stabilized flight phases, where the aircraft conditions can be considered steady, which eases

flight phase identification and avoids non stationary phases. A total of 342 sequences, accounting for 7.5 flight hours,

are identified based on a set of logical rules – such as invariance of speed or altitude. This allows us to perform PSD

estimations, a standard way of representing the frequency domain of random processes that requires the original signal

to be stationary and ergodic.

For each sequence, sliding PSDs of 20 seconds are computed with a step of 1 second. For each spectrum 𝑖 = 1 . . . 𝑁 ,
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Fig. 2 Diagram of the preprocessing pipeline, generating a dataset from the flight test database.

the median of a set of general parameters is also computed to be used as an input in the regression model. Using a

median instead of a time series is justified since the signal is stationary. The set of general parameters is detailed in

the next subsection. A PSD represents the vibratory energy of the temporal signal over a frequency range. It can be

expressed as:

s = PSD(u) = lim
𝑇→+∞

2
𝑇
|FFT(u) |2 , (1)

with FFT(u) the Fast Fourier Transform of the temporal signal u(𝑡) and 𝑇 the length of the signal. The result is expressed

in g2/Hz as the original signal is in g. Its spectral resolution 𝛽 is given by:

𝛽 =
sample rate

FFT window size
. (2)
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In practice, a PSD can be estimated using Welch’s method [27]. To compress the information, further transformations

are applied on spectra. First, only the broadband energy is considered and the kinematic lines are removed. Kinematic

lines are generated by rotating machinery and correspond to concentration of energy at a frequency varying with the

rotating speed. Prediction of kinematic lines is left for another study as our interest is in estimating a spectra resulting

from a large quantity of non separable sources.

To consider only the broadband signal, kinematic lines are removed by applying a moving median with a Δ 𝑓 window

whose width grows linearly with the frequency. This allows to keep more modal information in the low frequency range,

and less in the high frequency range. The value of a smoothed out signal s̃𝑖 is given at any frequency by:

𝑠𝑖 ( 𝑓 ) = median
(
s𝑖
[
𝑓 − Δ 𝑓

2
, 𝑓 + Δ 𝑓

2

] )
, (3)

where s𝑖
[
𝑓 − Δ 𝑓

2 , 𝑓 + Δ 𝑓
2

]
contains the values of the original signal s𝑖 from 𝑓 − Δ 𝑓

2 to 𝑓 + Δ 𝑓
2 . To reduce information

size, smoothed out spectra are compressed by expressing them as RMS (Root Mean Square) levels per frequency band,

which is consistent with how vibration specifications are generally given. The RMS value of a reduced spectrum ỹ𝑖 in a

given band 𝑏 = [ 𝑓1, 𝑓2], is defined as:

�̃�𝑖𝑏 =

√︄∫ 𝑓2

𝑓1

𝑠𝑖 ( 𝑓 )d 𝑓 . (4)

The choice of frequency bands is specific to domain knowledge and their width grows in an almost logarithmic way,

although the first band is wider to incorporate known structural modes. A total of 𝐵 = 17 frequency bands are chosen.

Their width influences their variance: the wider they are, the higher the number of points used to compute the RMS

value, thus the lower the noise. A sensitivity study of models error to the width of RMS bands is given in Appendix A.

Finally, as spectra can take values spreading over several orders of magnitudes, they are log transformed, see Figure

3. A min-max scaler is applied which constrains the data to lie in the [0, 1] range using the min and max values across

all 𝑖 = 1 . . . 𝑁 samples. The overall transformation from a compressed spectrum ỹ𝑖 to its final form y𝑖 is given by:

y𝑖 =
log10ỹ𝑖 − min𝑖 (log10ỹ)

max𝑖 (log10ỹ) − min𝑖 (log10ỹ) , 𝑖 = 1 . . . 𝑁. (5)

The final dataset D = {(x𝑖 , y𝑖)}𝑖=1...𝑁 is composed of a set of 𝑁 spectra y𝑖 of dimension 𝐵 associated with a vector

of general parameters x𝑖 of dimension 𝑃, each datapoint representing a flight point. The choice of parameters x𝑖 is

detailed in the next section. We also note that the measurement noise is high. Giving a precise estimate is hard, but

taking into account the whole data acquisition system leads to a rough estimate of 5-10%.

The compression is such that 20 seconds of temporal data sampled at 5000 Hz are compressed into a frequency

representation of 𝐵 = 17 scalars, which amounts to a compression rate of 0.02%.
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Fig. 3 RMS-levels log-transformation in the 𝐵1 band.

C. Features selection process

From the generated dataset, the goal is to train a predictive model to estimate spectra y𝑖 from an input x𝑖 , containing

a set of 𝑃 parameters or features. A constrain is that the model should be agnostic to equipment position in the aircraft,

meaning that the same set 𝑃 must be used to make prediction whether or not the same set of sources are influential. This

allows to quickly train a new model without having to change model’s architecture.

Among all the monitored parameters, roughly 50 are pre-selected via domain knowledge, since most parameters are

not related to the vibration environment. From this set of 50 parameters, only 𝑃 = 13 of them are kept by removing low

variance, redundant and non influential parameters. There are presented below and express the state of the aircraft

relative to several categories: attitude 𝑃A1 , engines 𝑃E1...3 , flight point 𝑃FP1...3 , configuration 𝑃C1...6 .

The input-output correlation matrix of each accelerometer is one tool used to analyze the relationship between

features and frequency bands energy. As non-linear relationships are expected, Spearman’s rank correlation coefficient

𝑟𝑠 , see (7), is considered to reveal monotonic relationships instead of linear ones. It corresponds to Pearson’s correlation

coefficient 𝜌, see (6), applied on rank variables, i.e. variables with values ordered.

𝜌(x, y) = cov(x, y)
𝜎(x)𝜎(y) (6)

𝑟𝑠 (x, y) = 𝜌(rgx, rgy) (7)

It must be noted that correlations are only a partial indication of features influence, as they only consider pairwise

relationships. Moreover, some flight points are under-represented in the dataset, and several variables are almost

categorical, which are difficult to explain using correlations. For the continuous variables, flight test constraints make

features distributions highly multi modal as the flight domain is not covered in a continuous manner, see Figure 4 for an

example. Because of this, the correlation value can be different from the importance of a feature in a specific model.

Though, computing the correlations between general parameters and energy bands is still informative and can be used
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easily when performing flight test campaigns.

P_FP2

P_
FP

1

Fig. 4 Scatter plot with marginal distribution of flight point parameters 𝑃FP1 and 𝑃FP2 .

As an example, the input-output correlation matrix of the accelerometer V3Z is presented in Figure 5, where the

inputs are on the y-axis and the outputs on the x-axis, from low to high frequency. This matrix contains only the 𝑃 = 13

selected features.
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Fig. 5 Correlation matrix for accelerometer channel V3Z between inputs and outputs.

Low frequencies are mostly influenced by parameters related to the aircraft configuration. The parameters related to

the engines also have an influence, but mainly because they are linked to the flight point which in turn is linked to the

configuration. Mid and high frequencies are mostly influenced by parameters related to aircraft attitude, engines and

flight point.

Even though kinematic lines are removed from spectra, engines are highly correlated with the RMS levels across all

bands. This is, in addition to engines being linked to other parameters defining the flight point, because high %rpm
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values generates broadband levels.

It can also be noted that several features show weak correlations with the outputs, but are yet retained. As noted

before, this is because they were deemed to have a certain predictive power not encapsulated by the correlation value.

Before using the selected set of features, each feature vector x̃𝑖 is normalized using a standard scaler with the

empirical mean ` and standard deviation 𝜎 across all 𝑁 datapoints:

x𝑖 =
x̃𝑖 − `(x̃)
𝜎(x̃) , 𝑖 = 1 . . . 𝑁, (8)

which allows to ease the training process by forcing all variables to be in the same range of values.

III. Data-driven models
We now turn to the definition of the models used to predict spectrum from the general flight parameters selected

above. After introducing the general problem formalism we present the baseline models implemented for comparison,

then the ensemble model.

A. Problem formalism

Our goal is to predict a spectra ŷ𝑖 ∈ Y ⊂ R𝐵+ from general parameters x𝑖 ∈ X ⊂ R𝑃 , using a model 𝜙 ∈ Φ

parameterized by \ ∈ Θ such that 𝜙 : X × Θ → Y. To do so, the parameters of the model are learned using a

training dataset Dtrain = {(x𝑖 , y𝑖)}𝑖=1...𝑁train and a cost function 𝐶 (\) to minimize, quantifying the difference between

the predictions ŷ𝑖 and true values y𝑖 . It can also include a regularization term so as to promote sparsity and improve

model generalization. Thus, we need to find the best parameters such that:

\★ ∈ arg min
\∈Θ

𝐶 (\). (9)

This corresponds to supervised learning, where a function is learned using a dataset of labeled data. Moreover, here

we want to achieve a multi-output multivariate regression. To select the hyperparameters, i.e. parameters not adjusted

during the learning, a process called hyperparameters optimization has to be performed where the best combination

is sought for. There are various approaches to explore the hyperparameter space. A grid search involves exploring

every possible combination of hyperparameter values within predefined intervals, while a Bayesian optimization can

help to sample the space more efficiently and is convenient to use when the objective function is expensive to compute.

Here, Bayesian optimisation is first performed with the Python implementation from Optuna [28] to identify a region of

interest in the hyperparameters space, where a grid search is then conducted.

To use the available data in an efficient way and limit information leakage, 𝑘-fold cross validation is used which

consists in splitting the training set into 𝑘 subsets, training on 𝑘−1 subsets, and evaluating on the remaining one. Each
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subset is called a fold, and a value of 𝑘=5 folds is used here. To have a non biased estimate of model performance, a

final test is performed on a separate test set, yet unseen and never used for the optimization.

B. Linear Regression

The simplest regression model we can implement is a linear regression, and it is the first baseline model to evaluate.

It is defined by:

𝜙(x𝑖) = ŷ𝑖 = Ax𝑖 + b. (10)

In our case, the ordinary least squares linear regression is used, which minimizes the residual sum of squares

between target values and prediction:

𝐶 (\) =
𝑁∑︁
𝑖=1

(y𝑖 − ŷ𝑖)2. (11)

The simplicity of this model allows interpretability, and makes training very fast. We also consider second-order

and third-order polynomial bases, but no significant gain is obtained as reported in Appendix B.

C. XGBoost

To handle non-linearity between inputs and outputs, a more expressive model should be used. XGBoost [25] is a

library implementing tree-based gradient boosting techniques with parallel computing. It is used in many applications

such as ground vibration prediction [29] and vehicle driving risk prediction [30]. No vector notations is used here

as multi-output regression is not supported, thus one model is learned for each frequency band 𝑏, and we denote the

𝑖-th output for a band 𝑏 as 𝑦𝑖𝑏. The idea is to perform gradient boosting, where an ensemble of weak predictors are

combined in an additive way such that:

�̂� (𝑡 )𝑖𝑏 = �̂� (𝑡−1)
𝑖𝑏 + 𝑓𝑡 (𝑥𝑖𝑏), (12)

where 𝑓𝑡 is a a classification and regression tree (CART). It can be defined as:

𝑓𝑡 (𝑥𝑖𝑏) = 𝑤𝑞 (𝑥𝑖𝑏 ) , 𝑤 ∈ R𝑇 , 𝑞 : X → {1, 2, . . . , 𝑇}, (13)

where 𝑤 is the vector on leaves and 𝑞(𝑥𝑖𝑏) is a function that attributes each data point 𝑥𝑖𝑏 to a specific leaf on the current

tree 𝑡. We can define the complexity of a tree as:

𝜔( 𝑓𝑡 ) = 𝛾𝑇 + 1
2
_

𝑇∑︁
𝑗=1

𝑤2
𝑗 , (14)
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where 𝛾 > 0 and _ > 0 are hyperparameters. Finally, the cost function is:

𝐶 (\) =
𝑁∑︁
𝑖=1

(𝑦𝑖𝑏 − �̂�𝑖𝑏)2 +
𝑇∑︁
𝑡=1

𝜔( 𝑓𝑡 ), (15)

which aims to minimize the MSE (Mean Squared Error) as a loss function, while a regularization term on trees

complexity 𝜔( 𝑓𝑡 ) is included. One major problem with XGBoost is that predictions are only based on a sum of values

attached to tree leaves: no transformation is applied. As a result, it is not able to perform out-of-sample extrapolation

where it can only predict a constant.

D. Artificial Neural Network

An ANN (Artificial Neural Network) is a model comprised of different layers: an input layer, one or more hidden

layers, and an output layer. First, let us consider the case of Fully Connected Neural Networks (FCNN) where each

neuron in a layer is connected to all neurons in the next layer, see Figure 6. The value of all the neurons in a layer 𝑙 is

given by:

a(𝑙) = g(𝑙) (W(𝑙)a(𝑙−1) + b(𝑙) ) = f (𝑙) (a(𝑙−1) ), (16)

with a(𝑙) the neurons values at layer 𝑙, W(𝑙) the connection weights, b(𝑙) the bias, and g(𝑙) the activation function which

purpose is to introduce non-linearity. Several activation functions exists, such as sigmoid, tanh or ReLU (Rectified

Linear Unit). Denoting f (𝑙) the transformation from layer 𝑙 − 1 to layer 𝑙, the general equation of a 𝐿-layer FCNN can be

written as:

𝜙(x𝑖) = (f (𝐿) ◦ . . . ◦ f (3) ◦ f (2) ) (x𝑖) = ŷ𝑖 . (17)

Each new layer is built on the previous one and adds a level of complexity. The number of neurons in a given layer

defines its dimension.

Fig. 6 Illustration of a neural network with 2 hidden layers.
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Training is based on the same cost function as for the linear regression, MSE, see Eq. (11). To ease the

hyperparameters optimization process, each hidden layer is chosen to have the same structure. Model stability is however

fostered by using batch normalization, i.e. centering and rescaling of the layers. Each layer performs the following

transformations:

Dense → BatchNormalization → Activation

In order to select the optimal configuration, tests were carried out for architectures of 2 to 6 layers. The final

architecture is made of 3 hidden layers, each of them having 30 neurons and using a ReLU (Rectified Linear Unit) as

activation function.

E. ANNs ensemble

When using neural networks, a problem that can arise is overfitting, where the model is unable to generalize. Another

issue is that no indicator tells us how confident one can be in the predictions of the model.

A deep ensemble [31] is an ensemble of neural networks allowing to quantify model uncertainties. It was recently

shown that this method produces better results than other uncertainty quantification methods [32]. In our case, we use

an ensemble of ANNs: 8 models, with identical hyperparameters but different initial conditions, are trained on the same

dataset for 5000 epochs each with a batch size of 32, using an Adam optimizer. Contrary to the deep ensemble presented

in [31], the individual models are outputting scalar values and trained by minimizing the MSE, instead of outputting the

mean ` and variance 𝜎2 of a distribution and training by minimizing the negative log-likelihood criterion.

The prediction of the ANNs ensemble is considered to be a Gaussian distribution parameterized by a mean ` and

standard deviation 𝜎 over all predictions ŷ𝑖 of the 8 networks:

𝜙(x𝑖) ∼ N (`(ŷ𝑖), 𝜎(ŷ𝑖)). (18)

Prediction disagreement between individual models of the ensemble produce large standard deviation 𝜎 and indicates

that prediction should be taken carefully.

F. Evaluation methodology

For each datapoint 𝑖 and energy band 𝑏, model predictive performances are assessed using the Absolute Log Error:

ALE(𝑦𝑖𝑏, �̂�𝑖𝑏) = | (log10 𝑦𝑖𝑏 − log10 �̂�𝑖𝑏) × 100|, (19)

where a 100% error amounts to a 1 order of magnitude error. Only results for the unseen test data are presented, which

are datapoints that were not used for model training. As mentioned in the introduction, we use two protocols which
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correspond to different ways of splitting the dataset. For each protocol, all models are trained and evaluated on the same

data.

The first protocol corresponds to a standard random splitting of the dataset (constituted of 𝑁 = 9430 datapoints),

where 90% of the data is used for training (𝑁train = 8487 datapoints) and 10% for test (𝑁test = 943 datapoints). The goal

is assess whether the model is expressive enough to represent the data.

The second protocol aims to evaluate the physical consistency of the model, through its ability to model the dynamic

pressure. The dynamic pressure, here labelled 𝑃FP1 , is directly linked with the broadband aerodynamic loads on the

aircraft; the RMS-levels are expected to increase linearly with it, all other things being equal. In order to check this,

the training dataset in the second protocol contains only samples with a dynamic pressure value lower than a given

threshold, and the model is tested on the remaining datapoints, corresponding to a higher dynamic pressure. We chose a

threshold of pdyn = 100 hPa, which yielded respective values for the training and the test dataset of 𝑁train = 7232 and

𝑁test = 2198. Figure 7 shows the train-test split for the dynamic pressure and another flight point-related parameter.

This second protocol may seem curious at first, as no i.i.d. (independent and identically distributed) hypothesis holds

for the training and test sets. However, as mentioned before, we expect that the output will have a linear dependence on

this variable. Thus, such a dataset split allows us to specifically evaluate the ability of the model to learn this relationship,

as the training set outputs corresponding to a low dynamic pressure – are influenced by many other variables, and the

test set outputs mostly depend on the dynamic pressure.

P_FP2

P_
FP

1

Dataset
Train
Test

Fig. 7 Scatter plot with marginal distribution of flight point parameters 𝑃FP1 and 𝑃FP2 using the extrapolation
protocol.
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IV. Results
This section details the predictive performances of each model for both evaluation protocols. In each case, we

first present an example of prediction for a specific datapoint, then the distribution of error over frequency bands for a

specific accelerometer, then the global results for all accelerometers. In addition to that, for the extrapolation protocol

we show the projection of the prediction over the dynamic pressure variable. Finally, after presenting the prediction

performances, models are compared through their SHAP values.

A. Classical evaluation

1. Prediction example for one flight point

First, we consider one flight point randomly taken from the test set and compare the performance of each model.

Figure 8 shows a typical output i.e. one spectrum prediction for an input datapoint, associated with the sensor V3Z

which is in the middle of the aircraft, thus representative of equipment subjected to various sources. In the case of the

ensemble model, a confidence interval corresponding to 3 standard deviations is also provided. All predictions fit almost

perfectly the measurements, with some little variability. In this specific example, the linear regression underestimates

the first frequency band, which is highly influenced by aircraft configuration and thus hard to predict through a linear

regression.
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(c) ANNs ensemble

Fig. 8 Predicted spectrum of a given datapoint for the accelerometer V3Z, classical evaluation.

2. Error distribution over frequency bands for an accelerometer

To better characterize models errors, we analyze the mean error over each frequency band 𝑏 over all 𝑁 datapoints 𝑖:

𝐸𝑏 =
1
𝑁

𝑁∑︁
𝑖=1

ALE(𝑦𝑖𝑏, �̂�𝑖𝑏). (20)

Figure 9 shows the boxplot of this error for each frequency band on the accelerometer V3Z across all three models.

We first notice that they all have good performances, the end of distributions being consistently under 20%, and even less
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most of the time. However, a large amount of outliers can be seen, which correspond to under-represented flight points.

Even though the outliers are far from the distribution, these errors are acceptable for the XGBoost and ANNs ensemble

models. Finally, The bands 𝐵1 and 𝐵5 are consistently harder to predict, which is notable for the linear regression and

ANNs ensemble.
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(b) XGBoost
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(c) ANNs ensemble

Fig. 9 Boxplot of the error per band for the accelerometer V3Z, classical evaluation.

3. Global error

Finally, the overall predictive performance of each model is summarized in Table 1. For each accelerometer, the

average of the ALE is computed across every test datapoints 𝑖 and frequency band 𝑏, see (21), and the last column

provides the average across all 𝐴 = 5 accelerometers.

𝐸 =
1
𝐵

1
𝑁

𝐵∑︁
𝑏=1

𝑁∑︁
𝑖=1

ALE(𝑦𝑖𝑏, �̂�𝑖𝑏). (21)

Accelerometer
V1Z V2Z V3Z V4Z V5Z Mean

Linear Regression 3.9% 5.1% 2.8% 2.6% 3.1% 3.5%
XGBoost 0.3% 0.4% 0.3% 0.3% 0.4% 0.3%

ANNs ensemble 1.3% 1.4% 1.1% 0.9% 1.3% 1.2%
Table 1 Mean error for each accelerometer depending on the model, classical evaluation.

XGBoost offers the best performances with this test protocol, followed by the ANNs ensemble, then the linear

regression. The error is relatively similar across all the accelerometers, even though V2Z at the front of the aircraft

seem to be slightly harder to predict. Since engines are located at the rear of the aircraft, this sensor is mostly influenced

by the aerodynamic field and the flight configuration.

The performance of each ANN of the ensemble is given in Figure 10. The variability between ANNs depends on

the sensor, but is relatively low in this case. As expected, the ensemble error is lower than the average error of all the

ANNs by approximately 30% on average. Here, the ensemble error is even lower than any single ANN at all times. By
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Fig. 10 Mean error for each accelerometer depending on the neural network, classical evaluation.

studying the confidence interval of predictions, we find that 93.2% of predictions are within a ±3𝜎 interval, and 96.9%

of predictions are below ` + 3𝜎, which is deemed to be conservative. A large variability between individual predictors

indicate that the flight point is difficult to predict for these models and that the predicted values should be taken carefully.

We note that some uncertainty quantification can be obtained with a single gradient boosting model [33], but was not

used here.

The good performances of all models show that the set of inputs is sufficient to predict the outputs. In fact, as the

measurement error can be roughly estimated to be around 5-10%, taking into account the whole data acquisition system,

it is likely that overfitting is present. We note that learning a dataset without generalization ability can be useful to

generate spectra instead of querying a database. This can be used for anomaly detection, where the validity of a new

measurement can be determined by comparing it with its predicted value in the model. In any case, overfitting is not

possible in the second evaluation protocol, as the training set and the test sets are disjoint in parameter space.

As a side note, learning a dataset without generalization ability can be useful to generate spectra instead of querying

a database. This can be used for anomaly detection, where a measurement is compared against such synthetic data.

B. Extrapolation evaluation

The classical evaluation protocol described above relies on the hypothesis that variables are independent and

identically distributed (i.i.d.), and gives a measure of how well a model can interpolate. Here however, we possess

knowledge about the physics that generated the data, namely there is a linear dependence between the energy spectra and

the dynamic pressure. The goal of the new evaluation protocol is to determine whether the model is able to extrapolate,

which is generally not possible for neural networks, but should be possible in some specific cases [34]. To this end, all

data where the dynamic pressure is below 100 hPa is used for training, and all the remaining data is used for testing.

The value of 100 hPa corresponds to the mid-range value of the dynamic pressure.
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1. Prediction example for one flight point

Again, we consider one flight point randomly taken from the test set and compare the performance of each model,

see Figure 11. One spectrum prediction for an input datapoint is shown, associated with the sensor V3Z. The datapoint

corresponds to a dynamic pressure of 210 hPa, which is far outside the range of the training set.

For linear regression, under-prediction is observed in the lower frequency band, but substantial over-prediction is

present at almost all frequencies except in the highest range. In particular, the peak of the spectrum over the frequency

range is overestimated by a factor of three.

In contrast, above the first frequency band, XGBoost consistently under-predicts the spectrum by a nearly constant

factor of 2. Best results are observed for the ensemble model, which slightly over-predicts the energy for frequencies

lower than the peak frequency, and slightly under-predicts it for higher frequencies. We note that the true spectrum lies

within the confidence interval of ±3𝜎.
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Fig. 11 Predicted spectrum of a given datapoint for the accelerometer V3Z, extrapolation evaluation.

2. Error distribution over frequency bands for an accelerometer

We then represent the boxplot of the error averaged over each frequency band 𝑏. Figure 12 shows this for all three

models applied on the accelerometer V3Z.

The ensemble model shows the best performances and has its outliers closer to its distributions than with the other

models. Distribution spread itself is much higher than for the classical evaluation protocol, as it is a much harder

problem. We note that the frequency band 𝐵1 is constantly a high error band. This is explainable by its higher variability

and link to many variables affecting the aerodynamic field.

3. Dynamic pressure projection

To better understand the behavior of the models, Figure 13 compares how predicted and real RMS levels in a specific

frequency band vary with the dynamic pressure for both training and test sets. We selected the frequency band 𝐵8,

which provides a stringent test of the models, as it is highly influenced by aircraft configuration for dynamic pressure
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(b) XGBoost
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(c) ANNs ensemble

Fig. 12 Boxplot of the error per band for the accelerometer V3Z, extrapolation evaluation.

values under 100 hPa and mostly by the dynamic pressure when it is over 100 hPa.

100
Dynamic pressure (hPa)

R
M

S 
(g

)

True train
Predicted train
True test
Predicted test

(a) Linear regression

100
Dynamic pressure (hPa)

R
M

S 
(g

)

True train
Predicted train
True test
Predicted test

(b) XGBoost

100
Dynamic pressure (hPa)

R
M

S 
(g

)

True train
Predicted train
True test
Predicted test

(c) ANNs ensemble

Fig. 13 RMS-levels on the 𝐵8 frequency band depending on the dynamic pressure for the accelerometer V3Z.
The black dotted line separates the training set (left) and the test (set). The shaded region corresponds to a value
of ±3𝜎 for the ensemble.

Linear regression is not able to fit accurately the training set which is likely to originate from a lack of expressivity

of the model. In the test set, a positive trend is predicted although its slope is overestimated in this case. We emphasize

that since this is a one-dimensional projection from a much higher-dimensional space, we do not observe a strictly linear

dependence as other variables come into play in the linear representation.

XGBoost almost perfectly reproduces the training set but is unable to extrapolate to the test set, as it predicts an

almost constant RMS with the dynamic pressure. This is consistent with the fact that it is based on decision trees. It has

likely overfitted the data.

In contrast, the ensemble model fits well the training set while extrapolating correctly the increasing trend of the test

set. One can see that the uncertainty associated with the model also increases with the dynamic pressure, which is

consistent with the increasing distance between the test datapoints and the training set.

4. Global error

Finally, we conclude this evaluation by giving the overall predictive performance of each model in Table 2. For each

accelerometer, average of the ALE error is computed across every test datapoints and frequency band, while the last

19

Postprint version – doi:10.2514/1.J062735 – Copyright © 2023 by CNRS, Dassault Aviation.
Published version in the AIAA electronic library: https://arc.aiaa.org/doi/10.2514/1.J062735



column gives the average across all 𝐴 = 5 accelerometers.

Accelerometer
V1Z V2Z V3Z V4Z V5Z Mean

Linear Regression 15.1% 16.2% 10.2% 16.9% 15.9% 14.9%
XGBoost 21.5% 22.3% 22.8% 22.9% 20.0% 21.9%

ANNs ensemble 9.1% 12.8% 8.6% 10.2% 13.3% 10.8%
Table 2 Mean error for each accelerometer depending on the model, extrapolation evaluation.

The worst results are obtained with XGBoost, with a global mean error of 21.9%. As stated before, it is based on an

ensemble of trees that do not apply any transformation to the data. As a result, its extrapolation abilities are limited to a

constant function which explains its poor performance. The error obtained with linear regression is smaller (about 15%),

but still inferior to the ensemble model, which provides an error of only 10.8%. The difference can be attributed to the

limited expressivity of the linear regression. In addition to the lower error, the ensemble model provides a confidence

interval that captures 98.3% of the predictions into a ±3𝜎 interval, while 98.7% of the predictions are below ` + 3𝜎.

The error of each neural network composing the ANNs ensemble is given in Figure 14. The ensemble error is

significantly lower than the average error of ANNs: for V2Z, the mean of ANNs error is two times higher than the

ensemble error.
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Fig. 14 Mean error for each accelerometer depending on the neural network, extrapolation evaluation.

These results show that the ANN-based ensemble model is best suited to extrapolate the energy along the dynamic

pressure variable. This is consistent with results indicating that ANNs using a ReLU activation function are able to

extrapolate linearly [34]. Extrapolation properties for the model may be desirable in order to enforce good prediction

outside the range of the training set, which is typically non-convex.
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C. SHAP values

While comparing two linear regression model can be a simple task, comparing widely different models – including

black box ones such as ANNs – is much harder and necessitates a dedicated method. To do so, we use a model agnostic

approach: SHAP (SHapley Additive exPlanations) [35]. It allows to efficiently quantify the importance of each feature

for any given prediction.

The method is based on Shapley values [36], which represent the mean marginal contribution of each feature value

across all possible values in the feature space. As Shapley values are hard to compute, SHAP values were introduced.

They are the Shapley values of a conditional expectation function of the model. We advise the interested reader to refer

to the original SHAP paper [35] for more details.
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Fig. 15 SHAP values on the training set of the classic protocol, for different models. Accelerometer V3Z,
frequency band 𝐵8.

In our case, we use the implementation of the Kernel SHAP which has the advantage of being model agnostic.
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For consistency, we study the frequency band 𝐵8 and the sensor V3Z. Figure 15 shows the SHAP values of the entire

training set of the classic evaluation protocol, for each model. For the ensemble, we consider the SHAP values of only

one ANN, which is acceptable as the different ANNs have similar SHAP values.

SHAP values are computed relatively to a background datapoint, quantifying how much of a impact on the output a

feature has. For this Figure, the background data consist of the median datapoint of the training set. It corresponds to

an often encountered flight point with a clean configuration – when all hypersustentation surfaces and air brakes are

retracted to minimize drag. We see that the dynamic pressure 𝑃FP1 share similar importance between models. Engines

related parameters 𝑃E1 and 𝑃E2 are important for each models, but at different levels. Configuration-related variables –

with the exception of 𝑃C1 – have surprisingly low importance for the XGBoost model.

It is interesting to compare the results of Figure 15 with the input-output correlation matrix given in Figure 5. First,

it should be noted that while the sign of a correlation value relates to the sign of the relationship, SHAP values can be

shifted as they are relative to the background datapoint. Considering only the 𝐵8 column of the correlation matrix for

comparison purposes, several differences can be observed. Multiple low-correlated variables can have significant SHAP

values, such as 𝑃C1 and other configuration-related variables. Conversely, strongly correlated variables can have small

SHAP values, for instance if they are linearly related with a small proportionality coefficient. For the linear regression

model, the features with the highest SHAP values are E1, FP3, FP1 and A1, which are also the most weighted features.
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(a) Training set

1.0 0.5 0.0 0.5 1.0
SHAP value (impact on model output)

P_C6

P_C5

P_C4

P_C3

P_C2

P_C1

P_FP3

P_FP2

P_FP1

P_E3

P_E2

P_E1

P_A1

Low

High

Fe
at

ur
e 

va
lu

e
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Fig. 16 SHAP values on the training and test sets of the extrapolation protocol, for one ANN of the ensemble.
Accelerometer V3Z, frequency band 𝐵8.

Finally, Figure 16 shows the SHAP values of both the training and test set, but for the extrapolation protocol. Only

one ANN is presented, and the band / accelerometer are the same as in Figure 15. Again, the background data is the

median datapoint of the training set, for both the training and test set evaluation. It corresponds to a common flight

point with a clean configuration. The differences of feature importance between the training and test set are significant.
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While the dynamic pressure 𝑃FP1 is almost the only important variable for the model in the test set, the SHAP values of

the training set are much more consistent with what is computed with the classical protocol, which is an expected result.

For brevity, the values for the linear regression and XGBoost models are not given for the extrapolation protocol. In the

test set, linear regression predictions are highly impacted by 𝑃FP1 , 𝑃FP3 and 𝑃E1 , while XGBoost has extremely low

SHAP values for all variables.

V. Conclusion
We propose a general methodology to predict the vibration environment generated from a variety of unknown

sources, at different locations of an aircraft, from general flight parameters. Time series acquired at a high sample rate

during flight tests are fed through a preprocessing pipeline which generates a reduced representation of broadband energy

spectra. This representation is based on discrete frequency bands, allowing for an easy manipulation and interpretation

of the data.

A model is trained to predict the RMS levels of the frequency bands from a limited set of general flight parameters.

The model architecture does not depend on the sensor, which makes it easy to train the model for a new accelerometer.

To carry out this multi-output multivariate regression task, the model is built from an ensemble of artificial neural

networks and its prediction are compared with that of two common baseline models: linear regression and XGBoost.

Two different evaluation protocols are considered. The first protocol corresponds to standard evaluation and is based on

a random split of the database into a training and a test sets. In this case, XGBoost and the ensemble model produce very

good performances with average errors of less than 2%. In the second protocol, the models are trained and evaluated for

extrapolation along the dynamic pressure dimension in order to assess their physical consistency and ability to generalize.

It is found that linear regression generally does not capture the correct trend, while XGBoost is unable to extrapolate.

The ANNs ensemble model provides acceptable predictions, with a correct trend prediction and a mean error of 10%

across all accelerometers, compared to 15% for the linear regression and 20% for XGBoost. In addition to the good

performances, the ensemble model provides a confidence interval by considering the output as a Gaussian distribution.

The ability to predict a spectrum without having to characterize the vibration sources and the excitation propagation

allows for many applications such as anomaly detection – by generating synthetic spectra on the fly and comparing them

to measurement –, and vibration flight envelope opening – by using extrapolation abilities.

However, it is also possible to use the model to study excitation propagation through the aircraft structure. A key

issue for this is to provide a relevant representation of the structure and to characterize links between sensors. To this

end, we have recently developed a method to learn a graph representation using graph signal processing methods [37].

Appendix A
Reducing PSD spectra into RMS levels per frequency provides results that are closer to the actual engineering needs,
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increases robustness to noise, decreases training time, and allows for easier interpretability of the results.

However, the choice of frequency bands can induce a bias in the model: under the assumption of uncorrelated noise,

the noise is expected to increase as the band width decreases, since it includes less points.

Here, a sensitivity analysis of models to the width of RMS bands is conducted. The 3 models are compared using

the classical evaluation protocol, for 4 different discretization levels: 8, 16, 32 bands, and 3897 points –corresponding to

maximal resolution and no reduction–, represented in Figure 17.
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Fig. 17 Illustration on the same spectrum of the different representations compared in this study.

Results show that the error tends to grow with the number of outputs, see Table 3, which is not surprising since the

complexity of the problem increases. However the differences can be deemed non-significant when comparing different

RMS band level discretization of 8, 16 and 32 bands.

Discretization level (# points)
8 16 32 3897

Linear Regression 2.5% 2.6% 2.7% 5.7%
XGBoost 0.2% 0.3% 0.3% 1.0%

ANNs ensemble 0.8% 0.9% 1.1% 2.8%
Table 3 Error on the classical evaluation protocol depending on spectra discretization level.

Appendix B
As a further point of comparison between models, results for second-order and third-order polynomial regression

are presented. Compared to a linear regression, adding higher polynomial orders helps the model to better fit the data

and lower the error for the classical evaluation protocol, see Table 4. However, the error is still higher than both ANNs

and XGBoost.

For the extrapolation protocol, see Table 5, results are significantly worse than for all other models, indicating a lack
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Accelerometer
V1Z V2Z V3Z V4Z V5Z Mean

Linear Regression 3.9% 5.1% 2.8% 2.6% 3.1% 3.5%
Second-order regression 3.0% 4.0% 2.1% 2.0% 2.3% 2.7%
Third-order regression 2.6% 3.3% 1.8% 1.5% 1.9% 2.2%

XGBoost 0.3% 0.4% 0.3% 0.3% 0.4% 0.3%
ANNs ensemble 1.3% 1.4% 1.1% 0.9% 1.3% 1.2%

Table 4 Mean error for each accelerometer depending on the model, considering polynomial regression, classical
evaluation.

Accelerometer
V1Z V2Z V3Z V4Z V5Z Mean

Linear Regression 15.1% 16.2% 10.2% 16.9% 15.9% 14.9%
Second-order regression 71.6% 78.0% 31.7% 39.3% 45.4% 53.2%
Third-order regression 248.4% 362.0% 291.1% 196.1% 215.8% 262.7%

XGBoost 21.5% 22.3% 22.8% 22.9% 20.0% 21.9%
ANNs ensemble 9.1% 12.8% 8.6% 10.2% 13.3% 10.8%

Table 5 Mean error for each accelerometer depending on the model, considering polynomial regression,
extrapolation evaluation.

of robustness.
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