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1. Binary Segmentation
1.1. Training Details

We fine-tuned a semantic segmentation model pretrained
on the ADE20k [6] dataset on the FG-BG masks provided
by the CUB dataset [5].

The training settings are exactly the same as the orig-
inal Mask2Former paper [1]. We tested models with the
ResNet50 and the Swin-Tiny [3] Backbones and trained
both models for a total of 16000 epochs with the AdamW
[4] optimizer

1.2. Evaluation Metrics

We used the Mean Dice Score [2] to evaluate the seg-
mentation quality of the FG-BG segmentation models.

The Dice score is calculated using the equation given be-
low.

Dice =
2× |X

⋂
Y |

|X|+ |Y |
(1)

Here X is the set of predicted pixels of a specific class
from a model and Y is the pixels belonging to the ground
truth. A higher dice score indicates higher segmentation
quality.

1.3. Evaluation Results

Model Backbone CUB(%) Waterbird(%)
BG Bird BG Bird

Mask2Former Swin-T 99.42 96.05 98.74 91.84
Mask2Former ResNet50 99.43 96.12 98.72 91.81

Table 1. Evaluation Results - Binary Segmentation

The results of the evaluation are given in Table 1. From
the table, we see that the model generalizes very well to
both the in-distribution CUB and OOD Waterbirds test set.

We chose the model with the Swin-Tiny backbone as it
performed better overall.
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