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We study experimentally and numerically the noisy evolution of multipartite entangled states,
focusing on superconducting-qubit devices accessible via the cloud. We find that a valid mod-
eling of the dynamics requires one to properly account for coherent frequency shifts, caused by
stochastic charge-parity fluctuations. We introduce an approach modeling the charge-parity split-
ting using an extended Markovian environment. This approach is numerically scalable to tens of
qubits, allowing us to simulate efficiently the dissipative dynamics of some large multiqubit states.
Probing the continuous-time dynamics of increasingly larger and more complex initial states with
up to 12 coupled qubits in a ring-graph state, we obtain a good agreement of the experiments and
simulations. We show that the underlying many-body dynamics generate decays and revivals of
stabilizers, which are used extensively in the context of quantum error correction. Furthermore, we
demonstrate the mitigation of two-qubit coherent interactions (crosstalk) using tailored dynamical
decoupling sequences. Our noise model and the numerical approach can be valuable to advance the
understanding of error correction and mitigation and invite further investigations of their dynamics.

State-of-the-art qubit devices for quantum computa-
tion have been realized with tens and hundreds of qubits
on single chips [1–4]. In many of those devices the models
describing the control and environment errors are often
similar, even when the underlying physical mechanisms
are quite different. The noise sensitivity of the individ-
ual qubits and gate operations make quantum error cor-
rection codes an essential goal in the field, en route to
harnessing the full power of quantum algorithms [5–11].

Many quantum codes are based on storing informa-
tion in delocalized, entangled N -qubit states (N ≫ 1),
and measuring n-qubit (nQ) operators (of low weight,
n ≪ N) for the detection of local errors and the ap-
plication of corrections. A lot of effort is devoted to the
development of numerical tools and characterization pro-
cedures, focusing both on the microscopic qubit dynamics
and the high-level gates, and the question of whether the
noise is Markovian (memoryless) or the contrary [12–23].
In general, it is hard to model faithfully the interplay of
various decoherence mechanisms and the continuous dy-
namics of coupled qubits. One of the outstanding chal-
lenges is the incorporation of noise parameters measured
at the few-qubits level, in the regime of multiqubit-state
dynamics.

In this Letter, we develop a fundamental noise model
that is extensible to the many-body regime of qubit
dynamics. We experimentally and numerically study
the continuous-time dynamics of multiqubit graph states
[24, 25]. Our experiments are conducted using qiskit-
experiments [26] on IBM Quantum superconducting
transmon qubits accessible via the cloud [27]. We char-
acterize the 1Q and 2Q parameters relevant in the stud-
ied setup, together with state preparation and measure-
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FIG. 1. (a) This paper focuses on the dynamics of an open
quantum system with a density matrix ρ(t) of 12 qubits in a
ring. (b) For superconducting qubits, the qubit levels (with
frequency ωi) are split due to charge-parity fluctuations that
manifest effectively as a Bernoulli stochastic variable shift-
ing the qubit frequency by ±νi. (c) To model the charge-
parity splitting in a many-body simulation reproducing the
experiment dynamics, each qubit Qi is coupled to a fictitious
two-level system [with levels denoted by e, o (even/odd)] ini-
tialized to a diagonal mixed state, which is traced-over at the
end of a calculation. The model further includes: energy re-
laxation time (T1,i), dephasing time (T2,i) and two-qubit ZZ
crosstalk (ζi,j) – see the text for details.

ment (SPAM) errors. Identifying errors that may ap-
pear non-Markovian but can in fact be described using an
appropriate Markovian environment, we employ a high-
performance numerical solver [28–30] that allows us to ef-
ficiently handle the density matrix of many-qubit states.
The simulation gives us access to state characteristics
that are otherwise inaccessible.

Figure 1 shows a schematic depiction of the setup stud-
ied in this paper. The dynamical model that we con-
sider applies generally to the decoherence of quantum
memory states relevant for many physical systems. We
start from the term in the dynamics specific to super-
conducting qubits, describing charge-parity oscillations.
In essence, each qubit’s frequency is shifted according
to the charge parity (even or odd) of the qubit’s junc-
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tion electrodes, which switches due to quasiparticles tun-
neling. This splitting has been treated in the context
of single-qubit experiments [31–38], and in this work we
present an approach for its inclusion as part of the basic
noise model of many-body dynamics of superconducting
qubits, essential for accurate simulations.

As an example demonstrating the parity oscillations of
a single qubit we consider a simple Ramsey experiment,
wherein a qubit is prepared in the |+⟩ = (|0⟩ + |1⟩)/

√
2

state (along the +x direction of the Bloch sphere), and
then its time evolution is probed with measurements in
the x, y, and z bases repeatedly to collect the proba-
bility of measuring the positive eigenstate. The mag-
nitude of the qubit’s Bloch vector projection on the xy
plane is plotted in Fig. 2(a) as a function of the time,
together with ⟨z⟩. Here and in the rest of the paper, ex-
perimental data points and error bars indicate the mean
and one standard deviation of 1024 measurements (shots)
[39]. The observed oscillations of the qubit’s Bloch-vector
norm could be assumed to result from an interaction
(with a neighboring qubit or an uncontrolled degree of
freedom) or a non-Markovian noise process, but this is in
fact not the case here.

With superconducting qubit devices, each qubit’s fre-
quency is first characterized, to determine the microwave
drive frequency to which each qubit is locked in exper-
iments to follow. In the rotating frame with respect to
this predetermined frequency, each of the parity states
(denoted hereafter by a subscript a ∈ {e, o}) is subject
to a Hamiltonian with a shifted frequency,

Ha/ℏ =
1

2
ωa(1−σz), ωe = ∆+ν, ωo = ∆−ν, (1)

where ∆ is the mean drift (or detuning) of the qubit’s
frequency from the microwave frame fixed previously,
and ν the parity-oscillations frequency. Equation (1)
adopts the convention that the qubit’s ground state obeys
σz|0⟩ = |0⟩, while for the excited state: σz|1⟩ = −|1⟩, and
the higher levels beyond the first two are neglected.

The probabilities of even and odd parities have been
taken in earlier experiments as being equal over appro-
priate timescales [34–37]. We test the consistency of this
assumption with our model in the current device. Assum-
ing that during each shot of the experiment the qubit’s
charge-parity is even or odd but constant, its density ma-
trix ρ(t) can be described as a convex sum of the inde-
pendent parity contributions, ρ = bρe + (1− b)ρo, where
we introduce b to parameterize the fraction of shots with
even parity. By fitting b as a free parameter we find that
b ≈ 0.5 almost always (within statistical noise), although
we also find rare deviations (App. A). We set b = 1/2
hereafter, describing well our data.

Fig. 2(b) presents an example of a similar Ramsey ex-
periment as described above, fitting the parameters of
Eq. (1) using the probabilities of measurements along the
x and y directions. Each of the signals can be written as

0.0

0.5

1.0
hZi , exp

q
hXi2 + hY i2, exp

0 50 100 150
time [µs]

0.5
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Py, fit
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(a)

FIG. 2. (a) A single qubit’s mean xy projection of the Bloch

vector (
√

⟨X⟩2 + ⟨Y ⟩2) as a function of time after being ini-
tialized to the |+⟩ state in a Ramsey experiment, plotted to-
gether with ⟨Z⟩ whose amplitude grows as the qubit’s ground
state becomes populated at a rate equal to 1/T1. The shrink-
ing of the xy projection and its revival is reminiscent of a
non-Markovian process. (b) A characterization of ν and ∆
of Eq. (1) together with the decoherence time T2 from the
data points in an identical Ramsey experiment with the lines
showing a fit of the data according to Eqs. (2)-(3).

the product of two decaying oscillations (App. A),

Px = A exp(−t/T2) cos[(∆ + ωs)t+ ϕ] cos(νt) +B, (2)

Py = A exp(−t/T2) sin[(∆ + ωs)t+ ϕ] cos(νt) +B, (3)

where ωs is the “intended” frame detuning offset added
to improve the signal, and T2 is the dephasing time. In
addition ϕ, A and B are fitting parameters accounting
for the SPAM errors, which ideally would be 0, 1/2 and
1/2 respectively. We find that the model is consistent
with the experiment data without requiring an additional
Gaussian decay envelope corresponding to a 1/f noise
[40] (App. C). The characterized values of ν are consis-
tent with the theoretical charge dispersion [41, 42] of our
used transmon qubits App. B.

Once ν is characterized for each qubit, the Hamilto-
nians He and Ho can be constructed numerically and
the dynamics of the system can be simulated. However,
an N -qubit simulation accounting for the charge-parity
splitting would have to average the results of 2N differ-
ent time evolutions with their modified parameters corre-
sponding to the initial conditions of even or odd parity.
This quickly becomes intractable, and here we choose
instead a different approach that allows us to scale our
simulations to tens of qubits under relevant conditions.
For the purpose of simulation, we can map the problem of
a qubit whose frequency is a (Bernoulli) random variable
onto an open system with an additional fictitious “qubit”
whose ground state labels the even parity, while its ex-
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cited state relates to the odd parity. The Hamiltonian of
the system can then be written as

H1/ℏ =
1

2

∑

i

[∆i + νiσ̃
z
i ] (1− σz

i ) , (4)

where σz
i is the Pauli z matrix of the actual qubit, and

σ̃z
i is the Pauli z matrix corresponding to the parity. The

parity qubit can be described by a diagonal density ma-
trix (parameterized with b), which naturally remains in-
variant under the time evolution. In this approach the
system dimension apparently increases (exponentially) as
compared with sampling of simulations with even/odd
parameters. However, the Hamiltonian in Eq. (4) is nat-
urally suitable for a solver based on matrix product states
(MPS) and matrix product operators (MPO), since the
fictitious qubits do not develop entanglement with the
system qubits, and only increase the computational re-
quirements by a small amount.

In addition to the one-body Hamiltonian of Eq. (4), we
run standard characterization experiments of the effec-
tive (approximate) ZZ interaction strength of every pair
of idle qubits connected according to the device topology,
taking the form [43, 44]

H2/ℏ =
1

2

∑

⟨i,j⟩
ζij (1− σz

i )
(
1− σz

j

)
, (5)

where the summation is over the nearest neighbors. The
total Hamiltonian of the idle qubits is therefore H =
H1 + H2. To gain some understanding of the Hamil-
tonian dynamics, we consider the effect of tracing out
all qubits except qubit i, which has ni nearest neigh-
bors. The resulting 1Q density matrix evolution can
be described as a mixture of 21+ni effective qubits (see
App. D), each oscillating coherently with different fre-

quency ωi ∈
{
∆i ± νi +

∑
j (1± 1) ζij

}
, where the sum

is over the qubit’s neighbors.

Incorporating the dissipative dynamics is more com-
plex [45], and to capture the full dynamics evolved nu-
merical tools are needed [29, 46]. We solve a Lindblad
master equation for ρ(t), accounting for evolution with
the Hamiltonian H together with standard noise opera-
tors fed with the T1 (lifetime due to spontaneous emission
towards the ground state) and T2 values of each qubit,

∂tρ = − i

ℏ
[H, ρ] +D[σ+] +D[σz]. (6)

In Eq. (6) the dissipators take a standard form, D[σ+]
describes relaxation (spontaneous emission) towards
each qubit’s ground state, D[σz] describes dephasing
(App. G). We have validated that a heating term can
be neglected, since under typical conditions of supercon-
ducting qubits it is significantly suppressed App. H. The
initial state in the experiment is characterized accurately
(self-consistently) and fed into the simulation, parame-
terized for each qubit by the three Bloch vector coordi-
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FIG. 3. (a) Dynamics of the middle qubit among three that
are initialized to the product state |+⟩⊗3. The experiment
measurements are given by the points (with statistical error
bars) and the lines are taken from simulation data. The mul-
tiple frequencies visible in the oscillations of the shown qubit
result from the combination of its parity-oscillations, detun-
ing error, and ZZ coupling to two neighbors (with different
coupling strengths) – see the text for a detailed discussion.
(b) The dynamics of the Z1X2Z3 stabilizer of a similar 3Q
chain initialized in a graph state, and of the middle qubit’s
⟨X⟩. In this figure and in Fig. 4, the lines show simulation
data, which once the Hamiltonian and noise parameters have
been determined, do not involve any adjustable parameters.

nates [47]. Single-qubit readout errors are accounted for
and mitigated (in the mean) in the experimental results
by assuming uncorrelated errors, observed to be a very
good approximation in current devices [47, 48]. The con-
tinuous dynamics together with intermediate gates are
solved with a high precision (see App. G).

In the rest of this paper we describe the results of ex-
periments and simulations probing the dynamics of in-
creasingly larger and more complex initial states. The
parameters {νi,∆i, T1,i, T2,i, ζi,j}, and SPAM parameters
are determined by characterization experiments. We use
the mean values of the estimated parameters for the sim-
ulations. The values are given in App. I. In Fig. 3(a)
we plot the time evolution of the middle qubit of three,
initialized and simulated starting from the product state
|+⟩⊗3. The choice of an initial state in the equatorial
plane of the Bloch sphere reveals the presence of mul-
tiple frequencies in the dynamics, visible in Fig. 3(a).
Due to the ZZ coupling the qubits develop some entan-
glement while the competing incoherent processes damp
the oscillations. The simulation captures this dynamics
very precisely, and this is the result of focusing on data
with a successful fitting of the parameters and the ab-
sence of drifts and jumps over the experiment duration,
or interactions with uncontrolled degrees of freedom (see
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FIG. 4. (a) The dynamics of the 12Q-ring graph state sta-
bilizers’ mean decoherence, as measured in the experiment
(points) and extracted from simulations (lines). The pre-
sented measure that ideally equals 1 is shown with and with-
out intermediate dynamical decoupling sequences, which can-
cel the effect of frequency shifts, charge-parity fluctuations,
and ZZ coupling, see the text for details. (b) Using the data
of the same simulations we can see how the fidelity of ρ(t)
with the ideal 12Q state is significantly improved when using
the DD sequence canceling the coherent Hamiltonian errors.

App. B).

In the next step we perform a similar experiment
and simulation, replacing the initial state by a three-
qubit linear graph state, which is equivalent up to lo-
cal rotations to a Greenberger-Horne-Zeilinger (GHZ)
state [49], a maximally entangled state of three qubits.
This graph state can be written explicitly as |g⟩ =
(CZ1,2CZ2,3)|+⟩⊗3, where CZi,j is the controlled-Z gate
applied to qubits i and j. An N -qubit graph state can
be characterized also as the unique eigenstate of all N
stabilizers with an eigenvalue 1, i.e. Sk|g⟩ = |g⟩, where
Sk is a stabilizer of the graph state if it is the product
of an X operator on qubit k and Z operators on all of
its neighbors in the graph [24]. As in quantum error
correction, these stabilizers generate a commutative sub-
group of the Pauli group that does not contain −1l [50].
In Fig. 3(b) we present the dynamics of the stabilizer
S2 = Z1X2Z3 of the initial graph, where in this notation
a capitalized letter from {X,Y, Z, I} identifies a Pauli
matrix or the identity, and the index indicates the qubit.
The initial value of the stabilizer ⟨Z1X2Z3⟩ in Fig. 3(b)
differs from 1 in our experiments due to preparation er-
rors (see App. E). At intermediate times the stabilizer’s
oscillations are closely related to those of ⟨X2⟩, which re-
sult from the combination of all Hamiltonian parameters
as discussed above.

We now turn to the largest setup studied in this work

and our main result. We consider the dynamics of 12
qubits in a ring topology found in current IBM Quan-
tum devices [27, 51–54], as depicted schematically in
Fig. 1(a). On such a ring, a translation-invariant graph
state can be created efficiently using two layers of paral-
lel CZ gates App. E, minimizing the initialization errors.
The 12 state stabilizers are Zi−1XiZi+1 where the Xi op-
erator is shifted along all qubits, and their expectation
value can be measured using just two measurement se-
tups, X1Z2X3Z4...X11Z12 and Z1X2Z3X4...Z11X12, and
then tracing out the irrelevant qubits [55]). This makes
the (destructive) characterization of the state using its
stabilizers very practical experimentally, and the rele-
vance of the local stabilizers for characterizing complex
states is well-motivated in the context of error correction
codes. In Fig. 4(a) we present a global measure of the de-
viation of the 12 stabilizers from their ideal expectation
value of 1, derived by averaging over the positive quan-
tities (1 + ⟨Si⟩)/2, giving the mean of the corresponding
projection operators, to define P̄ = 1

N

∑
i
1
2 (1 + ⟨Si⟩). In

the equilibrium (steady) state to which the system ap-
proaches for t ≫ T1,i (which is close to the Hamiltonian
ground state), we have ⟨Zi−1XiZi+1⟩ = 0 for all stabiliz-
ers. Therefore, P̄ = 1 is the ideal case of a perfect pure
state, while in the ground state P̄ = 1/2. The presented
experimental dynamics of P̄ are reproduced well in the
simulation, and the individual 12 stabilizers are shown in
App. F.

A natural next step is to consider the effect of dy-
namical decoupling (DD) in the current experiment. As
follows from Eq. (1) both the detuning (frame) errors
and parity oscillations can be cancelled by standard 1Q
DD sequences. The ZZ (crosstalk) interactions can be
treated in parallel by staggering the single-qubit X gates
across the device according to a two-coloring of the in-
teraction edges (a similar protocol including Y gates has
been demonstrated in [56]). The total delay time Tfinal
is sliced to nDD = Tfinal/T repetitions of DD sequences.
Within each slice of delay time T , an X gate is applied
on each of the qubits of the first colored sub-graph at
times T/2 and T , and on the second sub-graph the X
gates are applied at T/4 and 3T/4 App. J. Figure 4(a)
shows the stabilizer dynamics obtained by adding this
DD sequence. We measure the state at several different
times nDD ·T according to the number of DD repetitions
nDD = 0, 1, ..., 9 with constant time slices T . Compared
with the idle data, we measure less points in order to re-
duce the amount of error introduced into the experiment
by the DD gates themselves (which can result, e.g., from
gate inaccuracies, leakage of qubit wavefunctions out of
the qubit manifold, and induced interactions). The im-
provement in P̄ is clear and consistent. Although not
all measured stabilizers agree exactly with the simulated
ones (as can be seen by examining each of them in App. F,
where we discuss in more detail the discrepancies), the
high degree of correspondence makes it plausible that the
simulations capture the hardware dynamics to a large ex-
tent. This gives us a new powerful tool allowing us to
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calculate nonlocal quantities that are hard to track ex-
perimentally. As an example we take the data from the
same simulations described above and show in Fig. 4(b)
the evolution of the full many-body fidelity of the noisy
state with the ideal intended graph state. The fidelity is
very sensitive to errors and the simulations indicate an
improvement by about two orders of magnitude with the
DD sequence.

To conclude, we have demonstrated the characteriza-
tion of noisy dynamics of multipartite entangled states
of superconducting qubits, together with a model and a
numerical approach allowing for an accurate correspond-
ing simulation. We find that the modelling of charge-
parity oscillations is essential for a precise description of
superconducting qubits. We emphasize that hardware
dynamics often deviate from a Markovian model – qubit
parameters drift and fluctuate on various timescales and
are subject to interactions with uncontrolled degrees of
freedom [57–59]. In fact, the accuracy of the model in the
presented cases is encouraging and could even be consid-
ered as surprising. We therefore consider this model as
a first approximation that should constitute the funda-
mental dynamical model and be further elaborated.

The presented simulation method is scalable to tens
of qubits in a Markovian environment, provided that the
structure of entanglement in the simulated states is lim-
ited as imposed by typical tensor-network constraints.
For example, GHZ states serve as a standard benchmark
of quantum computers and can also be efficiently simu-
lated with MPS, which holds for their dissipative dynam-
ics as well [60]. The Hamiltonian and dissipative dynam-
ics in many qubit devices are similar to those we have

considered or can be accounted for with some modifica-
tions [61–66]. The realized graph state can be considered
as a (simple) representative of a logical state of an er-
ror correction code [67]. We show that the underlying
many-body dynamics generate decays and revivals of the
stabilizers, reflecting the different contributions of coher-
ent versus incoherent error mechanisms and emphasizing
the importance of properly modeling them.

Our entire experiment and simulation software is ac-
cessible as open source [68], and can be used as a starting
point for a detailed study of qubit dynamics during quan-
tum error correction protocols.
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Appendix A: Charge-parity model and Ramsey experiment of superconducting qubit

In this section we study the validity of the assumptions underlying our model of the charge-parity oscillations. Both
the ground state and the excited state energy levels have a splitting, as well as the higher levels, and the value and
sign of the splitting depend on the charge noise dispersion [31–38]. Since only the energy differences are relevant,
when working with just the first two qubit levels the splitting can be absorbed into a single parameter ν. In our
notation, the labeling of even or odd is arbitrary and the frequency splitting ν is always taken to be positive.

In our model, the qubit’s density matrix ρ(t) can be described as a convex sum of the independent parity contri-
butions,

ρ = bρe + (1− b)ρo, (A1)

where we introduce b to parameterize the fraction of shots with even parity. Equation (A1) is valid if the characteristic
parity switching time (from even to odd or vice versa, without a change of the qubit’s state) is large compared with
a single experimental shot. This is justified a posteriori since we see that our model agrees quantitatively within the
error bars with the experimental data for many qubits. It is also consistent with earlier literature quoting a timescale
of milliseconds for such a switching. Moreover, the IBM Quantum devices interleave the shots of all experiment
circuits, thereby strongly mixing the even/odd occurrences distribution.

To characterize the charge-parity oscillation parameters we use Ramsey experiments. In a Ramsey experiment, the
qubit is initialized to the state |+⟩ and after an idle time t, it is measured with respect to the x and y axes. In the
ideal case without SPAM errors and charge-parity oscillations, the probabilities of measuring 0 along the x and y axis
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FIG. 5. A comparison between the goodness of the fits with fixed parity imbalance b and when b is treated as a fit parameter,
as quantified by their reduced-χ2 measure. Each point is given by fitting the same Ramsey characterization experiment data of
one qubit from all of the qubits in ibm cusco in one example realization. As shown, for most qubits setting b = 1/2 is consistent
with treating it as a free parameter. In Fig. 6 we show full details about the main exception, marked here with a red circle.

are, respectively,

Px,ideal =
1

2
e−t/T2 cos(∆t) +

1

2
,

Py,ideal =
1

2
e−t/T2 sin(∆t) +

1

2
,

(A2)

where T2 is the dephasing time and ∆ is the qubit’s detuning.
Summing over the charge-parity contributions with probabilities Px = bPx,e+(1−b)Px,o and Py = bPy,e+(1−b)Py,o

gives, using Eq. (A2),

Px =
1

2
e−t/T2 [b cos((∆ + ν)t) + (1− b) cos((∆− ν)t)] +

1

2
,

Py =
1

2
e−t/T2 [b sin((∆ + ν)t) + (1− b) sin((∆− ν)t)] +

1

2
.

(A3)

In order to get a better signal and a more sensitive fitting it is sometimes useful in Ramsey experiments to measure
the qubit with respect to a known intended rotating frame that causes the signal to oscillate faster. This will shift
the drifted detuning frequency ∆ to ∆ + ωs, where ωs is the intended known shift. In addition, because of SPAM
errors, we add the to Eq. (A3) further fitting parameters A, B and ϕ which gives

Px = Ae−t/T2 [b cos((∆ + ωs + ν)t+ ϕ) + (1− b) cos((∆ + ωs − ν)t+ ϕ)] +B,

Py = Ae−t/T2 [b sin((∆ + ωs + ν)t+ ϕ) + (1− b) sin((∆ + ωs − ν)t+ ϕ)] +B.
(A4)

If we set b = 1/2, Eq. (A4) can be simplified using trigonometric identities to

Px = A exp(−t/T2) cos[(∆ + ωs)t+ ϕ] cos(νt) +B,

Py = A exp(−t/T2) sin[(∆ + ωs)t+ ϕ] cos(νt) +B.
(A5)

In order to the test the necessity of the charge-parity imbalance parameter, we fit the experimental data of a
control Ramsey experiment from all of ibm cusco’s (127) qubits in one realization using the two models, Eq. (A4)
and Eq. (A5). As shown in Fig. 5, for most qubits setting b = 1/2 is consistent with treating it as a free parameter.
Therefore, we set b = 1/2, describing well our data and use Eq. (A5) for characterization. We note that we do observe
one main exception for this as shown in detail in Fig. 6, which clearly indicates a deviation. A possible speculative
explanation could be that the parity switching time for this qubit is not much shorter than the overall time of the
experiment, leading to a statistically observed bias in the initial states.

We treat this model as a simplified model of the full detailed dynamics of the current qubits, where of course there
are exceptions, with qubits suspected to either couple to some uncontrolled degrees of freedom in the environment,
manifest a charge jump during the experiment, or qubits subject to other unknown noise processes. The stability of
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(b)

FIG. 6. A Ramsey characterization experiment where a charge-parity fraction imbalance is strongly suggested by the data.
(a) Experimental data (dots) and its fitted curve as in Eq. (A5) with equal parity probabilities (b = 1/2). Clearly the fit
doesn’t capture the dynamics correctly (noticeable especially around t ∼ 50), which can be also quantified by the high reduced-
χ2 ≈ 8.16. (b) The same data fitted with the even parity fraction b as a free parameter, as in Eq. (A4). As shown this model
captures the dynamics much better, with b = 0.368±0.003 and a reduced-χ2 ≈ 0.94. The intended detuning is ωs/2π = 50KHz.

the charge-parity splitting (ν) is examined in the following, Sec. B.

Appendix B: Charge-parity stability
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FIG. 7. Charge-parity frequency splitting ν, as a function of time for several qubits on ibm cusco. Each point is obtained
from a different Ramsey experiment, the lines are added for clarity. Error bars indicate the uncertainty in the fitted values of
ν. The duration of each experiment is about 1 minute, and the time axis indicates the time that passed relative to the first
experiment’s completion time. The presented data shows typical intervals between jumps and typical ranges of ν values.

In this section we show the stability of the device charge-parity energy splitting. The stability of ν for several
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FIG. 8. Charge-parity frequency splitting ν, as a function of time for several qubits on a test Falcon device, similar to the
ones available through [27]. Each point is obtain from different Ramsey experiment, the lines are added for clarity. Error bars
indicated the uncertainty in the fitted value of ν.

qubits is shown in Fig. 7 for the Eagle device (ibm cusco) used in the experiments for this work. We see that for some
qubits (e.g., Q22) the value is very stable for tens of minutes (with one jump within the presented interval of over 45
minutes), whereas for Q8 the value drifts more noteably. These values of ν are consistent with the theoretical charge
dispersion [41, 42] of our used transmon qubits, with median frequency of ω ≈ 5.12GHz and median anharmonicity of
α ≈ −305MHz. For comparison to other IBM Quantum devices, the stability with more data point on a test Falcon
device is shown in Fig. 8, where we see larger and more frequent jumps of ν.

Appendix C: Gaussian decay

In some works on superconducting qubits, a Gaussian envelope appears in addition to the exponential decay of the
Ramsey experiment signal [40], which indicates the existence of noise with a 1/f power spectral density. In order to
fit this effect we add an additional fit parameter κ, such that the Ramsey characterization become

Px = A exp(−κ2t2) exp(−t/T2) cos[(∆ + ωs)t+ ϕ] cos(νt) +B, (C1)

Py = A exp(−κ2t2) exp(−t/T2) sin[(∆ + ωs)t+ ϕ] cos(νt) +B. (C2)

As shown in Fig. 9, we find that κ = 0 is consistent within our precision for all qubits that have been successfully
fitted. We note that for νt≪ 1 the effect of the charge-parity oscillation is cos(νt) = 1− ν2t2/2, which is the same as
the leading-order contribution of some Gaussian envelope, therefore to bound the value of κ, longer delays are needed.
For example we show in Fig. 10 an even longer Ramsey characterization with a very good fit (with κ fixed 0) up to
0.5 millisecond. Therefore for the qubits we used and the timescales we probed, a Gaussian decay envelope can be
neglected.

Appendix D: Hamiltonian dynamics of two idle superconducting qubits

In this section, the details of Hamiltonian dynamics are shown. Consider the Hamiltonian as described in the main
text in the case of two qubits,

H =
1

2
[∆1 + ν1σ̃

z
1 ] (1− σz

1) +
1

2
[∆2 + ν2σ̃

z
2 ] (1− σz

2) +
1

2
ζ1,2 (1− σz

1) (1− σz
2) . (D1)

Since the all the terms in the Hamiltonian are products of σz, it’s eigenstates can written in the standard basis
{|σz

1 , σ
z
2⟩ ⊗ |σ̃z

1 , σ̃
z
2⟩}, where we explicitly separate the parity qubits. Given the state

|ψ0⟩ = [c00 |0, 0⟩+ c10 |1, 0⟩+ c01 |0, 1⟩+ c11 |1, 1⟩]⊗ |0, 0⟩ , (D2)
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FIG. 9. Compassion between the goodness of the fits with fixed Gaussian decay parameter κ = 0 and fitting it, as quantify
by their reduced χ2 measure. Each point is given by fitting the Ramsey characterization experiment data of a different qubit
across ibm cusco in one exampled realization. As shown, for all qubits, when setting κ to zero, the fit model is at least as good
as trying to fit it.
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FIG. 10. A Ramsey experiment with delays up to 0.5 milliseconds, with fitted curves as in Eq. (A5). Such relatively long delays
with high agreement to our model in many cases indicate the validity of the model.

which has a defined (odd, odd) parity state, its Hamiltonian evolution is

e−iHt |ψ0⟩ =
[
c00 |0, 0⟩+ e−i(∆1+ν1)tc10 |1, 0⟩+ e−i(∆2+ν2)tc01 |0, 1⟩+ e−i(∆1+ν1+∆2+ν2+2ζ1,2)tc11 |1, 1⟩

]
⊗|0, 0⟩ . (D3)

If we are interested only in the dynamics of one qubit, we need to trace out the second qubit. Tracing out the second
qubit (and its parity) we get

ρQ1,o(t) =TrQ2

[
e−iHt |ψ0⟩ ⟨ψ0| e+iHt

]

=
(
c00 |0⟩+ e−i(∆1+ν1)tc10 |1⟩

)(
c∗00 ⟨0|+ e+i(∆1+ν1)tc∗10 ⟨1|

)
+

(
c01 |0⟩+ e−i(∆1+ν1+2ζ1,2)tc11 |1⟩

)(
c∗01 ⟨0|+ e+i(∆1+ν1+2ζ1,2)tc∗11 ⟨1|

)
.

(D4)
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The full qubit state is a convex sum of the independent parity contributions. Repeating the derivation above for even
parity gives the same result up to changing ν1 to −ν1. This gives the full dynamics of the first qubit:

ρQ1(t) =
1

2
[ρQ1,o(t) + ρQ1,e(t)]

=
1

2

(
c00 |0⟩+ e−i(∆1+ν1)tc10 |1⟩

)(
c∗00 ⟨0|+ e+i(∆1+ν1)tc∗10 ⟨1|

)
+

1

2

(
c01 |0⟩+ e−i(∆1+ν1+2ζ1,2)tc11 |1⟩

)(
c∗01 ⟨0|+ e+i(∆1+ν1+2ζ1,2)tc∗11 ⟨1|

)
+

1

2

(
c00 |0⟩+ e−i(∆1−ν1)tc10 |1⟩

)(
c∗00 ⟨0|+ e+i(∆1−ν1)tc∗10 ⟨1|

)
+

1

2

(
c01 |0⟩+ e−i(∆1−ν1+2ζ1,2)tc11 |1⟩

)(
c∗01 ⟨0|+ e+i(∆1−ν1+2ζ1,2)tc∗11 ⟨1|

)
,

(D5)

which is basically a mixture of effective qubits ρQ1
(t) =

∑
k ckρk(t), each oscillating with one of the frequencies:

∆1 + ν1,∆1 − ν1,∆1 + ν1 + 2ζ1,2 and ∆1 − ν1 + 2ζ1,2.
Similarly, for qubit i with ni nearest neighbors, its dynamics after tracing out the neighbors is a mixture of effective

21+ni qubits (2 from its parity states, multiplied by 2 for each neighbor),

ρQi(t) =
∑

k

ckρk(t) (D6)

with frequencies:

ωi ∈



∆i ± νi +

∑

j

(1± 1) ζij



 . (D7)

Appendix E: Preparation of the ring graph state

The ideal initial state is a 12-qubit ring graph state, which can be defined as

|g⟩ = CZ12,1

11∏

i=1

CZi,i+1 |+⟩⊗12
(E1)

where CZi,j is the controlled-Z gate on qubits i and j. The order of the CZ’s is irrelevant since they commute. In
the device we use the controlled-Z gate isn’t a basis gate, so instead of each CZ, an ECR (echoed-cross resonance)
gate with single-qubit rotations is applied. Two layers of ECR gates are required to generate a ring graph state, and
the specific transpiled circuit we used is shown in Fig. 11. Due to the finite time of the gates and their errors the
initialization of the graph state is imperfect. This is in addition to the noisy initial state, differing slightly from |0⟩⊗12

in the beginning of the circuit. The diagram of the entire device (ibm cusco) is shown with in Fig. 12 together with
the distribution of single-qubit and two-qubit error values as measured in a specific calibration for illustration. The
values of the device calibrations from the relevant experiment dates can be found in [68].

Appendix F: Stabilizer dynamics of a twelve-qubit ring graph state

In this section, we show the dynamics of each one of the 12 stabilizers of the ring graph state. The dynamics of
the stabilizers without dynamical decoupling is shown in Fig. 13. We see a good agreement between the experimental
data and our numerical solution for most of the stabilizers. The parameters used in the solver are taken from
characterization experiments run before the stabilizers’ evolution experiment and their values (including the simulation
code) are available in [68]. We used another characterization experiment at the end in order to test for jumps or
drifts in the parameters. The last two stabilizers ⟨Z21X22Z15⟩, ⟨Z22X15Z4⟩ share one edge (between qubits 22 and
15) and oscillate more rapidly than the others. This is due to a ZZ crosstalk of magnitude 143kHz which is much
higher than for the rest of the qubit pairs, which typically have values of a few tens of kHz. It seems that due to this
large crosstalk, small variations between the characterization parameter values and their values during the stabilizer
evolution experiment caused the numerics to deviate from the experiment.
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FIG. 11. Quantum circuit initializing a 12-qubits ring graph state. The index shown for each qubit (in the notation qi) is the
physical qubit number actually used in the experiment. The first layer of circuits prepares the state |+⟩⊗12, then two layers of
controlled-Z (CZ) gates follow according to the ring topology. Since CZ isn’t a basis gate in ibm cusco, equivalent transpiled
circuits are implemented.

The dynamics of the graph state stabilizers including our dynamical decoupling sequences are shown in Fig. 14.
The sharp changes are due to the fast echoes by the X gates. Our current model is in a good agreement to the
experiment, even though it neglects gate errors and leakage from the qubit two levels. As in the previous figure, we
see significant crosstalk between qubits 15 and 22, where rapid dynamics between the echoes (X gates) are shown.

Appendix G: Numerical master equation solution

For the simulation we use the solver described in detail in [29], available as open source code in the public repository
[28]. The master equation for the density matrix ρ(t) is

∂

∂t
ρ = − i

ℏ
[H, ρ] +D[σ+] +D[σz], (G1)

where [·, ·] is the commutator of two operators, the Hamiltonian is given in the main text, and the dissipators are
defined by

D[σ+] =
∑

i

g0,i

(
σ+
i ρσ

−
i − 1

2
{σ−

i σ
+
i , ρ}

)
, (G2)

D[σz] =
∑

i

g2,i (σ
z
i ρσ

z
i − ρ) , (G3)

where the rates g0 and g2 for each qubit are related to the characteristic T1 and T2 times by

g0 = 1/T1, g2 = (1/T2 − 1/2T1)/2, (G4)
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FIG. 12. A schematic diagram of the device used in the experiments presented in this work (ibm cusco, except one specific
experiment shown in Fig. 8). The distributions of 1Q and 2Q gate errors are depicted in the color map, and indicated at the
top of the figure.

[noting that following a common convention with superconducting qubits, the Hamiltonian has a negative sign in
front of the qubit’s σz operator, and the relaxation (spontaneous emission) Lindblad operator is σ+].

A brute-force representation of the state of 12 qubits with their charge-parity environment and open system dy-
namics would require the memory equivalent of a Hamiltonian simulation of 48 qubits, which is not practical, while
our simulation using an MPO representation of the density matrix and all operators in Eq. (G1) could be completed
within a few hours on a laptop.

We note one difference in the implementation of gates between the experiments and simulation. In the experiments
the gates are implemented continuously and take a finite amount of time; 20ns for 1Q gates and 460ns for most
qubits for the 2Q controlled-NOT (CX, implemented as ECR gates on the device ibm cusco), which however are
implemented instantaneously in the simulation. This approximation by itself is fine for the 1Q gates (less so for the
2Q gates which are significantly longer). In the current results there are either zero or two 2Q-gates involving each
qubit during the initialization (and parallelized on all qubits in two layers), and hence for gates whose error per 2Q
gate is in the range of about 0.01 (as measured in the device calibration data, downloaded from [27] on the dates
of the experiments, plotted for one instance in Fig. 12 and available in [68]), there is no notable difference with the
simulation since the effect of two gates falls within the experiment error bars. Differences can be found with qubits
on which the gates have relatively a low fidelity (due to various reasons), not modeled in the simulation, and due to
accumulation of errors during repeated DD sequences.

Appendix H: Effect of qubit heating

In this section we study the effect of a qubit heating term that was neglected in Eq. (G1), and verify that discarding
this term is justified. The term which has been omitted is D[σ−], which can be obtained from Eq. (G2) by replacing
σ+ with σ− and vice versa. We denote the rate of this dissipator as g1,i (for qubit i).

We first run long-duration T1 characterization experiment (inversion recovery) on all of ibm cusco’s (127) qubits
and fit each qubit’s probability of measuring 1 (following readout mitigation) at varying durations according to the
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time [µs]

FIG. 13. Dynamics of ring graph state’s stabilizers without dynamical decoupling. The numbering are the physical qubit used
for our experiment on ibm cusco. Points are experimental data and lines are simulation. As shown, the simulation captures
within error bars most of the experimental data. The main exceptions are stabilizers ⟨Z21X22Z15⟩, ⟨Z22X15Z4⟩ that oscillates
faster then the others therefore more sensitive to the physical parameters.

expression

P (1) = A exp(−t/T1) +B. (H1)

The fit parameters now relate to the master equation parameters by

1/T1 = g0 + g1, B =
g1

g0 + g1
. (H2)

Noting that B has the physical meaning as the contribution fraction of the heating term to the overall decay, we
rename it as the dimensionless ratio

g̃1 = g1T1 = B. (H3)

Figure 15 presents the distribution of g̃1, showing that the heating term is small compare to the overall decay across
most qubits of ibm cusco.
In order to examine the effect of the neglected g1 rates in our simulations, we take the experiment data of the 3Q

graph state of Figure 3(b) of the main text, and run three comparative simulations of the same dynamics with g1
set to increasing values. We plot in Fig. 16 simulations where each qubit’s g1 value has been set such that g̃1 takes
the values 0 (no heating), 0.05, 0.1, and 0.2. For g̃1 ̸= 0 this requires adjusting g0 such that T1 remains fixed at its
experimentally characterized value of the original experiment. We see that the results of the simulations are almost
indistinguishable (and well within the experiment error bars) even up to the excessively large value g̃2 = 0.2, which
is significantly more than typically observed with most qubits in the device when they are well behaved.
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FIG. 14. Dynamics of ring graph state’s stabilizers with dynamical decoupling. The numbering are the physical qubit used for
our experiment on ibm cusco. Points are experimental data and lines are simulation. The time of application of the echoes of
dynamical decoupling is according to the qubit location. On half of the ring (qubits: 5,7,16,25,23,15) the echoes are at T/2
and T for a delay slice T , and on the other half (qubits: 4,6,8,26,24,22) at T/4 and 3T/4. Two type of sharp changes in the
dynamics of the stabilizers are shown according to the dynamical decoupling sequence of their middle qubit.

0.00 0.05 0.10 0.15 0.20
g̃1

0

5

10

N
u

m
b

er
of

q
u

b
it

s

FIG. 15. Distribution of the value g̃1 across ibm cusco, each value is estimated as in Eq. (H1). The mean value is 0.043 and
the median is 0.034. Bad qubits that could not be fitted are ignored.
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FIG. 16. A zoom-in of the dynamics of the 3Q linear-chain graph state for increasing values of qubit heating rates, compared
with the simulations with heating neglected and the experiment results. It is clearly seen that the heating effect at the examined
values amounts to a small overall effect on the observables studied here, which falls well within the experiment error bars.
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Qubit T1 [µs] T2 [µs] ν/2π [Hz] ∆/2π [Hz] Edge ζ/2π [kHz]

22 123± 4 84± 2 3308± 33 −9088± 50 22, 23 −39.4± 0.4

23 270± 21 104± 3 2253± 30 −12093± 53 23, 24 −30.6± 0.4

24 249± 13 124± 3 5752± 25 −6610± 35

TABLE I. Parameters values for the qubits used in the 3Q |+⟩⊗3 state. In the main text, these qubits are labeled as qubits
1,2 and 3.

Qubit T1 [µs] T2 [µs] ν/2π [Hz] ∆/2π [Hz] Edge ζ/2π [kHz]

22 119± 4 81± 2 3277± 34 −8345± 50 22, 23 −39.1± 0.4

23 252± 2 114± 5 1054± 66 −13795± 38 23, 24 −31.1± 0.4

24 200± 10 104± 3 5570± 28 −6910± 41

TABLE II. Parameters values for the qubits used in the 3Q chain graph state. In the main text, these qubits are labeled as
qubits 1,2 and 3.

Qubit T1 [µs] T2 [µs] ν/2π [Hz] ∆/2π [Hz] Edge ζ/2π [kHz]

4 155± 5 148± 4 2269± 19 −4867± 35 4, 5 −38.4± 0.3

5 172± 6 146± 3 6252± 22 −6153± 28 5, 6 −29.5± 0.3

6 250± 13 183± 4 11087± 19 −4525± 28 6, 7 −32.9± 0.3

7 172± 7 142± 6 1254± 37 −858± 35 7, 8 −31.1± 0.4

8 79± 2 76± 2 2200± 44 36103± 62 8, 16 −45.8± 0.4

16 163± 6 224± 8 2832± 353 −1400± 190 16, 26 −32.9± 0.3

26 157± 5 42± 1 3199± 83 −6127± 107 26, 25 −31.7± 0.3

25 132± 4 99± 3 5041± 27 −1071± 45 25, 24 −29.8± 0.4

24 173± 7 110± 3 3890± 27 −6428± 40 24, 23 −30.6± 0.4

23 221± 13 111± 4 2204± 30 −40798± 52 23, 22 −38.8± 0.4

22 100± 2 93± 2 3126± 30 −6368± 45 22, 15 −142.6± 0.4

15 229± 12 48± 1 7909± 60 6708± 76 15, 4 −34.8± 0.3

TABLE III. Parameters values for the qubits used in the 12Q ring graph state.

Appendix I: Parameters values

The values of the parameters {νi,∆i, T1,i, T2,i, ζi,j} determined in this work for each qubit are shown in the following
tables: Table I, Table II and Table III. In addition to these values, the full data and the code we used for running the
experiments and simulations are given in [68].
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Appendix J: Dynamical decoupling

In this section we will give more details about the DD sequences we used. In order to mitigate the ZZ cross-talk in
addition to the single qubits terms, we used a staggered DD sequences. We will first describe it for simplified case of
two connected qubits with shared edge. A total delay time Tfinal, is sliced to nDD = Tfinal/T repetition of the following
DD sequence: X gates are applied on the first qubit at T/2 and T , and X gates is applied on the second qubit at
T/4 and 3T/4 as shown in Fig. 17. That way, the phase accumulation from the ZZ cross-talk is distributed equally
to positive and negative. That is as opposed to common DD, where all the echoes applied simultaneously, and the
sign of the ZZ cross-talk stays the same. This idea can be straight forward generalized to any group of qubits with
topology of two-coloring graph, which is the case for our ring topology. For two-coloring graph, the gates are applied
on the first (second) group as on the first (second) qubit.

In our experiments we compare the idle dynamic to the dynamics of DD version, we choose to measure the
state in several different times according to the number of DD repetitions nDD = 0, 1, ..., 9 with constant time
slice T = 5.757µs. That means that for given nDD, we applied X gates on the first group of qubits (physical
qubits: 5,7,16,25,23,15) at T/2, T, 3T/2, ..., nDD · T and on the second group (physical qubits: 4,6,8,26,24,22) at
T/4, 3T/4, 5T/4, ..., (4nDD − 1)T/4.

𝑄!/first group 𝑋 𝑋

𝑋 𝑋

𝑇/4 𝑇/2 3𝑇/4 𝑇

𝑄"/second group

𝑛##

FIG. 17. Staggered dynamical decoupling sequence. A total delay time Tfinal, is sliced to nDD = Tfinal/T repetition of the
following DD sequence: X gates are applied on the first qubit (or first group of qubits) at T/2 and T , and X gates is applied
on the second qubit (or the second group of qubits) at T/4 and 3T/4.
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[62] E. Bäumer, V. Tripathi, D. S. Wang, P. Rall, E. H. Chen, S. Majumder, A. Seif, and Z. K. Minev, arXiv preprint

arXiv:2308.13065 (2023).
[63] T. Graham, Y. Song, J. Scott, C. Poole, L. Phuttitarn, K. Jooya, P. Eichler, X. Jiang, A. Marra, B. Grinkemeyer, et al.,

Nature 604, 457 (2022).
[64] H.-X. Yang, J.-Y. Ma, Y.-K. Wu, Y. Wang, M.-M. Cao, W.-X. Guo, Y.-Y. Huang, L. Feng, Z.-C. Zhou, and L.-M. Duan,

Nature Physics 18, 1058 (2022).
[65] T. Monz, P. Schindler, J. T. Barreiro, M. Chwalla, D. Nigg, W. A. Coish, M. Harlander, W. Hänsel, M. Hennrich, and

R. Blatt, Physical Review Letters 106, 130506 (2011).
[66] C. Monroe, W. C. Campbell, L.-M. Duan, Z.-X. Gong, A. V. Gorshkov, P. W. Hess, R. Islam, K. Kim, N. M. Linke,

G. Pagano, et al., Reviews of Modern Physics 93, 025001 (2021).
[67] A. Cross, G. Smith, J. A. Smolin, and B. Zeng, in 2008 IEEE International Symposium on Information Theory (IEEE,

2008) pp. 364–368.
[68] “github.com/haggaila/graph-state-dynamics,”.

http://dx.doi.org/ 10.1103/PRXQuantum.4.020356
https://github.com/haggaila/graph-state-dynamics

	Dissipative Dynamics of Graph-State Stabilizers with Superconducting Qubits
	Abstract
	Acknowledgements
	Charge-parity model and Ramsey experiment of superconducting qubit
	Charge-parity stability
	Gaussian decay
	Hamiltonian dynamics of two idle superconducting qubits
	Preparation of the ring graph state
	Stabilizer dynamics of a twelve-qubit ring graph state
	Numerical master equation solution
	Effect of qubit heating
	Parameters values
	Dynamical decoupling
	References


