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Publications in recent years describe a strong use of wearable systems (especially smartphones) in the �eld of Human Activity

Recognition (HAR). The smartphone can be considered both as a set of sensors and as an interface for the user. The European Horizon

2020 e-VITA project aims to promote active and healthy aging in senior populations. To this end, and thanks to Information and

Communication Technologies (ICT), the current work is focused on the development of a virtual assistant to help the user in his daily

tasks. One of the ICT used in this project is the smartphone. Indeed, the sensors of the smartphone make it possible to measure and

reconstitute a part of the user’s context, thanks to the communication with a remote server. Moreover, this server is able to o�er

di�erent services (including the fusion of di�erent modalities) in order to reconstitute the context. The fusion of multimodal data

implies in its turn di�erent machine learning modules. Finally, in order to e�ciently restore the context to the user and to dialogue

with him, a chatbot module under the chatGPT model developed by openAI is integrated. The communication with the user will then

be established in a textual or vocal way.

CCS Concepts: •Computer systems organization→Real-time system architecture;Client-server architectures; •Computing

methodologies → Neural networks; Classi�cation and regression trees; • Human-centered computing → Smartphones; • Applied

computing → Health care information systems.
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1 INTRODUCTION

The current context of IoT development [5] (Internet of Things) makes the centralization and enrichment of these data

sources crucial in many �elds, especially in e-Health. This trend is also con�rmed when it comes to using smartphones

as a sensor, more precisely as a set of sensors [5]. Indeed, smartphones are equipped with multiple onboard sensors

(GPS, 3D accelerometers, magnetometers, gyroscopes, microphones, etc.): it is a fully programmable and communicating

tool. In addition, its use has been greatly democratized, which facilitates the deployment of solutions based on this
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system. The work of V.P Cornet and R.J Holden [5] also informs that studies on the use of smartphones are conducted

in samples of diverse populations (age), with identi�ed conditions (neurodegenerative pathologies or stress). Thus, the

diversity of use cases and native smartphone functionality make this device an excellent IoT sensor for e-Health.

In the context of the Horizon 2020 program, the European and Japanese e-VITA project aims to promote active

and healthy aging among senior populations. This intercultural and multidisciplinary consortium is developing a

virtual assistant (or coach) to help a user in his activities of daily living (ADL). Physically integrated into the person’s

environment, the virtual coach bene�ts from a network of IoT sensors, allowing the contextualization of the user’s

activities. To achieve this, the latter will have the choice of equipping himself and his home with multiple sensors, such

as infrared presence detectors (DeltaDore or EnOcean), door opening detectors (DeltaDore or EnOcean), a companion

robot (Nao), a hologram (Gatebox), connected thermometers (NetAtmo), etc. In addition, to ensure that the assistant is

always available, the user’s smartphone can be added to the list of IoT sensors presented above. This set of sensors will

later be referred to as the e-VITA project’s IoT ecosystem.

The initiative in this paper is part of the e-VITA project ecosystem. At this stage of the experiment, only the

smartphone is used as an IoT sensor. The contextualization of the user’s activity is based on a quanti�cation of the

context (thanks to the IoT ecosystem) which will then be quali�ed (introduction of the semantic aspect). This approach

is part of the data fusion research �eld, which can be de�ned as follows: Data fusion constitutes a formal framework

in which are expressed the means and techniques allowing the alliance of data coming from various sources. It aims at

obtaining higher quality information; the exact de�nition of higher quality will depend on the application." [16]

Numerical in nature, the formal framework can be either architectural or algorithmic, as conceptualized in the article

[11]. The main di�erence between these two approaches lies in the layer of information centralization imposed by the

architectural approach, as well as by an Edge- or Cloud-Computing type of deployment. The architectural approach

allows, among other things, an asynchronous management of �ows and thus, the articulation of a set of algorithmic

approaches coordinated by the centralization layer. The application here is a voice assistant with knowledge about the

user’s context. The semantic representation of the user’s life context is the valued information resulting from the data

fusion.

Recent work on Transformers [15], especially for automatic text generation and conversational agents [3], are good

candidates for life context generation. In order to obtain a higher quality living context, the architectural approach

assumes that there are sub-information that can augment it. Thus, the study of the di�erent information �ows of

the smartphone leads to the determination of these sub-contexts. The hypothesis is then that a larger number of

sub-contexts, or with a higher valuation, results in a higher quality living context. The client-server mechanism, with a

dedicated application on the smartphone (called MyADL) and a dedicated computing architecture called Data Fusion

Platform (DFP), is the approach that has been chosen.

2 PROTOTYPING

2.1 Resources and Compatibility

The mechanism presented in the next sections works with a smartphone and a server. For the smartphone, it is aGoogle

- Pixel 6 Pro. For the server, it is a Dell - Precision 7920 Tower, Intel Xeon Gold 6230R x2 4GHz, 64 GB RAM and

NVIDIA Quadro RTX 8000. Note that the server sizing may di�er from the one used here, depending on the number

of users and the complexity of the analysis processing implemented. For Linux systems, with a relative complexity

(maximum three services requiring more than 2 GB per use is a correct indicator) and about ten users, 16 GB of RAM, 8
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cores ∼3GHz are su�cient. Finally, although the smartphone chosen for the experiment is under Android, it is possible

to use the application with a smartphone under iOS. Indeed, the development of the latter was carried out with the

framework Flutter which ensures compatibility between the various platforms.

2.2 Smartphone

The dedicated application transmits information to the DFP continuously and allows the user to interact with the

assistant.

The transmission concerns the inertial signals (accelerometer, magnetometer, gyroscope), the number of steps and

the GPS coordinates. These data allow, through calculation and aggregation mechanisms, to determine the user’s life

context. Moreover, the transmission of these modalities is done in real time. Real time is de�ned as the processing

of a quantity in a time shorter than its evolution. The �rst prototyped sub-context is then interested in the physical

activity and the gait of the user thanks to the inertial signals [12]. The study of this real-time context imposes some

speci�cations on the DFP (see section 2.3). Note that to ensure the dialogue, the transmission must be bidirectional.

The dialogue between the assistant and the user is either textual or vocal. In order to be easily usable, the functionalities

Speech To Text (STT) and Text To Speech (TTS) have been added. Several SDK oriented solutions or libraries can be used

for the STT part, Takenote [4], Flutter STT [6] or even the native STT of smartphones. This observation is also valid for

the TTS part. The chosen solution is to use the native STT of the smartphone combined with the library Flutter TTS [7]

to ensure the dialogue with the user. The di�erent visuals are illustrated in Figure 7.

2.3 Data Fusion Platform

Communication Protocol. The �rst step consists of determining a communication method allowing following the

evolution of the modalities that can reach an update frequency of the order of ten Hertz. Indeed, it is necessary to

obtain a real-time analysis of the process. Three client-server communication protocols can be used: HTTP/1.1, HTTP/2

and WebSocket. During the experimental phase, communication via HTTP/1.1 was quickly discarded, partly because of

high resource consumption on the system, and partly because of the one-way nature of the communication. Although

the performance of HTTP/2 seemed interesting, especially with the gRPC framework, communication via WebSockets

was chosen as a �rst approach in order to facilitate development. Note that both WebSockets and HTTP/2 support

bidirectional communication. The latter can allow the system to easily notify the user to make the interaction dynamic.

Collecting, Enhancing and Historizing. The second step consists in collecting, valuing and making a history of the

di�erent modalities in order to prepare the context creation. The di�erent modalities of the smartphone (inertial signals,

GPS and number of steps) are transmitted via WebSocket communication. The GPS coordinates and the number of

steps are sent to the context broker Fiware Orion [8] (equivalent of the centralization layer in the algorithmic approach).

To track the evolution of the inertial signals and evaluate the user’s gait, the data is transmitted to the Apache Kafka

message broker [17] for consumption by the service related to the gait determination of the DFP. To respect centralization,

this machine learning service passes the user’s gait to Orion, after computation. The current entities present on Orion

see their states stored in a history thanks to the integration of Fiware Cygnus.

Aggregation and Semantic. The third step consists of aggregating the di�erent modalities obtained and then trans-

forming them into a so-called semantic form. The aggregation is based on a variable temporal period, which can be

adjusted to �t the user. The mechanism is based, in part, on Fiware STH-Comet allowing querying the time series,

the data in the form of history, created by Fiware Cygnus. Thus, the DFP works largely under the Fiware standard;
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{

"id": "urn:ngsi -v2:ContextAggregation:0000-0000-0000",

"type": "ContextAggregation",

"username": {"type": "Str", "value": "Albert"},

"age": {"type": "Int", "value": 70},

"delta_hours": {type: "Int", "value": 24},

"avg_steps_count": {"type": "Int", "value": 2000},

"avg_gait": {"type": "Dict", "value": {"sit": 0.3, "lay": 0.65, "walk": 0.05}},

"move_outside_home": {"type": "Int", "value": 3},

"avg_time_ouside_home": {"type": "Float", "value": 0.3}

}

Fig. 1. Example of an Aggregation Entity

{

"id": "urn:ngsi -v2:ContextAggregationSemantic:0000-0000-0000",

"type": "ContextAggregationSemantic",

"description": {"type": "Str", "value": "The following is a description of living habits. You are a

fair and honest wellness coach and you have to write a report about the following facts. The

person is named Albert and he is 70 years old. Since last 24 hours he has spent 72 minutes

being physically active. Since last 24 hours his most common position has been to lay for 15.6

hours. Since the last 24 hours he has made 6000 steps. Since last 24 hours he has left his

habitation for 30% of his time. Since last 24 hours he has left and returned to his habitation

3 times."}

}

Fig. 2. Example of a Semantic Entity

in fact, the communication between the services of the DFP and the access to the data are standardized according

to the NGSI-v2 norm. The Figure 1 proposes a representation of the aggregation entity. The semantic form, on the

other hand, is the result of the creation of a procedural text from the various �elds available in the aggregated entity, a

representation of the semantic form entity is proposed in Figure 2.

Generate the User’s Context. The fourth and last step consists of enhancing the previous entity (Figure 2). The treatment

process of this entity is carried out by transformers, in particular the Generative Pre-trained Transformers (GPT).

Currently, it is the GPT-3 model of openAI [2]. To accelerate the development phase, the DFP integrates a query module

to the ChatGPT API of openAI. Nevertheless, this solution is part of the use of a cloud computing solution, which is not

desirable with regard to RGPD considerations (see [9]). The new entity is then a characteristic of the user’s life context

on the aggregation period chosen beforehand. This feature will be used in the chatbot (produced by the GPT-3 model) to

provide the most relevant support to the user. Finally, it is the last step of the multimodal data fusion, allowing moving

from a quantitative approach (data from sensors and sensor data fusion) to a qualitative approach on the user’s life

context.

The study of these di�erent needs led to the determination of the structure of the DFP architecture, described in 4.

The various components are arranged according to the Fiware, Data and Collection layers. The Fiware layer brings

together all the services from the Fiware ecosystem, with the exception of the Wilma PEPs, which can be present in all

the layers. The Collection layer encompasses the various services involved in data acquisition and communication with

the platform. Finally, the Data layer brings together services used to enhance the value of the information.
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{

"id": "urn:ngsi -v2:ContextAwareness:0000-0000-0000",

"type": "ContextAwareness",

"characteristic": "Albert, a 70-year -old man, has been living a fairly sedentary lifestyle in the

last 24 hours. He has spent 72 minutes being physically active, 15.6 hours laying down, and

only 5% of his time outside of his habitation. He has taken 2000 steps and left and returned to

his habitation 3 times. As his wellness coach, it is important to note that Albert 's current

lifestyle is not conducive to good health. He needs to increase his physical activity and

reduce the amount of time he spends laying down. Additionally, he should aim to spend more time

outside of his habitation, as this can help to improve his overall wellbeing. \n\nIt is

recommended that Albert increase his physical"

}

Fig. 3. Example of an Informed Context Entity

3 RESULTS AND ANALYSIS

3.1 Gait Analysis

All model learning performed in this section uses the KU-HAR database [14]. The latter has been reworked to match

the desired usage and is then limited to 5 labels considered su�cient (lying, running, sitting, standing, walking) for

real-time gait determination. The deep learning models (Multi Layer Perceptron - MLP) have been developed with

Keras & Tensor�ow and the random forests (RF) have been developed with the NVIDIA Rapids project libraries. Thus,

regardless of the model chosen, it is possible to have a code execution on GPU.

The results are presented in Figure 5. Note that the number of users is computed from the general computation

frequency (564= =
437269

execution time ,437269 is the number of test features), the sending frequency (5B4=38=6 = 10 Hz), the

time allocated to determine the activity in the streaming processing mechanism (C20;2 = 0.05 s) and the number of data

per batch (30C010C2ℎ = 5B4=38=6 ·10C2ℎC8<4 , with 10C2ℎC8<4 = 0.3 s). Thus, the number of users is given by: = =

564= ·C20;2
30C010C2ℎ

In terms of execution time, RF o�ers an e�cient way to determine the user’s gait in a continuous way, even for a large

number of users. Nevertheless, it is clear that the MLP approach seems to be more e�cient in terms of performance, but

for 3 performance points more the execution time is multiplied by 10. Finally, the increase in the number of estimators

only slightly increases the accuracy at the expense of an execution time that keeps increasing. In sum, the most relevant

model for real-time gait analysis is the RF approach with 100 estimators.

Nevertheless, the model is only the valuation step in the process of analyzing the approach. As speci�ed in section

2.3 the information must be collected, valorized and put in the form of history. The collection is done by sending

information from the smartphone via the WebSocket channel to the collection service of the FDP. This service accepts a

�nite number of connections, depending on the load of the established connections. With regard to the di�erent data

transmitted, only the inertial signals can be considered. Thus, for a 2-second recording of inertial signals (accelerometer,

gyroscope), with a sampling frequency of 100 Hz, transmitted at a frequency of 10 Hz, the occupancy rate of the

WebSocket service is of the order of 10%, i.e. 10 users per service. In terms of exchanged packet size, it is about 200 kB

which are exchanged every 0.1 s. The latency of the system would deserve a precise study, but 1 second is an upper

limit, which seems correct to us. The frequency of the user’s gait signal is in the order of ten hertz.

3.2 Determination of the Contexts

The determination of contexts is the result of a three-step process. First, the aggregation of the various data of interest

during a de�ned period of time must be performed. The data of interest is de�ned as the data that adds value to the

context determination. It is the tracking of the gait, the number of steps, its movements, represented in Figure 1, to
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Fig. 4. DFP architecture

Model Accuracy Execution Time Users

RF-100 91.1 1.734 s ≥ 8000

RF-300 91.3 2.612 s ≥ 5000

RF-600 91.4 4.772 s ≥ 2000

MLP-50 94.2 18.413 s ≥ 800

Fig. 5. Machine Learning Performances
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{

"id": "urn:ngsi -v2:ContextAwareness:0000-0000-0001",

"type": "ContextAwareness",

"characteristic": "Albert, a 70-year -old man, has been living a healthy lifestyle over the past 24

hours. He has taken 2000 steps and has left his habitation for 5% of his time. He has left and

returned to his habitation 3 times in the last 24 hours. Overall, Albert is making good

progress towards a healthier lifestyle. He is taking an adequate amount of steps and is getting

out of his habitation regularly. However, he could benefit from increasing the amount of time

he spends outside of his habitation. This would help him to get more exercise and fresh air,

which can help to improve his overall health and wellbeing ."

}

Fig. 6. Example of an Informed Context Entity

which is added information such as the �rst name and the age. Then by listing the various attributes, the semantic form

of this entity is generated, represented in Figure 2. Finally, this text is transmitted to the API of the chatGPT in order to

obtain a representation of the user’s life context, represented in Figure 3.

In order to validate the starting hypothesis, the method consists of comparing the contexts from di�erent semantic

forms. The two semantic forms compared are the one in Figure 2 and the same one with the gait information removed.

In the �rst case (Figure 3), the user had a rather unfavorable life context for his health while in the second case (Figure

6), the latter seems rather favorable. Indeed, the information related to gait shows that the user is most often lying

down and does not allocate much time to active gait (walking, running, etc.). Thus, the context of the user’s life is closer

to reality thanks to the use of sub-contexts such as the gait context. Finally, this characterization is integrated in the

service related to the dialogue so that the chatbot is informed by this information.

3.3 Vocal Assistant - MyADL

The vocal assistant is a feature of the MyADL application. This application works in conjunction with the DFP. The latter

takes advantage of the ambivalent character of the smartphone, sensor / human-machine interface (HMI). Indeed, as

described previously, the objective is �rst to transmit information. However, the creation of an HMI allows an incentive

to use the complete system and thus a more present accompaniment of the assistant. Thus, MyADL is composed (see

Figure 7) of a homepage summarizing the important information, a dashboard to ensure transparency between the

collected and transmitted data, and the chatbot module for the assistant. Although the quality of the voice synthesis of

the TTS module is often monotonous, the verbal or textual conversation with the chatbot is functional.

4 CONCLUSION

In conclusion, the architectural approach of data fusion having as data source a smartphone hosting multiple actimetric

sensors is a way to identify the user’s living context. Data enrichment, through gait analysis, shows that the study

of sub-contexts is a functional method to improve the quality of the generation of this life context. Inspired by the

lambda architecture paradigm [1], the DFP is able to track the user in his activities in real time and aggregate the results

over time periods. Finally, the STT and TTS support of MyADL allows a dialogue with the assistant and o�ers a set of

functionalities to the user. Thus, thanks to the smartphone, it is possible to follow the activity with the perspective of

determining the context of the user while being a voice assistant dedicated to the person.

For the context study or for the chatbot, it is the chatGPT API. The use of integrated transformers DFP could allow a

better management of RGPD issues. Moreover, �ne-tuning [10](�ne-tuning of models in order to specialize) on models

like GPT-2 [13] could result in the generation of better life contexts and an edge computing oriented platform. Still in

7



PETRA ’23, July 5–7, 2023, Corfu, Greece Szczepaniak, et al.

Home page Chatbot

Dashboard

Fig. 7. MyADL Views
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this improvement perspective and considering the IoT ecosystem of the e-VITA project, many sensors such as those

embedded in the home can be new sources giving rise to new sub-contexts to study.
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