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#### Abstract

We show an isomorphism between the kernel of the $C^{*}$ algebra of the tangent groupoid of a filtered manifold and the crossed product of the order 0 pseudodifferential operators in the associated filtered calculus by a natural $\mathbb{R}$-action. This isomorphism is constructed in the same way as in the classical pseudodifferential calculus by Debord and Skandalis. The proof however relies on a structure result for the $C^{*}$-algebra of graded nilpotent Lie groups which did not appear in the commutative case.


## Introduction

This paper deals with an alternate viewpoint of calculus on filtered manifolds. Filtered manifolds are manifolds equipped with a filtration of their tangent bundle by subbundles with a compatibility with the Lie bracket of vector fields. These manifolds have an alternate pseudodifferential calculus which allows the construction of parametrices for hypoelliptic but not elliptic differential operators. Classical examples gather contact [17, 3], CR [20] and Heisenberg manifolds [4] but also foliated manifolds [23, 9] and more recently, manifolds with parabolic geometries were also considered [13]. These new advances are all thanks to a new approach on the pseudodifferential calculus using groupoid methods [37, 1] (there is another approach relying on harmonic analysis techniques in [19]). We adapt a construction of Debord and Skandalis [15] to the filtered case. They showed for the classical calculus an isomorphism between the $C^{*}$-algebra of pseudodifferential operators (of order 0 ) on a manifold $M$ and an algebra constructed from the tangent groupoid and its zoom action. Indeed if $\mathbb{T} M$ is the tangent groupoid of $M$ we can restrict it to $\mathbb{T}^{+} M \rightrightarrows M \times \mathbb{R}_{+}$. It then sits in the exact sequence:

$$
0 \longrightarrow \mathscr{C}_{0}\left(\mathbb{R}_{+}^{*}, \mathcal{K}\right) \longrightarrow C^{*}\left(\mathbb{T}^{+} M\right) \longrightarrow \mathscr{C}_{0}\left(T^{*} M\right) \longrightarrow 0
$$

Now the zoom action $\left(\alpha_{\lambda}\right)_{\lambda>0}$ is defined on $\mathbb{T}^{+} M$ via:

$$
\begin{aligned}
\alpha_{\lambda}(x, y, t) & =\left(x, y, \lambda^{-1} t\right) & (x, y, t) \in M \times M \times \mathbb{R}_{+}^{*} \\
\alpha_{\lambda}(x, \xi, 0) & =(x, \lambda \xi, 0) & (x, \xi) \in T M .
\end{aligned}
$$

If we remove the zero section from the fiber at zero we get the exact sequence

$$
0 \longrightarrow \mathscr{C}_{0}\left(\mathbb{R}_{+}^{*}, \mathcal{K}\right) \longrightarrow C_{0}^{*}\left(\mathbb{T}^{+} M\right) \longrightarrow \mathscr{C}_{0}\left(T^{*} M \backslash\{0\}\right) \longrightarrow 0 .
$$

Now the zoom action becomes free and proper. Taking the cross product yields the exact sequence:

$$
0 \longrightarrow \mathcal{K} \otimes \mathcal{K} \longrightarrow C_{0}^{*}\left(\mathbb{T}^{+} M\right) \rtimes_{\alpha} \mathbb{R}_{+}^{*} \longrightarrow \mathscr{C}\left(\mathbb{S}^{*} M\right) \otimes \mathcal{K} \longrightarrow 0
$$

Debord and Skandalis related this sequence to the one of pseudodifferential operators:

$$
0 \longrightarrow \mathcal{K} \longrightarrow \Psi^{*}(M) \longrightarrow \mathscr{C}\left(\mathbb{S}^{*} M\right) \longrightarrow 0
$$

where $\Psi^{*}(M)$ is the closure of order 0 operators in the algebra of bounded operators on $L^{2}(M)$ and the arrow on the right is the principal symbol map. As an important step, they showed that any pseudodifferential operator of order $m$ could be written as an integral of the form:

$$
\int_{0}^{+\infty} t^{-m} f_{t} \frac{\mathrm{~d} t}{t}
$$

where $\left(f_{t}\right)_{t \geq 0}$ is a function in a suitable ideal of the Schwartz algebra of the tangent groupoid. In the context of filtered manifold one could perform the same type of construction. We thus define the appropriate Schwartz algebra on the tangent groupoid and show that pseudodifferential operators can be written with an integral à la DebordSkandalis. This time however, the identification at the level of symbols is not trivial at all. To do this we use Kirillov's theory and Pedersen's stratification of the coadjoint orbits to decompose the algebra $\Sigma(G)$ of principal symbols of order 0 on a graded Lie group $G$ into a finite sequence of nested ideals:

$$
0=\Sigma_{0}(G) \triangleleft \Sigma_{1}(G) \triangleleft \cdots \triangleleft \Sigma_{r}(G)=\Sigma(G),
$$

such that for all $i \geq 0$ we have $\Sigma_{i}(G) / \Sigma_{i-1}(G) \cong \mathscr{C}\left(\Lambda_{i} / \mathbb{R}_{+}^{*}, \mathcal{K}_{i}\right)$. Here $\Lambda_{i}$ is a certain subset of the set of coadjoint orbits $\mathfrak{g}^{*} / G$ so that $\Lambda_{i} / \mathbb{R}_{+}^{*}$ is compact Haussdorff and $\mathcal{K}_{i}$ is an algebra of compact operators. This decomposition generalizes the decomposition of symbols of Epstein and Melrose in the contact case (i.e. for the Heisenberg group) [17]. Combining this with the construction on the tangent groupoid gives an isomorphism:

$$
\Psi_{H}^{*}(M) \rtimes \mathbb{R} \cong C_{0}^{*}\left(\mathbb{T}_{H}^{+} M\right) .
$$

Here $\mathbb{T}_{H}^{+} M$ is the restriction over $M \times \mathbb{R}_{+}$of the tangent groupoid of the filtered manifold $(M, H)$ and the $\mathbb{R}$ action on the $C^{*}$-algebra of order 0 pseudodifferential operators in the filtered calculus is constructed so that the isomorphism is $\mathbb{R}_{+}^{*}$-equivariant (for the dual action on the left and the zoom action on the right). As a corollary of our construction, we derive a KK-equivalence between the algebras of pseudodifferential operators of order 0 for the classical and filtered calculus, extending the one for the symbols obtained in [29] from ideas of [3]. This equivalence shows that one cannot hope to obtain new K-theoretic invariants from the filtered calculus (other than the ones that were previously obtainable with the classical calculus).

## 1 The isomorphism for symbols

If a groupoid $G$ is a continuous family of groups, we write $C_{0}^{*}(G)=\bigcap_{x \in G^{(0)}} \operatorname{ker}\left(1_{x}\right) \subset$ $C^{*}(G)$, where $1_{x}$ is the trivial representation of the group fiber $G_{x}, x \in G^{(0)}$. We also
consider deformation groupoids $\mathbb{G} \rightrightarrows M \times \mathbb{R}$ (i.e. continuous families of groupoids over $M$ parameterized by $\mathbb{R}$ ) e.g. the tangent groupoid of a manifold. If $\mathbb{G}_{0}$ is as before, we denote by $C_{0}^{*}(\mathbb{G})$ the pre-image of $C_{0}^{*}\left(\mathbb{G}_{0}\right)$ under the canonical map $C^{*}(\mathbb{G}) \rightarrow C^{*}\left(\mathbb{G}_{0}\right)$. All the groupoids considered in this article will be amenable. Therefore we will not distinguish the reduced or maximal groupoid $C^{*}$-algebras.

### 1.1 Representation theory of graded nilpotent Lie groups

Let $G$ be a graded nilpotent Lie group. This means that $G$ is a simply connected Lie group and that its lie algebra $\mathfrak{g}$ admits a decomposition $\mathfrak{g}=\bigoplus_{j=1}^{r} \mathfrak{g}_{j}$ compatible with the Lie bracket in the following sense: $\forall j, k,\left[\mathfrak{g}_{j}, \mathfrak{g}_{k}\right] \subset \mathfrak{g}_{j+k}$ (we make the convention that $\mathfrak{g}_{\ell}=\{0\}$ whenever $\ell>r$ ). Given such a group, one can define a family of inhomogeneous dilations $\delta_{\lambda} \in \operatorname{Aut}(G)$ for $\lambda \in \mathbb{R}_{+}^{*}$. At the level of the Lie algebra $\mathfrak{g}$ they are linear maps given by:

$$
\forall \lambda>0, \forall 1 \leq k \leq r, \forall X \in \mathfrak{g}_{k}, \mathrm{~d} \delta_{\lambda}(X)=\lambda^{k} X
$$

The application $\mathrm{d} \delta_{\lambda}$ is well defined and is a Lie algebra automorphim and hence lifts to a Lie group automorphism of $G$ denoted $\delta_{\lambda}$.

Example 1.1. Let $G=\mathbb{R}^{n}$ with the trivial decomposition, we get the usual dilations $\mathrm{d} \delta_{\lambda}(X)=\lambda X$ for every $X \in \mathbb{R}^{n}$.

Example 1.2. Let $G=H_{2 n+1}$ be the Heisenberg group of dimension $2 n+1$. Its Lie algebra is generated by elements $X_{1}, \cdots, X_{n}, Y_{1}, \cdots, Y_{n}, Z$ with the commutation relations $\left[X_{j}, Y_{k}\right]=\delta_{j, k} Z$ and the other being trivial. The decomposition of its Lie algebra $\mathfrak{g}$ is given by $\mathfrak{g}_{1}=\left\langle X_{1}, \cdots, X_{n}, Y_{1}, \cdots, Y_{n}\right\rangle$ and $\mathfrak{g}_{2}=\langle Z\rangle$. The dilation is thus given by $\mathrm{d} \delta_{\lambda}\left(X_{k}\right)=\lambda X_{k}, \mathrm{~d} \delta_{\lambda}\left(Y_{k}\right)=\lambda Y_{k}, \mathrm{~d} \delta_{\lambda}(Z)=\lambda^{2} Z$.

The action of $\mathbb{R}_{+}^{*}$ on $G$ gives by duality an action on $\hat{G}$. This action, still denoted by $\delta_{\lambda}$, stabilizes the trivial representation 1 . The restricted action on $\hat{G} \backslash\{1\}$ is free and proper. We wish to understand the structure of $C_{0}^{*}(G) \rtimes \mathbb{R}_{+}^{*}$. One could hope to write $C_{0}^{*}(G)$ as some crossed product over $\mathbb{R}, A \rtimes \mathbb{R}$, for a $\mathbb{R}-C^{*}$-algebra $A$ so that $\delta_{\lambda}$ would become the dual action.

In the commutative case $C_{0}^{*}\left(\mathbb{R}^{n}\right)=\mathscr{C}_{0}\left(\mathbb{R}^{n} \backslash\{0\}\right)$. We thus have $C_{0}^{*}\left(\mathbb{R}^{n}\right) \rtimes \mathbb{R}_{+}^{*}=$ $\mathscr{C}\left(\mathbb{R}^{n} \backslash\{0\} / \mathbb{R}_{+}^{*}\right) \otimes \mathcal{K}\left(L^{2}(\mathbb{R})\right)=\mathscr{C}\left(\mathbb{S}^{n-1}\right) \otimes \mathcal{K}\left(L^{2}(\mathbb{R})\right)$. In [15], Debord and Skandalis showed that this algebra naturally appears as the algebra of principal symbols of pseudodifferential operators (of order 0 ). We wish to do the same here in the general setting of graded nilpotent groups.

To better understand the structure of $C_{0}^{*}(G)$ we study the representation theory of $G$ through Kirillov's theory [24] and the stratification of its unitary dual $\hat{G}$ constructed by Pukánszky [33].

Kirillov's orbit method gives a homeomorphim between $\hat{G}$ equipped with the hullkernel topology and the set of coadjoint orbits $\mathfrak{g}^{*} / \operatorname{Ad}^{*}(G)$ equipped with the quotient of the euclidean topology. This homeomorphism is $\mathbb{R}_{+}^{*}$-equivariant for the natural actions obtained by composition with $\delta_{\lambda}$ on the representations and by the transpose of $\mathrm{d} \delta_{\lambda}$ on $\mathfrak{g}^{*}$. Consider $\left(X_{1}, \cdots, X_{n}\right)$, a basis of $\mathfrak{g}$ consisting of eigenvectors for the dilations, i.e. $\mathrm{d} \delta_{\lambda}\left(X_{i}\right)=\lambda^{q_{i}} X_{i}$. Here $q_{i}$ is the integer such that $X_{i} \in \mathfrak{g}_{q_{i}}$. If the $q_{i}$ are in ascending order
then $\left(X_{1}, \cdots, X_{n}\right)$ is a Jordan-Hölder basis. Following Pukánszky [33] and Pedersen [32] (see also [11]), we obtain a decomposition of $\mathfrak{g}^{*} \backslash\{0\}$ with the following properties:

Theorem 1.3 (Pukánszky, Pedersen). There exist an integer $d$ and algebraic sets $\Omega_{i} \subset$ $\mathfrak{g}^{*} \backslash\{0\}, 1 \leq i \leq d$ that are $G$-invariant and $\mathbb{R}_{+}^{*}$-invariant such that:

- the sets $W_{i}=\bigcup_{1 \leq j \leq i} \Omega_{j}$ are Zariski open, invariant for the actions of $G$ and $\mathbb{R}_{+}^{*}$ and $W_{d}=\mathfrak{g}^{*} \backslash\{0\}$.
- for each $i$ there exist complementary vector subspaces of $\mathfrak{g}^{*} V_{i}^{S}$ and $V_{i}^{T}$ such that each $G$-orbit in $\Omega_{i}$ meets $V_{i}^{T}$ in exactly one point. The sets $\Sigma_{i}=\Omega_{i} \cap V_{i}^{T}$ are $\mathbb{R}_{+}^{*}$-invariant algebraic subsets and define $\mathbb{R}_{+}^{*}$-cross-sections for the $G$-orbits in $\Omega_{i}$.
- there is a birational nonsingular bijection $\psi_{i}: \Sigma_{i} \times V_{i}^{S} \rightarrow \Omega_{i}$ such that if $p_{i}^{T}$ denotes the natural projection onto $V_{i}^{T}$ then for each $v \in \Sigma_{i}$ the map $p_{i}^{T} \circ \psi_{i}(v, \cdot): V_{i}^{S} \rightarrow V_{i}^{T}$ is a polynomial whose graph is the orbit $G \cdot v$. The composition $\operatorname{pr}_{1} \circ \psi_{i}^{-1}: \Omega_{i} \rightarrow \Lambda_{i}$ is $G$-invariant and its quotient through $G$ is the aforementioned cross-section.

Proof. The proof can be found in [33] for an arbitrary nilpotent Lie group. In our context however, our choice of basis makes all the elements in the construction stable under the $\mathbb{R}_{+}^{*}$-action. For instance, the jump indices of an element in $\mathfrak{g}^{*}$ are the same as the other elements of its orbit through the $\mathbb{R}_{+}^{*}$-action. Therefore the sets $\Omega_{i}, W_{i}, \Sigma_{i} \ldots$ are stable under the $\mathbb{R}_{+}^{*}$-action and the maps $\psi_{i}$ are equivariant.

Corollary 1.3.1. With the same notations, for every $1 \leq i \leq d$ the natural map $\Sigma_{i} \rightarrow$ $\Omega_{i} / G$ is a $\mathbb{R}_{+}^{*}$-equivariant homeomorphism. In particular the action $\mathbb{R}_{+}^{*} \curvearrowright \Omega_{i} / G$ is free and proper.

Proof. The map is a cross section of the action, therefore an homeomorphism. Its equivariance was also stated in the previous theorem. The action $\mathbb{R}_{+}^{*} \curvearrowright \Sigma_{i}$ is the restriction of an action on the vector space $V_{i}^{T} \backslash\{0\}$ (remember that 0 corresponds to the trivial representation that we have removed). This action is made of diagonal matrices of dilations by powers of $\lambda>0$. It is therefore free and proper. The equivariant homeomorphism then transfers this result to $\mathbb{R}_{+}^{*} \curvearrowright \Omega_{i} / G$.
Corollary 1.3.2. There exists a filtration $\emptyset=V_{0} \subset V_{1} \subset \cdots \subset V_{d}=\hat{G} \backslash\{0\}$ by open subsets such that the each $\Lambda_{i}=V_{i} \backslash V_{i-1}$ is Haussdorff, $\mathbb{R}_{+}^{*}$-invariant and the action $\mathbb{R}_{+}^{*} \curvearrowright \Lambda_{i}$ is free and proper. In particular the sets $\Lambda_{i} / \mathbb{R}_{+}^{*}$ are Haussdorff.
Proof. Define $V_{i}=W_{i}$, it defines a filtration of $\hat{G} \backslash\{0\}$ through Kirillov's map. Moreover the previous corollary gives a homeomorphism between $\Lambda_{i}$ and $\Sigma_{i}$ which is thus Haussdorff. Since the action $\mathbb{R}_{+}^{*} \curvearrowright \Sigma_{i}$ is free and proper and the homeomorphism $\Sigma_{i} \cong \Lambda_{i}$ is $\mathbb{R}_{+}^{*}$ equivariant then the action $\mathbb{R}_{+}^{*} \curvearrowright \Lambda_{i}$ is also free and proper.

Remark 1.4. In both cases, the last stratum corresponds to the elements in $\mathfrak{g}^{*}$ whose corresponding unirep is one dimensional. All the other unirep are infinite dimensional because of Engel's theorem.

This description of Pedersen's fine stratification, without the details on the construction, does not show the differences with Pukánszky's coarse stratification. Without going into too much details, we will use the following properties of Pedersen's stratification:

Theorem 1.5 (Pedersen [32]; Lipsman, Rosenberg [27]). Let $\Omega_{i} \subset \mathfrak{g}^{*}$ be a stratum of Pedersen's fine stratification. Then there exists an integer $n \in \mathbb{N}$ such that every representation in the corresponding set $\Lambda_{i}=\Omega_{i} G \subset \hat{G}$ can be realized on $L^{2}\left(\mathbb{R}^{n}\right)$ with smooth vectors being the Schwartz functions $\mathcal{S}\left(\mathbb{R}^{n}\right)$ and the elements of $\mathfrak{g}$ are realized as differential operators with polynomial coefficients. These coefficients have a (non-singular) rational dependence when the representation varies in $\Sigma_{i}$ (and its complexification).

Remark 1.6. The integer $n$ correspond to half the dimension of any orbit in $\Omega_{i}$.
Example 1.7. For the Heisenberg group $G=H_{2 n+1}$, we consider the dual coordinates $\left(x_{1}, \cdots, x_{n}, y_{1}, \cdots, y_{n}, z\right)$ on $\mathfrak{g}^{*}$ with respect to the usual basis on $\mathfrak{g}$. The stratification is then given by $\Omega_{1}=\{(x, y, z) / z \neq 0\}$ and $\Omega_{2}=\{(x, y, 0) /(x, y) \neq(0,0)\}$. When taking the quotient by the coadjoint action we get $\Lambda_{1} \cong \mathbb{R}^{*}$ and $\Lambda_{2} \cong \mathbb{R}^{2 n}$. The $\mathbb{R}_{+}^{*}$ action is given by dilations on each components: $\delta_{\lambda \mid \Lambda_{1}}=\lambda^{2}$ and $\delta_{\lambda \mid \Lambda_{2}}=\lambda$.

We end this section with the definition and properties of quasi-norms on graded Lie groups. They will serve two purposes in the following. The first one will be to realize elements of $C^{*}(G)$ as symbols for the filtered calculus. It will also provide a section for the quotient map $\hat{G} \backslash\{0\} \rightarrow \hat{G} \backslash\{0\} / \mathbb{R}_{+}^{*}$. It is the analog of a norm in the commutative case except now we want it to be homogeneous with respect to the inhomogeneous family of dilations.

Definition 1.8. A homogeneous quasi-norm on a Lie group $G$ is a continuous function $|\cdot|: G \mapsto \mathbb{R}_{+}$such that:

- $|g|=0$ if and only if $g$ is the neutral element of $G$
- $|\cdot|$ is homogeneous of degree 1, i.e. $\forall \lambda>0, \forall g \in G,\left|\delta_{\lambda}(g)\right|=\lambda|g|$.

Such a function always exists and any two of them are equivalent. Now given a homogeneous quasi-norm |.| we can induce a similar function on $\mathfrak{g}$ through the exponential map. By duality we obtain a similar function on $\mathfrak{g}^{*}$ for which we keep the same notation. We then obtain a map on $\hat{G}$ through Kirillov homomorphism and setting $\left|\operatorname{Ad}^{*}(G) \cdot \xi\right|:=$ $\inf _{g \in G}\left|\operatorname{Ad}^{*}(g)(\xi)\right|$. The function $|\cdot|: \hat{G} \rightarrow \mathbb{R}_{+}$is still continuous. It is homogeneous of degree 1 with respect to the dilations on $\hat{G}$ and vanishes only at the class of the trivial representation. We then obtain

Lemma 1.9. Let $|\cdot|$ be a homogeneous quasi-norm on $G$. The canonical map

$$
\{\pi \in \hat{G} /|\pi|=1\} \rightarrow \hat{G} \backslash\{0\} / \mathbb{R}_{+}^{*}
$$

is a homeomorphism.

### 1.2 Osculating group bundle of a filtered manifold

Calculus on graded nilpotent Lie groups appears naturally when one studies operators on filtered manifolds. In this section we describe the basic geometric features of such manifolds.

Definition 1.10. A filtered manifold is a manifold $M$ equipped with a filtration of its tangent bundle by subbundles $\{0\}=H^{0} \subset H^{1} \subset \cdots \subset H^{r}=T M$ with the following condition on the Lie brackets:

$$
\forall i, j,\left[\Gamma\left(H^{i}\right), \Gamma\left(H^{j}\right)\right] \subset \Gamma\left(H^{i+j}\right)
$$

with $H^{k}=T M$ for $k \geq r$.
Given a filtered manifold $(M, H)$ we can associate to it a bundle of graded nilpotent Lie groups called the osculating group bundle. It replaces the tangent bundle and captures its filtered structure. We start by defining the associated bundle of Lie algebras. Denote by $\mathfrak{t}_{H} M=H^{1} \oplus H^{2} / H^{1} \oplus \cdots \oplus H^{r} / H^{r-1}$. We endow it with a Lie algebroid structure with trivial anchor and the following bracket: if $X \in \Gamma\left(H^{i}\right), Y \in \Gamma\left(H^{j}\right)$ we have $[X, Y] \in H^{i+j}$ and its class $[X, Y] \bmod \Gamma\left(H^{i+j-1}\right)$ only depends on the class of $X \bmod \Gamma\left(H^{i-1}\right)$ and the class of $Y \bmod \Gamma\left(H^{j-1}\right)$. We thus have defined a Lie bracket

$$
[\cdot, \cdot]: \Gamma\left(\mathfrak{t}_{H} M\right) \wedge \Gamma\left(\mathfrak{t}_{H} M\right) \rightarrow \Gamma\left(\mathfrak{t}_{H} M\right)
$$

This Lie Bracket is $\mathscr{C}^{\infty}(M)$-bilinear, indeed let $f \in \mathscr{C}^{\infty}(M), X \in \Gamma\left(H^{i}\right), Y \in \Gamma\left(H^{j}\right)$, we have

$$
[f X, Y]=f[X, Y]-\mathrm{d} f(Y) X \equiv f[X, Y] \quad \bmod \Gamma\left(H^{i+j-1}\right)
$$

This implies that the algebroid structure on $\mathfrak{t}_{H} M$ is from a bundle of Lie algebras. These algebras are graded by construction.

Definition 1.11. Let $(M, H)$ be a filtered manifold. We denote by $T_{H} M$ the osculating group bundle. It is the bundle of (connected, simply connected) Lie groups integrating $\mathfrak{t}_{H} M$ obtained by the Baker-Campbell-Haussdorff formula.

Example 1.12. For the trivial filtration $H^{1}=T M$ we get $T_{H} M=T M$ as a bundle of abelian groups (locally trivial).

Example 1.13. Let $M$ be a contact manifold with contact structure $H \subset T M$. Then on each fiber $T_{H} M$ has the structure of a Heisenberg group, moreover this bundle is locally trivial (it is trivialized in Darboux coordinates).

Despite the apparent simplicity of these two examples, the general case can be more complicated : the group structure might change abruptly between fibers and even if all the fibers are isomorphic there might be no analog of the Darboux theorem. We can encompass these kind of bundles and graded Lie groups by dealing with arbitrary smooth bundles of graded Lie groups over smooth manifolds (non necessarily locally trivial). Despite the absence of local theory for such bundles, our strategy will be to reduce our study to graded Lie groups. Group bundles are an example of Lie groupoids. Associated to them there is thus a $C^{*}$-algebra. Because the fibers of the bundle are nilpotent Lie groups the bundles are amenable groupoids so we will not make any difference between the maximal and reduce $C^{*}$-algebras. The end of this section is devoted to the description of this kind of algebra in the light of our strategy.

Example 1.14. If $G=G_{0} \times M$ is a trivial Lie group bundle over $M$ then $C^{*}(G)=$ $C^{*}\left(G_{0}\right) \otimes \mathscr{C}_{0}(M)$.

Proposition 1.15. Let $G \rightarrow M$ be a bundle of graded Lie groups. The algebra $C^{*}(G)$ is a continuous field of $C^{*}$-algebras over $M$, the fiber at $x \in M$ is equal to the group $C^{*}$-algebra $C^{*}\left(G_{x}\right)$.

Proof. This is an easy consequence of the fact that $G$ is a smooth (hence continuous) family of group(oid)s over $M$ in the sense of [25].

For a graded Lie group we can use Pedersen's stratification to decompose the $C^{*}$ algebra. Let us denote by $V_{1} \subset \cdots \subset V_{r}=\hat{G}$ Pedersen's stratification of the unitary dual, i.e. $V_{i}=W_{i} / G$ where $W_{i}$ is the $i$-th stratum in Pedersen's stratification of $\mathfrak{g}^{*}$. We identify $V_{i} \backslash V_{i-1}$ with the algebraic set $\Lambda_{i} \subset \mathfrak{g}^{*}$. Corresponding to these open subsets are ideals $J_{i}:=\bigcap_{\pi \in \hat{G} \backslash V_{i}} \operatorname{ker}(\pi)$ of $C^{*}(G)$. We get an increasing sequence of ideals:

$$
\{0\}=J_{0} \triangleleft J_{1} \triangleleft \cdots \triangleleft J_{r}=C^{*}(G)
$$

and by construction $\widehat{J_{i} / J_{i-1}}=\Lambda_{i}$. The subquotients thus have Haussdorff spectrum and therefore are continuous fields of $C^{*}$-algebras over $\Lambda_{i}$ according to [30]. Using the result of Lipsman-Rosenberg stated above we have:

Corollary 1.15.1. For each $1 \leq i \leq r$ we have:

$$
J_{i} / J_{i-1} \cong \mathscr{C}_{0}\left(\Lambda_{i}, \mathcal{K}_{i}\right)
$$

Here $\mathcal{K}_{i}$ denotes the algebra of compact operators on a separable Hilbert space (of dimension 1 for $i=r$ and infinite dimensional otherwise).

### 1.3 Symbols in the filtered calculus

Let $\mathcal{G}$ be a Lie groupoid. Denote by $\Omega^{1 / 2}=\Omega^{1 / 2}(\operatorname{ker}(\mathrm{~d} s)) \otimes \Omega^{1 / 2}(\operatorname{ker}(\mathrm{~d} r))$ the bundle of half densities on $\mathcal{G}$ and $\mathscr{C}_{c}^{\infty}\left(\mathcal{G}, \Omega^{1 / 2}\right)$ denotes the algebra of sections with the convolution product $f * g(\gamma)=\int_{\gamma_{1} \gamma_{2}=\gamma} f\left(\gamma_{1}\right) g\left(\gamma_{2}\right)$. Equivalently, one can also replace half-densities by a choice of a Haar system for $\mathcal{G}$ which would correspond to a trivialization of $\Omega^{1 / 2}$, both yield the same convolution algebra for $\mathcal{G}$.

For distributions: $\mathcal{D}^{\prime}\left(\mathcal{G}, \Omega^{1 / 2}\right)$ (resp. $\mathcal{E}^{\prime}\left(\mathcal{G}, \Omega^{1 / 2}\right)$ ) will denote the topological dual of $\mathscr{C}^{\infty}\left(\mathcal{G}, \Omega^{-1 / 2} \otimes \Omega_{\mathcal{G}}^{1}\right)$ (resp. $\mathscr{C}^{\infty}\left(\mathcal{G}, \Omega^{-1 / 2} \otimes \Omega_{\mathcal{G}}^{1}\right)$ ) where $\Omega_{\mathcal{G}}^{1}$ is the bundle of 1-densities obtained from $T \mathcal{G}$. This choice is made so that $\mathscr{C}^{\infty}\left(\mathcal{G}, \Omega^{1 / 2}\right) \hookrightarrow \mathcal{D}^{\prime}\left(\mathcal{G}, \Omega^{1 / 2}\right)$ (resp. $\left.\mathscr{C}_{c}^{\infty}\left(\mathcal{G}, \Omega^{1 / 2}\right) \hookrightarrow \mathcal{E}^{\prime}\left(\mathcal{G}, \Omega^{1 / 2}\right)\right)$.

Let us recall the definition of symbols in the context of filtered calculus. In the following, $\pi: G \rightarrow M$ denotes a bundle of Carnot Lie groups. The family of inhomogeneous dilations $\left(\delta_{\lambda}\right)_{\lambda>0}$ defines by pullback a family of algebra automorphisms $\left(\delta_{\lambda}^{*}\right)_{\lambda>0}$ of $\mathscr{C}_{c}^{\infty}\left(G, \Omega^{1 / 2}\right)$. Note that this is the pullback of half-densities which takes the jacobian into account. If a choice of Haar system is made, the corresponding action on $\mathscr{C}_{c}^{\infty}(G)$ is given by $\left(\lambda^{n} \delta_{\lambda}^{*}\right)_{\lambda>0}$ (the pullback of functions will not preserve the convolution product). Here $n$ denotes the homogeneous dimension of $G$, i.e. $n=\sum_{i \geq 1} i \operatorname{rk}\left(\mathfrak{g}_{i}\right)$.

Definition 1.16. A symbol of order $m \in \mathbb{C}$ in $G$ is a distribution $u \in \mathcal{D}^{\prime}\left(G, \Omega^{1 / 2}\right)$ satisfying

- $u$ is properly supported, i.e. $\pi: \operatorname{supp}(u) \rightarrow M$ is a proper map
- $u$ is transversal to $\pi$ (in the sense of [2]), i.e. $\pi_{*}(u) \in \mathscr{C}^{\infty}(M)$
- $\forall \lambda \in \mathbb{R}_{+}^{*}, \delta_{\lambda *} u-\lambda^{m} u \in \mathscr{C}_{p}^{\infty}(G)$
$S_{p}^{m}(G)$ denotes the set of these distributions and $S_{p}^{*}(G)=\bigcup_{m \in \mathbb{Z}} S_{p}^{m}(G)$. The subspace of compactly supported symbols will be denoted by $S_{c}^{m}(G)$. We will write $S^{m}(G)$ when the statements apply for both $S_{p}^{m}(G)$ and $S_{c}^{m}(G)$.

The second condition implies that $u$ corresponds to a $C^{\infty}$ family of distributions $u_{x} \in \mathcal{D}^{\prime}\left(G_{x}, \Omega^{1 / 2}\right)$ (see [26] for a more precise statement). The first condition then implies that the support of each $u_{x}$ is a compact subset of the fiber $G_{x}$ for every $x \in M$, i.e. $u_{x} \in \mathcal{E}^{\prime}\left(G_{x}, \Omega^{1 / 2}\right)$. The third condition implies that $u$ is smooth outside of the zero unit section $M \subset G$, it also gives the asymptotic behavior of $u$ near $M$.

The symbols used here are called quasi-homogeneous. They correspond to principal symbols of pseudodifferential operators in the filtered calculus up to $\mathscr{C}_{p}^{\infty}(G)$ functions. For compactly supported symbols, the quasi-homogeneity condition can equivalently be stated $\bmod \mathscr{C}_{c}^{\infty}(G)$.

The push-forward of distributions is obtained by duality from the pullback of halfdensities. To understand what it does on functions seen as distributions first note that $\Omega_{G}^{1} \otimes \Omega^{-1 / 2} \cong\left(r^{*} \otimes s^{*}\right)\left(\Omega_{M}^{1 / 2}\right)$. On elements $f \in \mathscr{C}^{\infty}\left(\mathcal{G}, \Omega^{-1 / 2} \otimes \Omega_{\mathcal{G}}^{1}\right)$ seen as elements of $\mathcal{D}^{\prime}\left(\mathcal{G}, \Omega^{1 / 2}\right)$ we then have:

$$
\delta_{\lambda *} f=\delta_{\lambda^{-1}}^{*} f .
$$

Remark 1.17. As we use properly supported distributions we do the same for functions: $\mathscr{C}_{p}^{\infty}(\cdot)$ denotes the space of properly supported functions on a groupoid (if $G$ is a groupoid, $X \subset G$ is proper if $s_{\mid X}$ and $r_{\mid X}$ are proper maps). With these notations we see that $\mathscr{C}_{p}^{\infty}\left(G, \Omega^{1 / 2}\right)$ embeds into the space of properly supported fibered distributions on $G$ (an arbitrary Lie groupoid).

We recall some useful results on filtered calculus, for more details and proofs we refer to $[37,29,13]$ and their references:

Lemma 1.18. Let $u \in S^{m_{1}}(G), v \in S^{m_{2}}(G)$ then $u * v \in S^{m_{1}+m_{2}}(G)$ and $u^{*} \in S^{m_{1}}(G)$. This result can be extended to $m_{1}=-\infty$ or $m_{2}=-\infty$ with $S_{c / p}^{-\infty}(G)=\mathscr{C}_{c / p}^{\infty}\left(G, \Omega^{1 / 2}\right)$.

Let $u \in S^{*}(G)$, for each $x \in M$ we get a convolution operator

$$
\left.\begin{array}{rl}
\operatorname{Op}\left(u_{x}\right): \mathscr{C}_{c}^{\infty}\left(G_{x}, \Omega^{1 / 2}\right) & \longrightarrow \mathscr{C}_{c}^{\infty}\left(G_{x}, \Omega^{1 / 2}\right) \\
f & \longmapsto
\end{array} u_{x} * f\right)
$$

The transversality condition then allows us to "glue" these operators to obtain $\operatorname{Op}(u): \mathscr{C}_{c}^{\infty}\left(G, \Omega^{1 / 2}\right) \rightarrow \mathscr{C}_{c}^{\infty}\left(G, \Omega^{1 / 2}\right)$ with $\operatorname{Op}(u)(f)_{\mid \pi^{-1}(x)}=\operatorname{Op}\left(u_{x}\right)\left(f_{\mid \pi^{-1}(x)}\right)$.

Lemma 1.19. Let $u, v \in S^{*}(G)$ and $f, g \in \mathscr{C}_{c}^{\infty}\left(G, \Omega^{1 / 2}\right)$ then

- $\operatorname{Op}(u)(f * g)=\operatorname{Op}(u)(f) * g$
- $\operatorname{Op}(u * v)=\operatorname{Op}(u) \circ \operatorname{Op}(v)$

We now state the Rockland condition and its consequences on the symbolic calculus. Rockland condition replaces the usual ellipticity condition. Moreover, when the symbols yield operators on $M$ (i.e. for $G=T_{H} M$, see [37]) the operators whose symbols satisfy Rockland's condition are hypoelliptic and admit parametrices (in the filtered calculus). This condition was first introduced by Rockland in [34] for differential operators on Heisenberg groups. It was then extended to manifolds with an osculating Lie group of rank at most two by Helffer and Nourrigat in [22] and Lie groups with dilations in [8]. See also the recent advances in [1] in a very broad setting generalizing the results of Helffer and Nourrigat.

Definition 1.20. A symbol $u \in S^{*}(G)$ satisfies the Rockland condition at $x \in M$ if there exist a compact set $K \subset \widehat{G_{x}}$ on the dual space of irreducible representations such that for all $\pi \notin K, \pi(\mathrm{Op}(u))$ and $\pi\left(\mathrm{Op}\left(u^{*}\right)\right)$ are injective. The symbol satisfies the Rockland condition if it satisfies it at every point $x \in M$ ( $u$ is then also said to be Rockland).

As in the classical case, Rockland condition corresponds exactly to the existence of parametrices. It was proved in [8] for trivial bundles and this result was used in [13] for the proof in the general case.

Theorem 1.21 ([13]). Let $u \in S_{p}^{k}(G)$ then there is an equivalence :
1 u satisfies the Rockland condition
2 there exists $v \in S_{p}^{-k}(G)$ such that $u * v-1, v * u-1 \in \mathscr{C}_{p}^{\infty}\left(G, \Omega^{1 / 2}\right)$
A proof can be found in [13], using arguments originating in [8] (which corresponds to the case of trivial bundles).

Theorem 1.22 ([13]). Let $u \in S_{c}^{k}(G)$ then

- If $\Re(k) \leq 0$ then $\operatorname{Op}(u)$ extends to an element of the multiplier algebra $\mathcal{M}\left(C^{*}(G)\right)$
- If $\Re(k)<0$ then $\operatorname{Op}(u)$ extends to an element of $C^{*}(G)$
- If $k>0, M$ is compact and $u$ satisfies the Rockland condition then $\mathrm{Op}(u)$ extends to an unbounded regular operator $\overline{\mathrm{Op}(u)}$ on $C^{*}(G)$ (viewed as a $C^{*}$-module over itself) and $\overline{\mathrm{Op}(u)}^{*}=\overline{\mathrm{Op}\left(u^{*}\right)}$

Once again see [13] for a detailed proof.
Definition 1.23. A symbol $u \in S^{*}\left(T_{H} M\right)$ is Rockland (i.e "elliptic" in the filtered calculus) if it satisfies the Rockland condition.

Theorem 1.22 allows to extend the algebra of symbols. Let $\bar{S}_{0}^{0}(G) \subset \mathcal{M}\left(C^{*}(G)\right)$ be the $C^{*}$-closure of $S_{c}^{0}(G)$ (we identify the algebra of order 0 symbols and its image by $\overline{\mathrm{Op}}$ ).

Definition 1.24. We denote by $\Sigma_{p / c}^{k}(G)=S_{p / c}^{k}(G) / S_{p / c}^{-\infty}(G)$ of order $k \in \mathbb{C}$ the set of principal symbols in the filtered calculus. For $k=0$ we also have $\Sigma(G)=\bar{S}_{0}^{0}(G) / C^{*}(G)$ for the $C^{*}$-algebra of principal symbols. The algebra $\Sigma(G)$ is a completion of $\Sigma_{c}^{0}(G)$.

Example 1.25. Let $\mathcal{U}(\mathfrak{g})$ be the enveloping algebra of the Lie algebra bundle $\mathfrak{g}$. The inhomogeneous dilations $\left(\delta_{\lambda}\right)_{\lambda \in \mathbb{R}_{+}^{*}}$ extend to algebra automorphisms of $\mathcal{U}(\mathfrak{g})$. Denote by $\mathcal{U}_{k}(\mathfrak{g})$ the subset of elements homogeneous of order $k$ for the dilations. Elements of the enveloping algebra decompose as sums of homogeneous elements, i.e. $\mathcal{U}(\mathfrak{g})=\bigoplus_{k \geq 0} \mathcal{U}_{k}(\mathfrak{g})$. Any element $D \in \Gamma\left(M, \mathcal{U}_{k}(\mathfrak{g})\right)$ can be seen as a family of right-invariant differential operators on the fibers of $G$ and thus defines an element $D \in S_{p}^{k}(G)$.

Let $k>0$ and $D \in \Gamma\left(M, \mathcal{U}_{k}(\mathfrak{g})\right)$ be a Rockland differential operator. Assume $D$ to be self-adjoint and non-negative and $M$ to be a compact manifold. The third point of 1.22 allows to construct $\overline{\mathrm{Op}(D)}{ }^{\text {it }} \in M\left(C^{*}(G)\right)$ through functional calculus for $t \in \mathbb{R}$. One would hope to have some actual symbol $D^{\mathrm{it}} \in S_{p}^{\mathrm{ikt}}(G)$ that would extend to the multiplier obtained through functional calculus. This is possible (even for the pseudodifferential operators) thanks to estimates on the heat kernels in the filtered calculus obtained in [12].

Theorem 1.26 ([12]). Let $G \rightarrow M$ be a Carnot bundle on a compact base. Let $D \in$ $\Gamma\left(M, \mathcal{U}_{k}(\mathfrak{g})\right)$ be Rockland, essentially self-adjoint and non-negative with $k>0$ an even number. There is a family of symbols $D^{\mathrm{it}} \in S_{p}^{\mathrm{ikt}}(G)$ such that $\operatorname{Op}\left(D^{\mathrm{it}}\right)$ extends to the multiplier $\overline{\mathrm{Op}(D)}{ }^{\text {it }}$ obtained from $\overline{\mathrm{Op}(D)}$ through functional calculus. These symbols are also compatible with the product: $D^{i t_{1}} D^{\mathrm{it}}=D^{\mathrm{i}\left(t_{1}+t_{2}\right)}$.

We end this section by an analog of 1.15 for the algebra of principal symbols.
Proposition 1.27. Let $G \rightarrow M$ be a bundle of graded Lie groups. The algebra of principal symbols $\Sigma(G)$ is a continuous field of $C^{*}$-algebras over $M$ with fiber at $x \in M$ equal to $\Sigma\left(G_{x}\right)$.

Proof. It is clear from the fact that the distributions are fibered over $M$ that $\Sigma(G)$ is a $\mathscr{C}_{0}(M)$-algebra and the fiber at $x \in M$ is equal to $\Sigma\left(G_{x}\right)$. The definition of the norm from 1.22 makes $x \mapsto\left\|\sigma_{x}\right\|$ continuous for $\sigma \in \Sigma(G)$ by 1.15.

Remark 1.28. If $G=G_{0} \times M$ is a trivial bundle then $\Sigma(G)=\Sigma\left(G_{0}\right) \otimes \mathscr{C}_{0}(M)$.

### 1.4 Construction of the isomorphism for symbols

Let $G \rightarrow M$ denote a bundle of graded Lie groups over a compact base. We want to construct an isomorphism:

$$
\Phi: \Sigma(G) \rtimes \mathbb{R} \rightarrow C_{0}^{*}(G)
$$

We first need to construct the $\mathbb{R}$ action on $\Sigma(G)$ underlying the crossed product. For that let $\Delta_{0} \in \mathcal{U}(\mathfrak{g})$ be an essentially self-adjoint, non-negative Rockland symbol of positive even order $m$. Thanks to 1.26 we can construct the complex powers of $\Delta_{0}$ and get a family of symbols $\Delta_{0}^{\mathrm{it} / m} \in \Sigma^{\mathrm{it}}(G), t \in \mathbb{R}$ which is a group under composition law for symbols. Since $\Delta_{0}$ is self-adjoint they also are unitaries. Let $\sigma \in \Sigma_{c}^{0}(G)$ and $t \in \mathbb{R}$, the symbol $\operatorname{Ad}\left(\Delta_{0}^{\mathrm{it} / m}\right) \sigma:=\Delta_{0}^{\mathrm{i} t / m} \sigma \Delta_{0}^{-\mathrm{it} t / m}$ is of order 0 . We hence obtain an action of $\mathbb{R}$ on $\Sigma_{c}^{0}(G)$. This action is continuous and thus defines an action on the $C^{*}$ completion $\Sigma(G)$. We now want to define the morphism $\Phi$ sending the crossed product to $C_{0}^{*}(G)$. To do
this we need a (strongly continuous) family of unitary multipliers $u_{t} \in M_{u}\left(C_{0}^{*}(G)\right)$ and a morphism $\varphi: \Sigma(G) \rightarrow M\left(C_{0}^{*}(G)\right)$ with the property that

$$
\begin{equation*}
\forall t \in \mathbb{R}, \sigma \in \Sigma(G), \varphi\left(\operatorname{Ad}\left(\Delta_{0}^{\mathrm{it} / m}\right) \sigma\right)=u_{t} \varphi(\sigma) u_{t}^{*} \tag{1}
\end{equation*}
$$

These two constructions are similar and rely on a lemma due to Taylor. This lemma's purpose is to represent each class of principal symbols by a particular distribution on $G$ which will be homogeneous on the nose. To use this lemma however we need to use tempered distributions on the fiber. To do this, recall that the Schwartz class of functions on a vector space does not depend on the choice of basis (nor on the norm). Therefore on a bundle of graded Lie groups, we denote by $\mathscr{S}(G)$ the space of smooth sections that are of Schwartz type on the fibers (we identify $G$ and $\mathfrak{g}$ as bundles over $M$ ). To use the groupoid convolution we extend the definition to half-densities. Denote by $\mathscr{S}\left(G, \Omega^{1 / 2}\right)$ the space of sections which, in any trivialization of $\Omega^{1 / 2}$, become an element of $\mathscr{S}(G)$. This definition indeed does not depend on the choice of trivialization (it only changes the Schwartz seminorms to other equivalent ones). The space $\mathscr{S}\left(G, \Omega^{1 / 2}\right)$ contains $\mathscr{C}_{c}^{\infty}\left(G, \Omega^{1 / 2}\right)$. Moreover the groupoid convolution extends to a continuous product on $\mathscr{S}\left(G, \Omega^{1 / 2}\right)$, see [21]. This makes the Schwartz algebra a subalgebra of $C^{*}(G)$ (it is also stable under the involution).
Definition 1.29. Let $s \in \mathbb{C}$ be a complex number, denote by $\mathcal{K}^{s}(G) \subset \mathscr{S}^{\prime}\left(G, \Omega^{1 / 2}\right)$ the set of fibered tempered distributions on $G$ that have singular support contained in the unit section and are homogeneous of degree $s$ with respect to the family of dilations $\left(\delta_{\lambda}\right)_{\lambda>0}$.

On the space of Schwartz sections, we define a Fourier transform. Identifying $G$ with $\mathfrak{g}$, it becomes:

$$
\begin{aligned}
\mathcal{F}: \mathscr{S}\left(G, \Omega^{1 / 2}\right) & \rightarrow \mathscr{S}\left(\mathfrak{g}^{*}\right) \\
f & \mapsto\left((x, \eta) \mapsto \int_{\xi \in \mathfrak{g}_{x}} e^{\mathrm{i}\langle\eta, \xi\rangle} f(x, \xi)\right)
\end{aligned}
$$

Consider the dual action of $\mathbb{R}_{+}^{*}$ on $\mathfrak{g}^{*}$ given by $\left({ }^{t} \mathrm{~d} \delta_{\lambda}\right)_{\lambda>0}$. The Fourier transform has the following equivariance property:

$$
\forall \lambda>0, \mathcal{F} \circ \delta_{\lambda}^{*}={ }^{t} \mathrm{~d} \delta_{\lambda}^{*} \circ \mathcal{F}
$$

Among the Schwartz sections, denote by $\mathscr{S}_{0}\left(G, \Omega^{1 / 2}\right)$ those for which the Fourier transform vanishes at infinite order on the zero section of $\mathfrak{g}^{*}$. It is a closed subalgebra of the Schwartz algebra (for the topology induced by the Schwartz semi-norms).
Lemma 1.30 (Taylor [35]). Let $k \in \mathbb{C}, u \in S_{p}^{k}(G)$. Then there exists a unique smooth function $v \in \mathscr{C}^{\infty}\left(\mathfrak{g}^{*} \backslash 0\right)$ such that:

- $v$ is homogeneous of degree $k$ : $\forall \lambda>0, v \circ{ }^{t} \mathrm{~d} \delta_{\lambda}=\lambda^{k} v$
- if $\chi \in \mathscr{C}_{c}^{\infty}\left(\mathfrak{g}^{*}\right)$ is equal to 1 on a neighborhood of the zero section then $\hat{u}-(1-\chi) v \in$ $\mathscr{S}\left(\mathfrak{g}^{*}\right)$.

Conversely if a function $v \in \mathscr{C}^{\infty}\left(\mathfrak{g}^{*} \backslash 0\right)$ is homogeneous of degree $k$ then one can find a symbol $u \in S_{c}^{k}(G)$ such that the second property is satisfied.
Corollary 1.30.1. There is a linear isomorphim $\Theta: \Sigma_{p}^{s}(G) \rightarrow \mathcal{K}^{s}(G)$ for each $s \in\{z \in$ $\mathbb{C} / \Re(z)>-n\}$ which is compatible with the convolution and adjoints. Here $n$ denotes the homogeneous dimension of $G$.

Proof. Let $u \in S_{p}^{s}(G)$. Define $v$ as in Taylor's lemma. The condition on the order $\Re(s)>$ $-n$ ensures that $v \in L_{l o c}^{1}\left(\mathfrak{g}^{*}\right)$. The function $v$ thus extends to a tempered distribution

$$
v \in \mathscr{S}^{\prime}\left(\mathfrak{g}^{*}\right) .
$$

Its inverse Fourier transform $w$ is in $\mathscr{S}^{\prime}\left(G, \Omega^{1 / 2}\right)$ and is homogeneous of degree $s$, i.e. $w \in \mathcal{K}^{s}(G)$. This construction gives a linear map $S_{c}^{s}(G) \rightarrow \mathcal{K}^{s}(G)$ which is surjective. By the uniqueness of $v$ in Taylor's lemma, the kernel of this map consists of smoothing symbols. It is thus equal to $S_{p}^{-\infty}(G)$. The resulting quotient map $\Theta: \Sigma_{p}^{s}(G) \rightarrow \mathcal{K}^{s}(G)$ is then an isomorphism.

Lemma 1.31 (Christ, Geller, Głowacki, Polin [8]). Let $u \in \mathcal{K}^{s}(G)$. The convolution by $u$ is a continuous map from $\mathscr{S}_{0}(G)$ to itself.

Proposition 1.32. Let $k \in \mathcal{K}^{s}(G)$ be a homogeneous distribution of degree $s \in \mathbb{C}$. If $\Re(s) \leq 0$ then $k$ extends to an element of $M\left(C_{0}^{*}(G)\right)$. Moreover

$$
\|k\|=\sup _{x \in M}\left\|k_{x}\right\|_{L^{2}\left(G_{x}\right)}=\sup _{x \in M, \pi \in \hat{G}_{x}}\left\|\pi\left(k_{x}\right)\right\| .
$$

Proposition 1.33. The composition of $\Theta$ with the injection $\mathcal{K}^{0}(G) \hookrightarrow M\left(C_{0}^{*}(G)\right)$ extends to $a^{*}$-homomorphism $\varphi: \Sigma(G) \rightarrow M\left(C_{0}^{*}(G)\right)$.

Proof. It remains to show that this composition is continuous but this is a consequence of the previous proposition since for $u \in S_{c}^{0}(G), x \in M, \pi \in \hat{G}_{x}$ we have:

$$
\left\|\pi\left(\Theta(u)_{x}\right)\right\| \leq\|u\|_{L^{2}(G)} .
$$

Indeed, $\beta:=u-\Theta(u) \in \mathscr{S}\left(G, \Omega^{1 / 2}\right)$ and by the Plancherel formula:

$$
\left\|\pi \circ \delta_{\lambda}(\beta)\right\| \leq \operatorname{Tr}\left(\pi \circ \delta_{\lambda}\left(\beta^{*} * \beta\right)\right) \|=\int_{\delta_{\delta_{\lambda}}\left(\mathcal{O}_{\pi}\right)} \widehat{\beta^{*} * \beta}(x, \xi) \mathrm{d} \xi \underset{\lambda \rightarrow+\infty}{ } 0
$$

The Plancherel formula can be found in [11], here $\mathcal{O}_{\pi}$ denotes the coadjoint orbit in $\mathfrak{g}^{*}$ corresponding to the representation $\pi$ through Kirillov's orbit method. Since $\Theta(u)$ is homogeneous of degree 0 we have $\left\|\pi\left(\Theta(u)_{x}\right)\right\|=\left\|\pi \circ \delta_{\lambda}\left(\Theta(u)_{x}\right)\right\|$ for every $\lambda>0$. We thus get $\left\|\pi\left(\Theta(u)_{x}\right)\right\| \leq \lim _{\lambda \rightarrow+\infty}\left\|\pi\left(u_{x}\right)\right\| \leq\|u\|$.

In the same way, let us denote by $u_{t}$ the extension as an element of $M\left(C_{0}^{*}(G)\right)$ of $\Theta\left(\Delta_{0}^{\mathrm{it} / m}\right)$. Since $\Theta$ preserves the adjoints then $u_{t}$ is an unitary multiplier and since it preserves the convolution then $u_{t} u_{s}=u_{t+s}$ and we get the relation (1). We have thus constructed from $\varphi$ and $\left(u_{t}\right)_{t \in \mathbb{R}}$ a -homomorphism $\Phi: \Sigma(G) \rtimes \mathbb{R} \rightarrow C_{0}^{*}(G)$. The rest of this section is devoted to the proof that $\Phi$ is an isomorphism.

To show that $\Phi$ is an isomorphism, we need a better understanding of the representations of $\Sigma\left(T_{H} M\right)$. We first reduce our study to the bundle of osculating Lie group $T_{H} M$ to a single graded Lie group. This follows from the following result:

Proposition 1.34. The algebras $\Sigma(G)$ and $C_{0}^{*}(G)$ are bundles of $C^{*}$-algebras over $M$ with respective fibers at $x \in M$ equal to $\Sigma\left(G_{x}\right)$ and $C_{0}^{*}\left(G_{x}\right)$. Moreover the action of $\mathbb{R}$ on $\Sigma(G)$ preserves the fibers and $\Phi$ restricts to a map from $\Sigma\left(G_{x}\right) \rtimes \mathbb{R}$ to $C_{0}^{*}\left(G_{x}\right)$.

We can now consider a graded Lie group $G$ and prove that $\Phi: \Sigma(G) \rtimes \mathbb{R} \rightarrow C_{0}^{*}(G)$ is an isomorphism.

Since $\varphi$ maps $\Sigma(G)$ to $M\left(C_{0}^{*}(G)\right)$, every non-trivial irreducible representation of $G$ induces a representation of $\Sigma(G)$. Moreover, since the image of $\varphi$ consists of invariant elements under the inhomogeneous $\mathbb{R}_{+}^{*}$-action then $\pi \circ \varphi=\delta_{\lambda}(\pi) \circ \varphi$ for all $\lambda>0$ and $\pi \in \hat{G} \backslash\{1\}$. The following theorem due to Fermanian-Kammerer and Fischer asserts that these representations of $\Sigma(G)$ are irreducible and allow to recover the whole spectrum of $\Sigma(G)$.

Theorem 1.35 (Fermanian-Kammerer, Fischer). Let $G$ be a graded Lie group. For $\pi \in$ $\hat{G} \backslash\{1\}$ denote by $[\pi]$ its class in $(\hat{G} \backslash\{1\}) / \mathbb{R}_{+}^{*}$. For every $\pi \in \hat{G} \backslash\{1\}$, we have $\pi \circ \varphi \in \widehat{\Sigma(G)}$ and the map

$$
\begin{aligned}
& R:(\hat{G} \backslash\{1\}) / \mathbb{R}_{+}^{*} \rightarrow \widehat{\Sigma(G)} \\
& {[\pi] \mapsto \pi \circ \varphi}
\end{aligned}
$$

is a homeomorphim.
Idea of proof. Let $|\cdot|$ be a homogeneous quasi-norm on $G$. To $f \in \mathscr{C}_{c}^{\infty}\left(G, \Omega^{1 / 2}\right)$ we associate $\sigma_{f}: g \rightarrow \delta_{|g| *} f(g)=\delta_{|g|^{-1}}^{*} f(g)$ defined on $G \backslash\{e\}$. The function $\sigma_{f}$ is $\mathscr{C}^{\infty}$ and homogeneous of order 0 by construction. The construction $f \rightarrow \sigma_{f}$ thus defines a mapping $\mathscr{C}_{c}^{\infty}(G) \rightarrow \mathcal{K}^{0}(G)$. The composition with $\Theta^{-1}: \mathcal{K}^{0}(G) \rightarrow \Sigma^{0}(G)$ gives a $*$-homomorphism $\mathscr{C}_{c}^{\infty}(G) \rightarrow \Sigma^{0}(G)$. Let $\rho$ be a representation of $\Sigma(G), \pi_{\rho}: f \rightarrow \rho\left(\sigma_{f}\right)$ extends to a continuous representation of $C^{*}(G)$. From this construction, Fermanian-Kammerer and Fischer proceed to show that if $\rho$ is irreducible then $\pi_{\rho}$ is irreducible, non-trivial and $\pi_{\rho} \circ \varphi=\rho$. This defines a right inverse to $R$ which is thus surjective. They also show that $R$ is injective. The fact that $R$ is a homeomorphism is then implied by the compactness of $(\hat{G} \backslash\{1\}) / \mathbb{R}_{+}^{*}$.

Corollary 1.35.1. Let $(M, H)$ be a filtered manifold then the spectrum of $\Sigma\left(T_{H} M\right)$ is homeomorphic to $\left(\widehat{T_{H} M} \backslash\{1\}\right) / \mathbb{R}_{+}^{*}$.
Proof. Thanks to 1.34 the result reduces to each fiber over the points of $M$, we can then apply 1.35.

We are now ready to prove the main theorem of this section.
Theorem 1.36. Let $G$ be a graded Lie group, then

$$
\Phi: \Sigma(G) \rtimes \mathbb{R} \rightarrow C_{0}^{*}(G),
$$

is an isomorphism of $C^{*}$-algebras.
Corollary 1.36.1. Let $(M, H)$ be a filtered manifold, then

$$
\Phi: \Sigma\left(T_{H} M\right) \rtimes \mathbb{R} \rightarrow C_{0}^{*}\left(T_{H} M\right),
$$

is an isomorphism of $C^{*}$-algebras.

Proof. Let $=V_{0} \subset V_{1} \subset \cdots \subset V_{r}=\hat{G} \backslash\{1\}$ be a fine stratification of $\hat{G}$ as in Theorem 1.3.2. Recall that every $V_{i}$ is open and $\mathbb{R}_{+}^{*}$-invariant, that the spaces $\Lambda_{i}:=V_{i} \backslash V_{i-1}$ are Hausdorff and that the action $\mathbb{R}_{+}^{*} \curvearrowright \Lambda_{i}$ is free and proper. This stratification induces a filtration of $\Sigma(G)$ and $C_{0}^{*}(G)$ into sequences of increasing ideals:

$$
\begin{aligned}
& \{0\}=J_{0} \triangleleft J_{1} \triangleleft \cdots \triangleleft J_{r}=C_{0}^{*}(G) \\
& \{0\}=\Sigma_{0} \triangleleft \Sigma_{1} \triangleleft \cdots \triangleleft \Sigma_{r}=\Sigma(G)
\end{aligned}
$$

with $J_{i}=\bigcap_{\pi \in \hat{G} \backslash V_{i}} \operatorname{ker}(\pi)$ and $\Sigma_{i}=\bigcap_{\pi \in \hat{G} \backslash V_{i}} \operatorname{ker}(\pi \circ \varphi)$. By construction the subsets $\Sigma_{i}$ are $\mathbb{R}$-invariant and $\Phi$ restricts to maps $\Phi: \Sigma_{i} \rtimes \mathbb{R} \rightarrow J_{i}$. The spectrum of $J_{i} / J_{i-1}$ is $\widehat{J_{i} / J_{i-1}}=\widehat{J}_{i} \backslash \widehat{J_{i-1}}=V_{i} \backslash V_{i-1}=\Lambda_{i}$ for every $i$. Recall that the quotient algebra $J_{i} / J_{i-1}$ is a continuous field of $C^{*}$-algebras over its spectrum $\Lambda_{i}$ and by Corollary 1.15.1 (see also [5]) the fiber at $\lambda \in \Lambda_{i}$ is $\mathcal{K}\left(\mathcal{H}_{i}\right)$ where $\mathcal{H}_{i}$ is a Hilbert space (of dimension 1 for $i=r$ and of infinite dimension otherwise). Since the action of $\mathbb{R}_{+}^{*}$ on $\Lambda_{i}$ is free and proper, $\Lambda_{i} / \mathbb{R}_{+}^{*}$ is also a Hausdorff space and each $\Sigma_{i} / \Sigma_{i-1}$ is a continuous field of $C^{*}$-algebras over $\Lambda_{i} / \mathbb{R}_{+}^{*}$. The fiber at $[\lambda] \in \Lambda_{i} / \mathbb{R}_{+}^{*}$ is the image of $\lambda \circ \varphi$. It is a sub-algebra of $\mathcal{B}\left(\mathcal{H}_{i}\right)$, we will denote it by $A_{\lambda}$.
Lemma 1.37. For every $\lambda \in \hat{G} \backslash\{1\}, A_{\lambda}$ is a simple algebra.
Proof. The spectrum of a continuous field of $C^{*}$-algebra is in bijection with the direct sum of the spectra of the fibers. Here the spectrum of the continuous field is exactly its base hence the fibers have trivial spectrum and are thus simple. Indeed having a trivial spectrum means having no non-trivial primitive ideal but since every ideal is an intersection of primitive ideals then an algebra with no non-trivial primitive ideals is simple.
Lemma 1.38. For every $\lambda \in \hat{G} \backslash\{1\}$, $A_{\lambda}$ contains $\mathcal{K}\left(\mathcal{H}_{i}\right)$ (where $\lambda \in \Lambda_{i}$ ).
Proof. As in the proof of 1.35 , let us choose a homogeneous quasi-norm on $G$. This induces a $*$-homomorphim $\mathcal{S}(G) \rightarrow \Sigma(G)$ and if $\lambda \in \hat{G}$ is of norm 1 then the previous morphism composed with $\lambda$ seen as a representation of $\Sigma(G)$ extends to $\lambda$ seen as a representation of $C_{0}^{*}(G)$. Thus $A_{\lambda}$ contains $\lambda\left(C^{*}(G)\right)=\mathcal{K}\left(\mathcal{H}_{\lambda}\right)$.
Corollary 1.38.1. The algebras $\Sigma_{i} / \Sigma_{i-1}$ are trivial fields of $C^{*}$-algebras:

$$
\Sigma_{i / \Sigma_{i-1}} \cong \mathscr{C}\left(\Lambda_{i} / \mathbb{R}_{+}^{*}, \mathcal{K}\left(\mathcal{H}_{i}\right)\right)
$$

Corollary 1.38.2. For every $i \geq 0$, the action of $\mathbb{R}$ on $\Sigma_{i} \Sigma_{i-1}$ is inner and $\Phi: \Sigma_{i} / \Sigma_{i-1} \rtimes$ $\mathbb{R} \rightarrow J_{i} / J_{i-1}$ is an isomorphim.
Proof. Let us fix a number $t \in \mathbb{R}$. Since $\Delta_{0}^{\mathrm{it} / m}$ acts as a multiplier $u_{t}$ of $J_{i} / J_{i-1}$ then for each representation $\lambda \in \Lambda_{i}, \lambda\left(u_{t}\right) \in \mathcal{B}\left(\mathcal{H}_{i}\right)$. The operator $\Delta_{0}^{\mathrm{it} / m}$ thus preserves each fiber
of the continuous field of $C^{*}$ algebras defining $\Sigma_{i} / \Sigma_{i-1}$. We then need to show that its norm is bounded but being a multiplier of $J_{i} J_{i-1}$ we have:

$$
\sup _{\lambda \in \Lambda_{i}}\left\|\lambda\left(\Delta_{0}^{i t / m}\right)\right\|_{\mathcal{B}\left(\mathcal{H}_{\lambda}\right)}<+\infty
$$

Therefore we have:

$$
\Delta_{0}^{\mathrm{it} / m} \in \mathscr{C}_{b}\left(\Lambda_{i} / \mathbb{R}_{+}^{*}, \mathcal{K}\left(\mathcal{H}_{i}\right)\right) \subset \mathcal{M}\left(\Sigma_{i} / \Sigma_{i-1}\right)
$$

The crossed product $\Sigma_{i} / \Sigma_{i-1} \rtimes \mathbb{R}$ is therefore trivial and we have:

$$
\Sigma_{i} / \Sigma_{i-1} \rtimes \mathbb{R} \cong \mathscr{C}_{0}\left(\Lambda_{i}, \mathcal{K}\left(\mathcal{H}_{i}\right)\right)
$$

The identification $\Lambda_{i} / \mathbb{R}_{+}^{*} \times \mathbb{R}_{+}^{*} \cong \Lambda_{i}$ is made by the choice of quasi-norm on $G$.
We have thus far showed that the maps:

$$
\Phi: \Sigma_{i} / \Sigma_{i-1} \rtimes \mathbb{R} \rightarrow J_{i} / J_{i-1},
$$

were isomorphisms of $C^{*}$-algebras. We can then use the respective exact sequences to show inductively that each

$$
\Phi: \Sigma_{i} \rtimes \mathbb{R} \rightarrow J_{i}
$$

is an isomorphism (starting from $i=0$ ). The result for $i=r$ then concludes the proof.
Remark 1.39. Although we have shown that $\Delta_{0}^{\mathrm{it} / m}$ was a multiplier of each $\Sigma_{i} / \Sigma_{i-1}$ this does not mean that it is a multiplier of $\Sigma_{i}$. This would mean that the crossed product is trivial which only seem to hold in the commutative case.

As a corollary of the proof we obtain a decomposition result for the symbol algebra:
Theorem 1.40. Let $G$ be a graded Lie group ${ }^{1}$, $\emptyset=V_{0} \subset V_{1} \subset \cdots \subset V_{r}=\hat{G} \backslash\{1\}$ the Pedersen stratification of its unitary dual. Denote by $\Sigma_{i}(G)$ the ideal corresponding to the subspace $V_{i} / \mathbb{R}_{+}^{*}$ of the spectrum $\widehat{\Sigma(G)}$. This gives a nested sequence of ideals:

$$
\{0\}=\Sigma_{0}(G) \triangleleft \Sigma_{1}(G) \triangleleft \cdots \triangleleft \Sigma_{r}(G)=\Sigma(G)
$$

and we have isomorphims:

$$
\Sigma_{i}(G) / \Sigma_{i-1}(G) \cong \mathscr{C}\left(\Lambda_{i} / \mathbb{R}_{+}^{*}, \mathcal{K}_{i}\right)
$$

Here $\Lambda_{i}=V_{i} \backslash V_{i-1}, \Lambda_{i} / \mathbb{R}_{+}^{*}$ is a compact Haussdorff space and $\mathcal{K}_{i}$ is the algebra of compact operators on a separable Hilbert space (of dimension 1 if $i=r$ and infinite dimensional otherwise).

[^0]This is a generalization of Epstein and Melrose decomposition of the symbol algebra in the contact case [17]. They showed that if $(M, H)$ is a compact manifold then there is an exact sequence:

$$
0 \longrightarrow \mathcal{K} \oplus \mathcal{K} \longrightarrow \Sigma\left(T_{H} M\right) \longrightarrow \mathscr{C}\left(\mathbb{S} H^{*}\right) \longrightarrow 0
$$

Regarding our result this corresponds to the Pedersen stratification of the Heisenberg group associated to $H_{x}$ for each $x \in M$. Recall that this consists of $\Lambda_{1}=\mathbb{R}^{*}$ and $\Lambda_{2}=H_{x}^{*}$ and the $\mathbb{R}_{+}^{*}$-action on each component is a regular dilation. In this case we can extend the decomposition to the whole algebra (rather than the fibers over each point of $M$ ) because $T_{H} M$ is locally trivial (and our result clearly extends to locally trivial bundles of graded Lie groups). In general it is not clear if such a decomposition is possible since even the number of strata in Pedersen's stratification might vary from point to point.

## 2 The isomorphism for operators

### 2.1 Calculus on filtered manifolds

Let us now go back to the case of a filtered manifold $(M, H)$. There is an analog of Connes' tangent groupoid [10] denoted by $\mathbb{T}_{H} M$. Algebraically it has the form:

$$
M \times M \times \mathbb{R}^{*} \sqcup T_{H} M \times\{0\} \rightrightarrows M \times\{0\}
$$

Its algebroid is given by the following algebra of sections:

$$
\Gamma\left(\operatorname{Lie}\left(\mathbb{T}_{H} M\right)\right)=\left\{X \in \mathfrak{X}(M \times \mathbb{R}) / \forall k \geq 0, \partial_{t}^{k} X_{\mid t=0} \in \Gamma\left(H^{k}\right)\right\}
$$

which is almost injective hence integrable by a theorem of Debord [14]. The smooth structure is detailed in $[36,7,28]$. Recall that $\mathbb{T}_{H} M$ is endowed with the zoom action $\alpha$ of $\mathbb{R}_{+}^{*}$ :

$$
\begin{aligned}
\alpha_{\lambda}(x, y, t) & =\left(x, y, \lambda^{-1} t\right) \\
\alpha_{\lambda}(x, \xi, 0) & =\left(x, \delta_{\lambda}(\xi), 0\right)
\end{aligned}
$$

where $\delta$ is the inhomogeneous action of $\mathbb{R}_{+}^{*}$ on $T_{H} M$ used in the previous section. We briefly recall the definition of pseudodifferential operators in this context, following [37]:

Definition 2.1. A pseudodifferential operator in the filtered calculus on $M$ of order $m \in \mathbb{C}$ is a properly supported distribution $P \in \mathcal{D}\left(M \times M, \Omega^{1 / 2}\right)$ such that there exists $\mathbb{P} \in \mathcal{D}^{\prime}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$ with the following properties:

- $\mathbb{P}$ is properly supported
- $\mathbb{P}_{1}=P$ where $\mathbb{P}_{t}=\mathrm{ev}_{t *} \mathbb{P}$ and $\mathrm{ev}_{t}$ is the evaluation map on the fiber at time $t \in \mathbb{R}$ on $\mathbb{T}_{H} M$.
- $\mathbb{P}$ is quasi-homogeneous w.r.t the zoom action i.e. $\forall \lambda>0, \alpha_{\lambda *} \mathbb{P}-\lambda^{m} \mathbb{P} \in \mathscr{C}_{p}^{\infty}\left(\mathbb{T}_{H} M\right)$.

We denote by $\Psi_{H}^{m}(M)$ the set of such distributions and $\Psi_{H}^{m}(M)$ the set of their extensions $\mathbb{P}$ to $\mathbb{T}_{H} M$.

From this setup one can derive the usual properties of a pseudodifferential calculus, namely the algebra structure, the existence of a symbol map, ellipticity criterion, parametrices... The symbol of an operator $P \in \Psi_{H}^{m}(M)$ is here obtained by extending it to some quasi-homogeneous $\mathbb{P}$ and considering $\mathbb{P}_{0} \in S^{m}\left(T_{H} M\right)$. This will depend on the choice of $\mathbb{P}$ but the class $\left[\mathbb{P}_{0}\right] \in \Sigma_{c}^{m}\left(T_{H} M\right)$ only depends on $P$. We get the exact sequence:

$$
0 \longrightarrow \Psi_{H}^{m-1}(M) \longrightarrow \Psi_{H}^{m}(M) \longrightarrow \sum_{c}^{m}\left(T_{H} M\right) \longrightarrow 0
$$

As for the symbols, operators of non-positive order extend to bounded operators on $L^{2}(M)$ and negative order operators to compact operators. Let us denote by $\Psi_{H}^{*}(M)$ the closure of $\Psi_{H}^{0}(M)$ in $\mathcal{B}\left(L^{2}(M)\right)$. The previous exact sequence for $m=0$ extends to the following one:

$$
0 \longrightarrow \mathcal{K}\left(L^{2}(M)\right) \longrightarrow \Psi_{H}^{*}(M) \longrightarrow \Sigma\left(T_{H} M\right) \longrightarrow 0 .
$$

The usual ellipticity condition is here replaced by the Rockland condition on symbols, we will say that a pseudodifferential operator satisfies the Rockland condition if its symbol does. Van Erp and Yuncken proved in [37] that this condition gives the existence of a parametrix for the operator in this calculus: if $P \in \Psi_{H}^{m}(M)$ is Rockland if and only if there exists $Q \in \Psi_{H}^{-m}(M)$ such that $P Q-1, Q P-1 \in \mathscr{C}^{\infty}(M \times M)$. The last thing we will need is the existence of complex powers for some positive operators:

Theorem 2.2 (Dave, Haller [13]). Let $M$ be a compact filtered manifold. Let $P$ be a differential operator of positive even order $d$ which satisfies the Rockland condition and is positive. Then the complex powers $P^{z}, z \in \mathbb{C}$, obtained through functional calculus are pseudodifferential operators of respective order $d z$. Moreover these operators form a holomorphic family of pseudodifferential operators.

### 2.2 The Schwartz algebra

We now define the Schwartz algebra of the tangent groupoid. Our approach is analogous to the one of Carillo-Rouse in the unfiltered case [6]. A similar approach has been used by Ewert in [18] but she used the coordinates of Choi and Ponge [7] while we will use the ones of Van Erp and Yuncken [36] (from which we take some terminology for the constructions in this section). Both approaches yield the same algebra. The idea is to define the algebra on exponential charts and show that these algebras can be glued on the whole tangent groupoid. This Schwartz algebra will essentially contain two kinds of functions. The first are the smooth functions on the open subgroupoid $\mathbb{T}_{H} M_{\mid \mathbb{R}^{*}}$ which are compactly supported at each $t \neq 0$ and have a Schwartz decay at infinity and 0 . The other are the Schwartz type functions on exponential charts (in particular their restriction on $T_{H} M$ will be Schwartz). In order to describe these last functions, we fix $\nabla$ a graded connection on $\mathfrak{t}_{H} M$, compatible with the dilations and a splitting $\psi: \mathfrak{t}_{H} M \rightarrow T M^{2}$. Recall that this induces a vector bundle isomorphism $\Psi: \mathfrak{t}_{H} M \times \mathbb{R} \rightarrow \mathfrak{t}_{H} M$. We fix $\mathcal{U} \subset \mathfrak{t}_{H} M$ a domain of injectivity which gives us an open subset $\mathbb{U} \subset \mathfrak{t}_{H} M \times \mathbb{R}$ such that $\exp ^{\nabla, \psi} \circ \Psi: \mathbb{U} \rightarrow \mathbb{T}_{H} M$ is a diffeomorphism onto its image $\mathbb{V}$. We have $\mathbb{V}=\left(T_{H} M \times\{0\}\right) \sqcup\left(\exp ^{\psi \circ \nabla \circ \psi^{-1}}(\mathcal{U}) \times \mathbb{R}^{*}\right)$ so $\mathbb{V}$ is both a neighborhood of the unit section of $\mathbb{T}_{H} M$ and of the zero-fiber $T_{H} M$. We thus have that $\mathbb{T}_{H} M=\mathbb{V} \bigcup\left(M \times M \times \mathbb{R}^{*}\right)$. We define the Schwartz algebra on $\mathbb{V}$ by defining one on $\mathbb{U}$ and pushing it forward with the exponential map.

[^1]Definition 2.3. The algebra $\mathscr{S}(\mathbb{V})$ is defined as $\left(\exp ^{\nabla, \psi} \circ \Psi\right)_{*}(\mathscr{S}(\mathbb{U}))$. A function $f \in$ $\mathscr{C}^{\infty}(\mathbb{U})$ is in $\mathscr{S}(\mathbb{U})$ if there is a compact set $K \subset \mathcal{U}$ and $T>0$ such that if $\left(x, \delta_{t} \xi, t\right) \notin$ $K \times[-T, T]$ then $f(x, \xi, t)=0$ and also $f$ is Schwartz as a function on the bundle of nilpotent Lie algebras $\mathfrak{t}_{H} M \times \mathbb{R} \rightarrow M \times \mathbb{R}$. A function $f \in \mathscr{C}^{\infty}\left(\mathbb{T}_{H} M\right)$ is a Schwartz type function if there exists an exponential chart $\exp ^{\nabla, \psi} \circ \Psi: \mathbb{U} \rightarrow \mathbb{V}$ such that

$$
f \in \mathscr{S}(V)+\mathscr{S}\left(\mathbb{R}^{*}, \mathscr{C}_{c}^{\infty}(M \times M)\right)
$$

We denote by $\mathscr{S}\left(\mathbb{T}_{H} M\right)$ the space of such functions.
Remember that $\delta_{0}=0$ so in particular the whole $\mathfrak{t}_{H} M$, seen as the zero fiber of $\mathfrak{t}_{H} M \times \mathbb{R}$, can be included in the support the functions in $\mathscr{S}(\mathbb{U})$. For $t \neq 0$ however the support of $f_{t}=f(\cdot, \cdot, t)$ is contained in $\delta_{t}^{-1}(K)$ which is compact. In particular a smooth function on $\mathbb{U}$ is Schwartz if and only if it has the aforementioned support condition and is Schwartz at $t=0$ (asking it on $\mathfrak{t}_{H} M \times \mathbb{R}$ is redundant).

Proposition 2.4. Let $f=\left(f_{t}\right)_{t \in \mathbb{R}} \in \mathscr{S}\left(\mathbb{T}_{H} M\right)$ then:

- $f_{0} \in \mathscr{S}\left(T_{H} M\right)$
- for every $t \neq 0, f_{t} \in \mathscr{C}_{c}^{\infty}(M \times M)$ moreover the support of each $f_{t}$ is contained in a compact set of $M \times M$ independent of $t$
- the function $t \mapsto f_{t}$ has rapid decay when $t$ goes to $\pm \infty$.

Proof. These properties follow from the definition if the function is in the subalgebra $\mathscr{S}\left(\mathbb{R}^{*}, \mathscr{C}_{c}^{\infty}(M \times M)\right)$. If $f \in \mathscr{S}(\mathbb{V})$ where $\mathbb{V}$ is the range of an exponential chart then it follows directly from the definition of $\mathscr{S}(\mathbb{U})$ and the explicit computation of the exponential map $\exp ^{\psi \circ \nabla \circ \psi^{-1}} \circ \Psi$. For the first point we have $\Psi_{\mid t=0}=\mathrm{Id}_{\mathrm{t}_{H} M}$ so we recover the definition of the Schwartz class on a graded Lie group bundle.

Theorem 2.5. The definition of $\mathscr{S}\left(\mathbb{T}_{H} M\right)$ does not depend on the choice of connection, splitting and exponential chart. That means that for any connection $\nabla$, splitting $\psi$, domain of injectivity $\mathcal{U}$ and corresponding exponential chart $\mathbb{U} \xrightarrow{\sim} \mathbb{V} \subset \mathbb{T}_{H} M$ then:

$$
\mathscr{S}\left(\mathbb{T}_{H} M\right)=\mathscr{S}(\mathbb{V})+\mathscr{S}\left(\mathbb{R}^{*}, \mathscr{C}_{c}^{\infty}(M \times M)\right) .
$$

Proof. If $\mathbb{V}^{\prime} \subset \mathbb{V}$ we can use a function $\varphi$ compactly supported in $\mathbb{V}$ with value 1 near the zero fiber so that if $f \in \mathscr{S}(\mathbb{V})$ then $f=\varphi f+(1-\varphi) f$. Since $(1-\varphi) f \in \mathscr{S}\left(\mathbb{R}^{*}, \mathscr{C}_{c}^{\infty}(M \times M)\right)$ we can just show that $\varphi f \in \mathscr{S}\left(\mathbb{V}^{\prime}\right)$. Therefore we can restrict ourselves to the case where $\mathbb{V}$ and $\mathbb{V}^{\prime}$ are defined from the same domain of injectivity $\mathcal{U} \subset \mathfrak{t}_{H} M$ and show that if $\Psi, \Psi^{\prime}: \mathfrak{t}_{H} M \times \mathbb{R} \xrightarrow{\sim} \mathfrak{t}_{H} M$ are the respective isomorphims used to construct the exponential charts then:

$$
\left(\Psi^{-1} \circ \Psi^{\prime}\right)^{*}(\mathscr{S}(\mathbb{U}))=\mathscr{S}\left(\mathbb{U}^{\prime}\right)
$$

Notice that $\Psi^{-1} \circ \Psi^{\prime}=\left(\delta_{t}^{-1} \circ \psi^{-1} \circ \psi^{\prime} \circ \delta_{t}\right)_{t \in \mathbb{R}}$, the value at $t=0$ is Id. It is thus a vector bundle isomorphism of $\mathfrak{t}_{H} M \times \mathbb{R}$ and therefore preserves the Schwartz class. We now need to show that the condition on the support is preserved under the transformation given by $\Psi^{-1} \circ \Psi^{\prime}$. For $K \subset \mathcal{U}$ and $T>0$, we define:

$$
K_{T}:=\left\{(x, \xi, t) \in \mathfrak{t}_{H} M \times \mathbb{R}, t \in[-T ; T] \&\left(x, \delta_{t}(\xi)\right) \in K\right\} .
$$

By definition a function in $\mathscr{S}(\mathbb{U})$ has a support contained in a set of the form $K_{T}$ for some $T>0$ and $K \subset \mathcal{U}$ compact. The computation of $\Psi^{-1} \circ \Psi^{\prime}$ shows directly that:

$$
\Psi^{-1} \circ \Psi^{\prime}\left(K_{T}\right)=\left(\Psi^{-1} \circ \Psi^{\prime}(K)\right)_{T},
$$

hence the condition on the support is preserved by the transformation $\Psi^{-1} \circ \Psi^{\prime}$.
In order to deal with convolution we define a Schwartz class for half-densities denoted by $\mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$. They are the sections of the half-density bundle for which in one (hence any) zoom-invariant trivialization of the half-density bundle ${ }^{3}$ they become Schwartz functions as defined before. To see that this definition is not ambiguous, let us consider two different zoom-invariant trivializations. They differ by a multiplication by a positive smooth function. By zoom invariance this function is zoom-invariant. In particular it is bounded and thus preserves the growth conditions at infinity used to define the Schwartz algebra.

Theorem 2.6. The groupoid convolution and adjoint extend to the space $\mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$ making it $a$ *-algebra. Moreover we have the inclusions:

$$
\mathscr{C}_{c}^{\infty}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right) \subset \mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right) \subset C^{*}\left(\mathbb{T}_{H} M\right) .
$$

Proof. From what we have written thus far we can easily see that the convolution of two functions in the Schwartz class is well defined fiberwise. It thus remains to show that the result of the convolution is still in the Schwartz class. Let us fix a splitting $\psi$, an equivariant connection $\nabla$, consider a domain of injectivity $\mathcal{U} \subset \mathfrak{t}_{H} M$ and let $\mathbb{U} \subset \mathfrak{t}_{H} M \times \mathbb{R}$ the corresponding open subset and $\exp ^{\nabla, \psi}: \mathbb{U} \xrightarrow{\sim} \mathbb{V} \subset \mathbb{T}_{H} M$ the resulting exponential chart. Since the convolution will force us to consider products in $\mathbb{T}_{H} M$ we choose an open subset $\mathcal{U}^{\prime} \subset \mathcal{U}$ such that $m_{\mathbb{T}_{H} M}\left(\mathbb{V}^{\prime}{ }_{s} \times_{r} \mathbb{V}^{\prime}\right) \subset \mathbb{V}$. Let $f, g \in \mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$, we decompose them as $f=f_{1}+f_{2}, g=g_{1}+g_{2}$ with $f_{1}, g_{1} \in \mathscr{S}\left(\mathbb{V}^{\prime}, \Omega^{1 / 2}\right)$ and $f_{2}, g_{2} \in$ $\mathscr{S}\left(\mathbb{R}^{*}, \mathscr{C}_{c}^{\infty}\left(M \times M, \Omega^{1 / 2}\right)\right)$. We have:

$$
f * g=f_{1} * g_{1}+f_{1} * g_{2}+f_{2} * g_{1}+f_{2} * g_{2}
$$

and we easily see that $f_{1} * g_{2}, f_{2} * g_{1}, f_{2} * g_{2} \in \mathscr{S}\left(\mathbb{R}^{*}, \mathscr{C}_{c}^{\infty}\left(M \times M, \Omega^{1 / 2}\right)\right.$. We now show that $f_{1} * g_{1} \in \mathscr{S}\left(\mathbb{V}, \Omega^{1 / 2}\right)$. At any non-zero fiber the restrictions $f_{1}$ and $g_{1}$ are compactly supported and so is the restriction of $f_{1} * g_{1}$. The same goes for the zero fiber since the Schwartz class on a nilpotent Lie group is preserved under convolution. Thus the only remaining property to verify is the support condition for $f_{1} * g_{1}$. Let $K, C \subset \mathcal{U}^{\prime}$ be compact subsets and $T>0$ such that we have the inclusions $\operatorname{supp}\left(f_{1}\right) \subset \exp ^{\nabla, \psi}\left(K_{T}\right), \operatorname{supp}\left(g_{1}\right) \subset$ $\exp ^{\nabla, \psi}\left(C_{T}\right)$. Define $K \widetilde{\oplus} C \subset \mathfrak{t}_{H} M$ as:

$$
\begin{aligned}
\exp ^{\psi \circ \nabla \circ \psi^{-1}}(\psi(K \widetilde{\oplus} C))= & \left\{\left(\exp _{\exp _{x}^{\psi \circ \nabla \nabla \psi^{-1}}(\psi(\xi))}^{\psi(\psi(\eta)), x),}\right.\right. \\
& \left.(x, \xi) \in K \&\left(\exp _{x}^{\psi \circ \nabla \circ \psi^{-1}}(\psi(\xi)), \eta\right) \in C\right\} .
\end{aligned}
$$

This set is constructed so that $\exp ^{\nabla, \psi}\left((K \widetilde{\oplus} C)_{T}\right)$ would contain all possible products (in $\left.\mathbb{T}_{H} M\right)$ of elements in $\operatorname{supp}\left(f_{1}\right)$ and $\operatorname{supp}\left(g_{1}\right)$ hence it would contain $\operatorname{supp}\left(f_{1} * g_{1}\right)$. By

[^2]construction the set $\exp ^{\psi \circ \nabla \circ \psi^{-1}}(\psi(K \widetilde{\oplus} C))$ is contained in $\exp ^{\nabla, \psi}(\mathbb{U})$ so that $K \widetilde{\oplus} C$ is well defined, compact and hence $f_{1} * g_{1} \in \mathscr{S}(\mathbb{V})$.

Now the fact that $\mathscr{C}_{c}^{\infty}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right) \subset \mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$ is rather obvious. Moreover since we also have $\mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right) \subset L^{1}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$ then every continuous representation of $\mathbb{T}_{H} M$ extends continuously to $\mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$ and thus $\mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right) \subset C^{*}\left(\mathbb{T}_{H} M\right)$.
Corollary 2.6.1. The subalgebra $\mathscr{S}\left(\mathbb{R}^{*}, \mathscr{C}_{c}^{\infty}\left(M \times M, \Omega^{1 / 2}\right)\right)$ is an ideal of $\mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$.

### 2.3 The ideal J of Debord and Skandalis

In this section we introduce the analog of the ideal $\mathcal{J}(G)$ of Debord and Skandalis (see [15]) for $G=M \times M$ (although the idea directly generalizes to groupoids with filtered algebroid). Roughly speaking this ideal of $\mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$ corresponds, in the commutative case, to the functions that vanish at infinite order on the zero section of $T M$ seen as the zero fiber. In the noncommutative case we need to replace evaluation at zero by the trivial representation of the fiber. Elements of $\mathscr{S}\left(\mathbb{R}^{*}, \mathscr{C}_{c}^{\infty}\left(M \times M, \Omega^{1 / 2}\right)\right)$ already vanish with infinite order on $T_{H} M$ so they will satisfy this condition. Therefore we need to declare which functions of $\mathscr{S}(\mathbb{V})$ will be in the ideal for an exponential chart $\exp ^{\nabla, \psi}: \mathbb{U} \xrightarrow{\sim} \mathbb{V}$. Using the exponential map we can define the functions on the ideal working on $\mathbb{U}$. This allows us to use the Fourier transform $\mathcal{F}: \mathscr{S}\left(\mathfrak{t}_{H} M \times \mathbb{R}, \Omega^{1 / 2}\right) \xrightarrow{\sim} \mathscr{S}\left(\mathfrak{t}_{H} M^{*} \times \mathbb{R}\right)$. Now the trivial representation of a fiber corresponds to the evaluation at 0 for the Fourier transform ${ }^{4}$. Consequently we can reformulate vanishing on the trivial representation by the vanishing of the Fourier transform at zero.
Definition 2.7. Let $\exp ^{\nabla, \psi}: \mathbb{U} \xrightarrow{\sim} \mathbb{V}$ be an exponential chart for $\mathbb{T}_{H} M$. A function $f \in \mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$ written as $f=f_{0}+f_{1} \in \mathscr{S}(\mathbb{V})+\mathscr{S}\left(\mathbb{R}^{*}, \mathscr{C}_{c}^{\infty}\left(M \times M, \Omega^{1 / 2}\right)\right)$ is in the subspace $\mathcal{J}_{H}(M)$ if $\mathcal{F}\left(f \circ \exp ^{\nabla, \psi} \circ \Psi\right)$ vanishes at infinite order on the zero section of $\mathfrak{t}_{H} M^{*} \times \mathbb{R}$.
Proposition 2.8. A function $f=\left(f_{t}\right)_{t \in \mathbb{R}} \in \mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$ is in $\mathcal{J}_{H}(M)$ if and only if for every $g \in \mathscr{C}_{c}^{\infty}\left(M \times M, \Omega^{1 / 2}\right)$ the function $t \mapsto f_{t} * g$ extends to a function that belongs to $\mathscr{S}\left(\mathbb{R}^{*}, \mathscr{C}_{c}^{\infty}\left(M \times M, \Omega^{1 / 2}\right)\right)$.
Proof. Since $\mathscr{S}\left(\mathbb{R}^{*}, \mathscr{C}_{c}^{\infty}\left(M \times M, \Omega^{1 / 2}\right)\right)$ is an ideal we can assume that $f$ lies in an exponential chart

$$
\exp ^{\nabla, \psi} \circ \Psi: \mathbb{U} \xrightarrow{\sim} \mathbb{V} .
$$

Writing the Taylor series at 0 of $t \mapsto \mathcal{F}\left(f_{t} \circ \exp ^{\nabla, \psi} \circ \Psi\right)\left(x,{ }^{t} \mathrm{~d} \delta_{t} \eta\right)$ we see that every $t \mapsto f_{t} * g$ vanishes at order $k$ at $t=0$ if and only if the Taylor coefficients up to order $k$ vanish as well.

Remark 2.9. The proof actually shows that the functions $t \mapsto f_{t} * g$ have the same order of annulation as the one of the Fourier transform of $f$ in local charts.
Corollary 2.9.1. The set $\mathcal{J}_{H}(M)$ is a *-ideal of $\mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$.
Proof. This directly follows from the previous proposition and the fact that the subalgebra $\mathscr{S}\left(\mathbb{R}^{*}, \mathscr{C}_{c}^{\infty}\left(M \times M, \Omega^{1 / 2}\right)\right)$ is a ${ }^{*}$-ideal of $\mathscr{S}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$ itself.

[^3]
### 2.4 Pseudodifferential operators as integrals

We now adapt the main result of [15] to the non-commutative case. To prove that a certain distribution on $M \times M$ is a pseudodifferential operator we will want to find a quasi-homogeneous extension to $\mathbb{T}_{H} M$. This is not very natural however and the natural extension is exactly homogeneous. We thus need a global version of Taylor's lemma 1.30. Its proof is similar to the previous one that can be found in [35], this global version can be found in [1] (proposition 3.4).
Lemma 2.10 (Global Taylor's lemma). Let $\exp ^{\nabla, \psi}: \cup \xrightarrow{\sim} \mathbb{V} \subset \mathbb{T}_{H} M$ be an exponential neighborhood. Let $\mathbb{P} \in \mathbb{\psi}_{H}^{m}(M)$ with support in $\mathbb{V}$. There is a (unique) smooth function $v \in \mathscr{C}^{\infty}\left(\left(\mathfrak{t}_{H} M \times \mathbb{R}\right) \backslash(M \times\{(0,0)\})\right)$ such that:
i) $v$ is homogeneous of degree $m$ : $\forall \lambda>0, v\left(x,{ }^{t} \mathrm{~d} \delta_{\lambda}(\eta), t \lambda\right)=\lambda^{m} v(x, \eta, t)$.
ii) If $\chi \in \mathscr{C}_{c}^{\infty}\left(\mathfrak{t}_{H} M^{*} \times \mathbb{R}\right)$ equal to 1 in the neighborhood of the zero section, then the map:

$$
(x, \xi, t) \mapsto \exp ^{\nabla, \psi *} \mathbb{P}(x, \xi, t)-\int_{\eta \in \epsilon_{H, x} M^{*}} e^{\mathrm{i} \eta(\xi)}(1-\chi)(x, \eta, t) v(x, \eta, t)
$$

is a smooth section of $\Omega^{1}\left(\mathfrak{t}_{H} M\right)$ over $\mathfrak{t}_{H} M \times \mathbb{R}$. It has support included in $\mathfrak{t}_{H} M \times$ $[-T ; T]$ for some $T>0$, and all the derivatives w.r.t $x$ and $t$ are Schwartz in the $\xi$ direction uniformly in $x$ and $t$.

Conversely if a function $v$ satisfies $i$ ) then one can find $\mathbb{P} \in \mathbb{\psi}_{H}^{m}(M)$ such that ii) is satisfied.

Theorem 2.11. Let $m \in \mathbb{C}, f \in \mathcal{J}_{H}(M)$. The convolution operator by $\int_{0}^{+\infty} t^{-m} f_{t} \frac{\mathrm{~d} t}{t}$ on $M \times M$ corresponds to a pseudodifferential operator of order $m$ in the filtered calculus. Its principal symbol is given as an element of $\mathcal{K}^{m}\left(T_{H} M\right)$ by $\int_{0}^{+\infty} t^{-m} \delta_{t *} f_{0} \frac{\mathrm{~d} t}{t}$.
Proof. If $f \in \mathscr{S}\left(\mathbb{R}^{*}, \mathscr{C}_{c}^{\infty}\left(M \times M, \Omega^{1 / 2}\right)\right)$ then the integral converges absolutely. Proposition 2.8 then gives meaning to the integral $\int_{0}^{+\infty} t^{-m} f_{t} \frac{\mathrm{~d} t}{t}$ as a convolution operator. Moreover we can assume that $f$ is supported in an exponential chart and work on $\mathfrak{t}_{H} M \times \mathbb{R}$. Using the converse of Taylor's Lemma we need to find a homogeneous extension of the Fourier transform of the operator on $\mathbb{U}$ where $\mathbb{U} \xrightarrow{\sim} \mathbb{V}$ is the exponential neighborhood where $f$ is supported. We can rewrite the operator as

$$
\int_{0}^{+\infty} s^{-m} \alpha_{s *} f_{1} \frac{\mathrm{~d} s}{s}
$$

and thus consider the natural extension:

$$
\mathbb{P}_{t}:=\int_{0}^{+\infty} s^{-m} \alpha_{s *} f_{t} \frac{\mathrm{~d} s}{s}
$$

This extension is exactly homogeneous of degree $m$ for the push-forward by the zoom action. Since $\alpha$ restricts to $\delta$ on the zero fiber we obtain that $\mathbb{P}_{0}=\int_{0}^{+\infty} s^{-m} \delta_{s *} f_{0} \frac{\mathrm{~d} s}{s}$. In order to use Taylor's lemma we consider $f$ as a function in $\mathscr{S}(\mathbb{U})$, we now need to show
that the Fourier transform of $\mathbb{P}$ defines a smooth function. We have $f_{t} \in \mathscr{S}\left(\mathfrak{t}_{H} M\right)$ so its Fourier transform is well defined. Recall that under the exponential map, the zoom action on $\mathfrak{t}_{H} M \times \mathbb{R}$ becomes $\beta$ with:

$$
\beta_{\lambda}(x, \xi, t)=\left(x, \mathrm{~d} \delta_{\lambda}(\xi), \lambda^{-1} t\right)
$$

The action on $\mathfrak{t}_{H} M^{*} \times \mathbb{R}$ is then ${ }^{t} \beta$ where:

$$
{ }^{t} \beta_{\lambda}(x, \eta, t)=\left(x,{ }^{t} \mathrm{~d} \delta_{\lambda}(\eta), \lambda t\right)
$$

If $\mathcal{F}: \mathscr{S}\left(\mathfrak{t}_{H} M \times \mathbb{R}\right) \rightarrow \mathscr{S}\left(\mathfrak{t}_{H} M^{*} \times \mathbb{R}\right)$ denotes the Fourier transform in the $\mathfrak{t}_{H} M$ directions then we have:

$$
\mathcal{F} \circ \beta_{\lambda *}={ }^{t} \beta_{\lambda}^{*} \circ \mathcal{F}
$$

This result yields:

$$
\hat{\mathbb{P}}(x, \eta, t)=\int_{0}^{+\infty} s^{-m} \hat{f}_{t s}\left(x,{ }^{t} \mathrm{~d} \delta_{s}(\eta)\right) \frac{\mathrm{d} s}{s}
$$

Now $s \mapsto \hat{f}_{t s}\left(x,{ }^{t} \mathrm{~d} \delta_{s}(\eta)\right)$ is in $\mathscr{S}\left(\mathbb{R}_{+}^{*}\right)$ by assumption thus the integral converges (we can factor out a high enough power of $s$ to compensate for the $s^{-(m+1)}$ and get the convergence at 0 ). This convergence is uniform for $(x, \eta, t)$ in any compact subset of $\mathfrak{t}_{H} M^{*} \times \mathbb{R} \backslash(M \times\{0\})$. Therefore the function $\hat{\mathbb{P}}$ is smooth on $\mathfrak{t}_{H} M^{*} \times \mathbb{R} \backslash(M \times\{0\})$ and homogeneous by construction. Therefore the operator given by Taylor's lemma gives a quasi homogeneous extension to $\mathbb{P}_{1}$ (it is equal to $\mathbb{P}_{1}$ at $t=1$ modulo a smoothing operator).

Remark 2.12. We actually see that to obtain the convergence of the integral we only need $\hat{f}$ to vanish on the zero section at order superior or equal to $\Re(m)+1$. This will be useful later when using the factorisation lemma.

Lemma 2.13. Let $f_{0} \in \mathscr{S}\left(T_{H} M\right)$ such that $\hat{f}_{0}$ vanishes on $M \times\{0\}$ at order $k \in$ $\mathbb{N} \cup\{+\infty\}$, then there exists $f \in \mathscr{S}\left(\mathbb{T}_{H} M\right)$ such that, in an exponential chart, $\left(\hat{f}_{t}\right)_{t \in \mathbb{R}}$ vanishes on $M \times\{0\} \subset \mathfrak{t}_{H} M \times \mathbb{R}$ at order $k$ and $f_{0}=f(\cdot, 0)$.

Proof. Let us consider a function $\varphi \in \mathscr{C}_{c}^{\infty}\left(\mathfrak{t}_{H} M\right)$ such that $\varphi(x, 0)=1$ and $\lim _{t \rightarrow+\infty} \hat{\varphi}^{t} \mathrm{~d} \delta_{t}=$ $\delta_{M}$ where $\delta_{M}$ is the distribution corresponding to integrating along the zero section of $\mathfrak{t}_{H} M$ (it corresponds to the Dirac distribution at zero on each fiber of $\mathfrak{t}_{H} M$ ). Then we set:

$$
\tilde{f}(x, \xi, t)=f_{0}(x, \xi) \varphi\left(x, \mathrm{~d} \delta_{t}(\xi)\right)
$$

We have $\widehat{\tilde{f}}_{t}(x, \eta)=\widehat{f_{0}}(x, \eta) *_{a b} \varphi\left(x,{ }^{t} \mathrm{~d} \delta_{t^{-1}}(\eta)\right)$ where $*_{a b}$ is the convolution product on $\mathfrak{t}_{H}^{*} M$ seen as a bundle of abelian groups and we obtain the vanishing of $\hat{\tilde{f}}$ at the right order. However the function $\tilde{f}$ is not in the Schwartz class as $\tilde{f}(x, 0, t)=f_{0}(x, 0)$ is constant in $t$ hence not rapidly decreasing in general. This can be corrected by multiplying $\tilde{f}$ by a cutoff function $\chi \in \mathscr{C}_{c}^{\infty}(\mathbb{R})$ that is constant equal to 1 in a neighborhood of 0 .

Proposition 2.14. Every pseudodifferential operator can be written as in theorem 2.11: if $P \in \Psi_{H}^{m}(M)$ there exists $f \in \mathcal{J}_{H}(M)$ such that

$$
P=\int_{0}^{+\infty} t^{-m} f_{t} \frac{\mathrm{~d} t}{t}
$$

Proof. The result is trivial if $P \in \mathscr{C}_{c}^{\infty}\left(M \times M, \Omega^{1 / 2}\right)$. If $P$ is a pseudodifferential operator of order $m$ then let $\sigma^{m}(P) \in \Sigma^{m}\left(T_{H} M\right)$ be its principal symbol, its associated full symbol $v \in \mathscr{C}^{\infty}\left(\mathfrak{t}_{H} M^{*} \backslash(M \times\{0\})\right.$ obtained by 2.10 is homogeneous of order $m$ and can thus be written as $\int_{0}^{+\infty} t^{-m} \delta_{t}^{*} \hat{f}_{0} \frac{\mathrm{~d} t}{t}$ for a function $f_{0} \in \mathscr{S}_{0}\left(\mathbb{T}_{H} M, \Omega^{1 / 2}\right)$. We then use lemma 2.13 to extend $f_{0}$ to a function $f \in \mathcal{J}_{H}(M)$. Then $P$ and $P_{f}:=\int_{0}^{+\infty} t^{-m} f_{t} \frac{\mathrm{~d} t}{t}$ have the same principal symbol and thus belong to $\Psi_{H}^{m-1}(M)$. We then iterate the argument and approach $P$ with an asymptotic series ${ }^{5}$.

Lemma 2.15. Let $f, g \in \mathcal{J}_{H}(M)$ then $u \mapsto\left(f_{t} * g_{t u}\right)_{t \in \mathbb{R}} \in \mathscr{S}\left(\mathbb{R}_{+}^{*}, \mathcal{J}_{H}(M)\right)$.
Proof. This is the same type of reasoning as in 2.8 but applied to the groupoid $\mathbb{T}_{H} M$ instead of $M \times M$ (recall our contruction is valid for an arbitraty groupoid). Here $\mathbb{T}_{H} M$ has its algebroid naturally filtered by the filtration on $T M$ and on $\mathfrak{t}_{H} M$ (the $j$-th stratum of $\mathfrak{t}_{H} M$ is $\bigoplus_{i=1}^{j} H^{i} / H^{i-1}$ ).

Proposition 2.16. Let $f=\left(f_{t}\right)_{t \in \mathbb{R}} \in \mathcal{J}_{H}(M)$ and $P \in \Psi_{H}^{s}(M)$ with $\Re(s) \leq 0$, then $\left(f_{t} * P\right)_{t \in \mathbb{R}^{*}}$ extends to an element of $\mathcal{J}_{H}(G)$. Moreover its value at $t=0$ is $f_{0} * \sigma^{s}(P)$ with $\sigma^{s}(P) \in \mathcal{K}^{s}\left(T_{H} M\right)$ seen as a multiplier of $\mathscr{S}_{0}\left(T_{H} M\right)$.

Proof. Write $P$ as an integral $\int_{0}^{+\infty} g_{t} \frac{\mathrm{~d} t}{t}$ then use the previous lemma with $f$ and $g$.

### 2.5 Completion and crossed product of the pseudodifferential algebra

We now consider the $C^{*}$-completion of the previous algebras. From now on we restrict the tangent groupoid over $\mathbb{R}_{+}$and denote it by

$$
\mathbb{T}_{H}^{+} M:=\mathbb{T}_{H} M_{\mid M \times \mathbb{R}_{+}} .
$$

We also denote by $\mathcal{J}_{H}^{+}(M)$ the space of restriction of functions in $\mathcal{J}_{H}(M)$ to $\mathbb{T}_{H}^{+} M$. The respective completions of the algebras $\mathscr{S}\left(\mathbb{T}_{H}^{+} M, \Omega^{1 / 2}\right), \mathcal{J}_{H}^{+}(M)$ and $\mathscr{S}\left(\mathbb{R}_{+}^{*}, \mathscr{C}_{c}^{\infty}\left(M \times M, \Omega^{1 / 2}\right)\right.$ are the $C^{*}$-algebras $C^{*}\left(\mathbb{T}_{H}^{+} M\right), C_{0}^{*}\left(\mathbb{T}_{H}^{+} M\right)$ and $\mathscr{C}_{0}\left(\mathbb{R}_{+}^{*}, \mathcal{K}\left(L^{2}(M)\right)\right)$. They sit in the obvious exact sequences ${ }^{6}$

$$
0 \longrightarrow \mathscr{C}_{0}\left(\mathbb{R}_{+}^{*}, \mathcal{K}\left(L^{2}(M)\right)\right) \longrightarrow C_{(0)}^{*}\left(\mathbb{T}_{H}^{+} M\right) \longrightarrow C_{(0)}^{*}\left(T_{H} M\right) \longrightarrow 0
$$

We also denote by $\Psi_{H}^{*}(M)$ the $C^{*}$-completion of $\Psi_{H}^{0}(M)$.
Proposition 2.17. Let $P \in \Psi_{H}^{0}(M)$, the action of on $\mathcal{J}_{H}^{+}(M)$ defined in proposition 2.16 extends to a multiplier of $C_{0}^{*}\left(\mathbb{T}_{H} M^{+}\right)$. Moreover the resulting morphism $\Psi_{H}^{0}(M) \rightarrow$ $\mathcal{M}\left(C_{0}^{*}\left(\mathbb{T}_{H} M^{+}\right)\right)$is continuous and if moreover $P \in \Psi_{H}^{-1}(M)$, then it preserves the ideal $\mathscr{C}_{0}\left(\mathbb{R}_{+}^{*}, \mathcal{K}\left(L^{2}(M)\right)\right)$.

[^4]Proof. Recall that $C_{0}^{*}\left(\mathbb{T}_{H}^{+} M\right)$ is a continuous field of $C^{*}$-algebras over $\mathbb{R}_{+}$with fiber at $t \neq 0$ equal to $\mathcal{K}\left(L^{2}(M)\right)=C^{*}(M \times M)$ and its fiber at $t=0$ is $C_{0}^{*}\left(T_{H} M\right)$. We thus have for each $t \neq 0,\left\|(P * f)_{t}\right\|=\|P\|_{\Psi^{*}}\left\|f_{t}\right\|$ and $\left\|(P * f)_{0}\right\| \leq\|\sigma(P)\|\left\|f_{0}\right\| \leq\|P\|_{\Psi^{*}}$. Here $\|\cdot\|_{\Psi^{*}}$ denotes the norm of $\Psi_{H}^{*}(M)$, i.e. the norm of the operator $P * \operatorname{acting}$ on $L^{2}(M)$. The last inequality follows from the continuity of the principal symbol map. From these inequalities it follows that:

$$
\forall f \in \mathcal{J}_{H}^{+}(M),\|P * f\| \leq\|P\|_{\Psi^{*}}\|f\|
$$

Therefore the operator $\left(f_{t}\right)_{t \geq 0} \mapsto\left(P * f_{t}\right)_{t \geq 0}$ extends continuously to an operator on $C_{0}^{*}\left(\mathbb{T}_{H} M\right)$. The morphism $\Psi_{H}^{0}(M) \rightarrow \mathcal{M}\left(C_{0}^{*}\left(\mathbb{T}_{H} M\right)\right)$ is continuous and extends to

$$
\Psi_{H}^{*}(M) \rightarrow \mathcal{M}\left(C_{0}^{*}\left(\mathbb{T}_{H} M\right)\right) .
$$

The last statement follows from the fact that the restriction of $P * f$ to the zero fiber is given by the action of the principal symbol (of order 0 ) of $P$ on $f_{0}$. This action is thus zero if $P \in \Psi_{H}^{-1}(M)$.
Remark 2.18. More precisely if $P \in \Psi_{H}^{-1}(M)$ and $f \in \mathcal{J}_{H}^{+}(M)$ then one can prove that $P * f \in \mathscr{S}\left(\mathbb{R}_{+}^{*}, \mathscr{C}_{c}^{\infty}\left(M \times M, \Omega^{1 / 2}\right)\right)$.

Let $\Delta \in \Psi_{H}^{q}(M)$ be a positive Rockland differential operator (for some even $q>0$ ). Using theorem 2.2 we have a continuous family of operators $\Delta^{\mathrm{it} / q} \in \Psi_{H}^{\mathrm{it}( }(M)$. These operators act on $\mathcal{J}_{H}^{+}(M)$ as the order zero operators. Analogously to the previous proposition, this action extends to unitary multipliers of $C_{0}^{*}\left(\mathbb{T}_{H} M^{+}\right)$. The operators also give an $\mathbb{R}$-action on $\Psi_{H}^{*}(M)$ with $\operatorname{Ad}\left(\Delta^{\mathrm{it} / q}\right)$. We thus get a ${ }^{*}$-homomorphism:

$$
\Phi: \Psi_{H}^{*}(M) \rtimes \mathbb{R} \rightarrow C_{0}^{*}\left(\mathbb{T}_{H}^{+} M\right)
$$

Theorem 2.19. The morphism $\Phi$ preserves the respective exact sequences of $\Psi_{H}^{*}(M)$ and $C_{0}^{*}\left(\mathbb{T}_{H} M^{+}\right)$, i.e. there is a commutative diagram:


Here $\Phi_{0}: \Sigma(G) \rtimes \mathbb{R} \rightarrow C_{0}^{*}\left(T_{H} M\right)$ is the isomorphism of the previous section. In particular $\Phi$ is an isomorphism.

Proof. This is a direct consequence of the previous proposition. The fact that the crossed product is trivial on the ideal in the first row is because each $\Delta^{\mathrm{it} / q}$ extends to a multiplier of $\mathcal{K}\left(L^{2}(M)\right)=\overline{\Psi_{H}^{-1}(M)}$. The fact that $\Phi_{0}$ is the isomorphism of the previous section is deduced from proposition 2.16. The fact that $\Phi$ is an isomorphism follows from the short five lemma.

From this result we can state another one similar to Debord and Skandalis original approach:

Corollary 2.19.1. There is a canonical bimodule yielding a Morita equivalence between the algebras $\Psi_{H}^{*}(M)$ and $C_{0}^{*}\left(\mathbb{T}_{H} M\right) \rtimes_{\alpha} \mathbb{R}_{+}^{*}$ preserving their respective exact sequences.

Proof. The zoom action $\alpha$ is dual to the one defined with $\left(\Delta^{\mathrm{it} / q}\right)_{t \in \mathbb{R}}$ thus this is just an application of Takai duality.

This result allows for some index theoretic consequences:
Proposition 2.20. Let $(M, H)$ be a (compact) filtered manifold then the algebras of symbols $\Sigma\left(T_{H} M\right)$ and $\Sigma(T M)$ are KK-equivalent. The pseudodifferential algebras $\Psi_{H}^{*}(M)$ and $\Psi^{*}(M)$ are KK-equivalent as well.

Proof. We use the last corollary to get a Morita equivalence

$$
\Sigma\left(T_{H} M\right) \sim_{\text {mor }} C_{0}^{*}\left(T_{H} M\right) \rtimes \mathbb{R}_{+}^{*} .
$$

The same goes in the commutative case with $\Sigma(T M) \sim_{\text {mor }} C_{0}^{*}(T M) \rtimes \mathbb{R}_{+}^{*}$ (which is just the isomorphism $\left.\mathscr{C}_{0}\left(\mathbb{S}^{*} M\right) \cong \mathscr{C}_{0}\left(T^{*} M \backslash 0\right) \rtimes \mathbb{R}_{+}^{*}\right)$. Now we can use the ConnesThom isomorphism for both groups bundles $T_{H} M$ and $T M$ to get a KK-equivalence $C^{*}(T M) \sim_{K K} C^{*}\left(T_{H} M\right)$ which restricts to the kernels of trivial representations in a $\mathbb{R}_{+}^{*}$-equivariant way, we thus get $C_{0}^{*}(T M) \sim_{K K^{\mathbb{R}}+} C_{0}^{*}\left(T_{H} M\right)$ and thus the desired KKequivalence by composition (remember a Morita equivalence induces a KK-equivalence).

For the pseudodifferential algebras we also use the Morita equivalence $\Psi_{H}^{*}(M) \sim_{\text {mor }}$ $C_{0}^{*}\left(\mathbb{T}_{H}^{+} M\right)$. We now need to show a KK-equivalence:

$$
C_{0}^{*}\left(\mathbb{T}_{H}^{+} M\right) \sim_{K K} C_{0}^{*}\left(\mathbb{T}^{+} M\right) .
$$

Using the (classical) adiabatic groupoid of $\mathbb{T}_{H} M^{7}$ and restricting it over $[0 ; 1]^{2}$, we obtain a groupoid $\mathbb{G} \rightrightarrows M \times[0 ; 1]^{2}$. It has the following restrictions with coordinates $(s, t) \in[0 ; 1]^{2}$ :

- the restriction to a fiber for $s \neq 0$ of $\mathbb{G}$ is $\mathbb{T}_{H} M_{[0 ; 1]}$
- the restriction to the fiber $s=0$ of $\mathbb{G}$ is $T M \times[0 ; 1]$ (after a choice of splitting for $\left.\mathfrak{t}_{H} M\right)$.
- the restriction to a fiber for $t \neq 0$ of $\mathbb{G}$ is $\mathbb{T} M_{[0 ; 1]}$
- the restriction to the fiber $t=0$ of $\mathbb{G}$ is $T_{H} M_{\mid[0 ; 1]}^{a d}$

Now using the $K K$-equivalences obtained by the exact sequences induces by the row and columns of the square we get the KK-equivalences:

$$
\begin{aligned}
C^{*}\left(\mathbb{T}_{H} M_{[0 ; 1]}\right) & \sim C^{*}(T M \times[0 ; 1]) \\
& \sim C^{*}(T M) \\
& \sim C^{*}\left(T_{H} M_{[[0 ; 1]}^{a d}\right) \\
& \sim C^{*}\left(\mathbb{T} M_{[0 ; 1]}\right)
\end{aligned}
$$

Now this KK-equivalence commutes with the evaluation maps on the same fiber and thus restricts to a KK-equivalence between the groupoid algebras $C^{*}\left(\mathbb{T}_{H} M_{[0 ; 1)}\right)$ and $C^{*}\left(\mathbb{T} M_{[0 ; 1)}\right)$. We can now use a homeomorphism between $[0 ; 1)$ and $\mathbb{R}_{+}$to get a KKequivalence $C^{*}\left(\mathbb{T}_{H}^{+} M\right) \sim C^{*}\left(\mathbb{T}^{+} M\right)$. By construction this equivalence restricts to a KKequivalence between $C_{0}^{*}\left(\mathbb{T}_{H}^{+} M\right)$ and $C_{0}^{*}\left(\mathbb{T}^{+} M\right)^{8}$ in an $\mathbb{R}_{+}^{*}$ equivariant way. We thus obtain

[^5]the KK-equivalence between their crossed products $C_{0}^{*}\left(\mathbb{T}_{H}^{+} M\right) \rtimes \mathbb{R}_{+}^{*}$ and $C_{0}^{*}\left(\mathbb{T}^{+} M\right) \rtimes \mathbb{R}_{+}^{*}$ and thus between $\Psi_{H}^{*}(M)$ and $\Psi^{*}(M)$.

Roughly speaking, the last proposition shows that one could not hope to obtain further index theoretic invariants from the filtered calculus, other than the ones that could previously be obtained from the classical pseudodifferential calculus. This however does not help when one wants to compute the index of an actual operator. In this the difficulty lies in computing the inverse of the Connes-Thom isomorphism that was used here (see [3, 29]).

## References

[1] Iakovos Androulidakis, Omar Mohsen, and Robert Yuncken. A pseudodifferential calculus for maximally hypoelliptic operators and the helffer-nourrigat conjecture, 2022.
[2] Iakovos Androulidakis and Georges Skandalis. The holonomy groupoid of a singular foliation. J. Reine Angew. Math., 626:1-37, 2009.
[3] Paul F. Baum and Erik van Erp. K-homology and index theory on contact manifolds. Acta Math., 213(1):1-48, 2014.
[4] Richard Beals and Peter Greiner. Calculus on Heisenberg Manifolds. Annals of Mathematics Studies. Princeton University Press, 1988.
[5] Ingrid Beltiţă, Daniel Beltiţă, and Jean Ludwig. Fourier transforms of $C^{*}$-algebras of nilpotent Lie groups. Int. Math. Res. Not. IMRN, (3):677-714, 2017.
[6] Paulo Carrillo Rouse. A Schwartz type algebra for the tangent groupoid. In K-theory and noncommutative geometry, EMS Ser. Congr. Rep., pages 181-199. Eur. Math. Soc., Zürich, 2008.
[7] Woocheol Choi and Raphaël Ponge. Tangent maps and tangent groupoid for carnot manifolds. Differential Geometry and its Applications, 62:136-183, Feb 2019.
[8] Michael Christ, Daryl Geller, Paweł Głowacki, and Larry Polin. Pseudodifferential operators on groups with dilations. Duke Mathematical Journal, 68(1):31-65, 1992.
[9] A. Connes and H. Moscovici. The local index formula in noncommutative geometry. Geom. Funct. Anal., 5(2):174-243, 1995.
[10] Alain Connes. Noncommutative Geometry. Elsevier Science, 1994.
[11] Lawrence J. Corwin and Frederick P. Greenleaf. Representations of nilpotent Lie groups and their applications. Part I, volume 18 of Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 1990. Basic theory and examples.
[12] Shantanu Dave and Stefan Haller. The heat asymptotics on filtered manifolds. J. Geom. Anal., 30(1):337-389, 2020.
[13] Shantanu Dave and Stefan Haller. Graded hypoellipticity of BGG sequences. Ann. Global Anal. Geom., 62(4):721-789, 2022.
[14] Claire Debord. Holonomy groupoids of singular foliations. J. Differential Geom., 58(3):467-500, 2001.
[15] Claire Debord and Georges Skandalis. Adiabatic groupoid, crossed product by $\mathbb{R}_{+}^{*}$ and pseudodifferential calculus. Advances in Mathematics, 257:66-91, 2014.
[16] Claire Debord and Georges Skandalis. Lie groupoids, pseudodifferential calculus, and index theory. In Advances in noncommutative geometry, pages 245-289. Springer, Cham, 2019.
[17] Charles Epstein and Richard Melrose. The Heisenberg algebra, index theory and homology. Unpublished manuscript, available at https://math.mit.edu/~rbm/book. html.
[18] Eske Ewert. Pseudodifferential operators on filtered manifolds as generalized fixed points. J. Noncommut. Geom., 17(1):333-383, 2023.
[19] Clotilde Fermanian-Kammerer and Véronique Fischer. Defect measures on graded Lie groups. Ann. Sc. Norm. Super. Pisa Cl. Sci. (5), 21:207-291, 2020.
[20] G. B. Folland and E. M. Stein. Estimates for the $\bar{\partial}_{b}$ complex and analysis on the heisenberg group. Communications on Pure and Applied Mathematics, 27(4):429522, 1974.
[21] Gerald B. Folland and Elias M. Stein. Hardy spaces on homogeneous groups, volume 28 of Mathematical Notes. Princeton University Press, Princeton, N.J.; University of Tokyo Press, Tokyo, 1982.
[22] Bernard Helffer and Jean Nourrigat. Hypoellipticité maximale pour des opérateurs polynômes de champs de vecteurs. C. R. Acad. Sci. Paris Sér. A-B, 289(16):A775A778, 1979.
[23] Michel Hilsum and Georges Skandalis. Morphismes $K$-orientés d'espaces de feuilles et fonctorialité en théorie de Kasparov (d'après une conjecture d'A. Connes). Ann. Sci. École Norm. Sup. (4), 20(3):325-390, 1987.
[24] A. A. Kirillov. Lectures on the orbit method, volume 64 of Graduate Studies in Mathematics. American Mathematical Society, Providence, RI, 2004.
[25] N. P. Landsman and B. Ramazan. Quantization of Poisson algebras associated to Lie algebroids. In Groupoids in analysis, geometry, and physics (Boulder, CO, 1999), volume 282 of Contemp. Math., pages 159-192. Amer. Math. Soc., Providence, RI, 2001.
[26] Jean-Marie Lescure, Dominique Manchon, and Stéphane Vassout. About the convolution of distributions on groupoids. Journal of Noncommutative Geometry, 11(2):757789, 2017.
[27] Ronald L. Lipsman and Jonathan Rosenberg. The behavior of Fourier transforms for nilpotent Lie groups. Trans. Amer. Math. Soc., 348(3):1031-1050, 1996.
[28] Omar Mohsen. On the deformation groupoid of the inhomogeneous pseudodifferential calculus. Bull. Lond. Math. Soc., 53(2):575-592, 2021.
[29] Omar Mohsen. Index theorem for inhomogeneous hypoelliptic differential operators. Münster J. Math., 15(2):305-331, 2022.
[30] May Nilsen. $C^{*}$-bundles and $C_{0}(X)$-algebras. Indiana Univ. Math. J., 45(2):463-477, 1996.
[31] Victor Nistor. Groupoids and the integration of lie algebroids. Journal of the Mathematical Society of Japan, 52(4):847-868, 2000.
[32] Niels Vigand Pedersen. Geometric quantization and the universal enveloping algebra of a nilpotent Lie group. Trans. Amer. Math. Soc., 315(2):511-563, 1989.
[33] L. Pukanszky. Unitary representations of solvable Lie groups. Ann. Sci. École Norm. Sup. (4), 4:457-608, 1971.
[34] Charles Rockland. Hypoellipticity on the Heisenberg group-representation-theoretic criteria. Trans. Amer. Math. Soc., 240:1-52, 1978.
[35] Michael E. Taylor. Noncommutative microlocal analysis. I. Mem. Amer. Math. Soc., 52(313):iv+182, 1984.
[36] Erik van Erp and Robert Yuncken. On the tangent groupoid of a filtered manifold. Bulletin of the London Mathematical Society, 49(6):1000-1012, Oct 2017.
[37] Erik van Erp and Robert Yuncken. A groupoid approach to pseudodifferential operators. Journal für die reine und angewandte Mathematik, 756(6):151-182, Nov 2019.


[^0]:    ${ }^{1}$ Or a locally trivial bundle of graded Lie groups.

[^1]:    ${ }^{2}$ This means that for every $j, \psi_{I^{j} / H^{j-1}} \rightarrow H^{j}$ is a section of the quotient map.

[^2]:    ${ }^{3}$ This means that taking the pullback by $\alpha_{\lambda}$ scales the measure by a factor $\lambda^{-d_{H}}$ where $d_{H}$ is the homogeneous dimension of $M$.

[^3]:    ${ }^{4}$ Here we use the scalar Fourier transform. In the non-commutative setup a representation valued Fourier transform is often more suitable, see [27, 19]. However, since we are only interested in the trivial representation (which corresponds to a single point through the orbit method) the scalar valued transform is more manageable.

[^4]:    ${ }^{5}$ Recall from [37] that the pseudodifferential filtered calculus is asymptotically complete.
    ${ }^{6}$ The (0) means that the sequences are exact with or without the 0.

[^5]:    ${ }^{7}$ One could also use the filtered adiabatic groupoid of $\mathbb{T} M$ for the filtration given by the $H^{i} \times \mathbb{R}$. This results in an isomorphic groupoid under the flip of coordinates $(s, t) \mapsto(t, s)$ on $\mathbb{R}^{2}$.
    ${ }^{8}$ The same exact sequences used to obtain the KK-equivalences can be written for the $C_{0}^{*}$ algebras.

