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ABSTRACT
It has been well-established that the topography around conical intersections between excited electronic states is incorrectly described by
coupled cluster and many other single reference theories (the intersections are “defective”). Despite this, we show both analytically and
numerically that the geometric phase effect (GPE) is correctly reproduced upon traversing a path around a defective excited-state conical
intersection (CI) in coupled cluster theory. The theoretical analysis is carried out by using a non-Hermitian generalization of the linear
vibronic coupling approach. Interestingly, the approach qualitatively explains the characteristic (incorrect) shape of the defective CIs and CI
seams. Moreover, the validity of the approach and the presence of the GPE indicate that defective CIs are local (and not global) artifacts. This
implies that a sufficiently accurate coupled cluster method could predict nuclear dynamics, including geometric phase effects, as long as the
nuclear wavepacket never gets too close to the conical intersections.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0151856

I. INTRODUCTION

Coupled cluster (CC) theory1 can be a highly accurate elec-
tronic structure method, but it has well-known shortcomings for
nonadiabatic dynamics. As a single reference method, it necessar-
ily breaks down at conical intersections between the ground state
and the first excited electronic state.2 However, CC methods can
also fail to describe the potential energy surfaces near intersections
between excited states.3 This is because the description of electronic
same-symmetry degeneracies in CC theory is flawed and has a num-
ber of well-known non-physical artifacts4–7 that can only be fully
removed by modifying the standard CC equations.8,9 One such arti-
fact is that conical intersections (CIs), normally characterized by a
single point of degeneracy, are replaced by an ellipse of degeneracy,
which encloses a domain of complex energies. As a consequence,
the corresponding CI seam in nuclear configuration space is qual-
itatively different, both in shape and dimensionality. For instance,
the intersection seam is a tube instead of a curve for triatomic
molecules.6

Traversing around a CI can lead to a Berry phase10 or geomet-
ric phase11–13 effect (GPE), which can sometimes have a profound
impact on the dynamics of the molecular system.11,12 Combining
this fact with the qualitative change of intersection seams in CC the-
ory raises a fundamental question that has not been addressed in
the literature,4–7 namely, whether traversal around a defective seam

still reproduces the expected GPE. The question is not a trivial one,
as the presence of multiple CIs is known to alter both the presence
and the impact of the GPE, fundamentally affecting, for example, the
vibronic level structure of e⊗ E Jahn–Teller systems.14–24 As such,
the impact of traversing a closed loop containing an infinite number
of degeneracy points instead of a single point of degeneracy requires
careful consideration.

One well-established approach for analyzing the GPE is to
expand the Hamiltonian matrix up to leading (i.e., linear) order in
the vicinity of the CI.12,13,22 By traversing a closed path around the
intersection, one can easily show that the corresponding eigenvec-
tors change sign upon a full rotation about the CI. As will be shown
in the present work, this approach lends itself to a generalization
to the non-Hermitian Hamiltonian matrices found in CC theory. A
similar generalization has been considered for dissipative systems.25

From this generalization, we demonstrate that the GPE is correctly
reproduced in CC theory, implying that defective CIs are local arti-
facts that need not have a detrimental effect on molecular dynamics
far away from defective seams. When viewed from afar, defective
seams are indistinguishable from non-defective seams.

Not only does the linear-order expansion approach give an
explanation for the GPE, it also explains known qualitative char-
acteristics of defective CIs and CI seams; in particular, it can
be shown to explain the tube-like shape of the seam and the
“square-root like” shape5,7 of the potential energy surfaces (PESs)
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close to the defect. Another interesting implication is that one can
construct a (linear) vibronic coupling Hamiltonian from within
the defect and subsequently correct it by imposing a shift on the
anti-Hermitian component of the matrix.

This paper is organized as follows. First, we provide an
overview of defective CIs (Sec. II). Then we introduce a convenient
parametrization of the Hamiltonian (Sec. III) and apply it to explain
the seam topography (Sec. IV), the presence of the GPE (Sec. V),
as well as the PES topography in planes orthogonal to the seam
(Sec. VI).

II. DEFECTIVE CI SEAMS: AN OVERVIEW
In CC theory, several features of two-state degeneracies can be

understood4–6 by considering a general real non-Hermitian 2-by-2
Hamiltonian matrix,

H =
⎛
⎜
⎝

H11 H12

H21 H22

⎞
⎟
⎠

, (1)

and asking what must happen for its eigenvalues to become
degenerate. The eigenvalues are given by

E± =
H11 +H22

2
±

1
2

√

(H22 −H11)
2
+ 4H12H21. (2)

Before considering the degeneracy, note that since H is non-
Hermitian, H12H21 is able to take on negative values, allowing
the term under the square-root to become negative. In this case,
E± forms a complex conjugate pair of complex eigenvalues. As a
consequence, intersections in CC theory are often plagued by non-
physical complex energies in the vicinity of near-degeneracies.3,5

Additional complications appear at the degeracy itself. When
E+ = E−, H becomes non-diagonalizable or defective. In other words,
the electronic states (the eigenvectors of H) collapse onto each other
as one approaches the intersection, becoming exactly parallel at the
point of degeneracy. Furthermore, the CI seam, defined as the sub-
space of internal vibrational coordinate space for which E+ = E−,

FIG. 1. Intersection seams in coupled cluster theory (N = 3). The intersection seam
appears to be a curve (dimension N-2) from a distance, but up close, it is seen to
be a tube (dimension N-1) with degenerate eigenvalues on the surface.

does not have the correct dimensionality. In fact, whereas Hermi-
tian methods produce degeneracy when two conditions are met,26,27

non-Hermitian methods produce it when only one condition is
met,4,6

(H22 −H11)
2
+ 4H12H21 = 0⋅ (3)

This manifests itself as a defective (N-1)-dimensional intersec-
tion tube or cylinder that is folded about a space of dimension N-2,
where N is the number of internal coordinates (see Fig. 1). These
defective seams persist as long as H remains non-diagonalizable,
vanishing if and only if the matrix is everywhere diagonalizable in
a region containing the CI seam.6 In CC theory, the Hamiltonian is
guaranteed to be diagonalizable at different-symmetry intersections
and, of course, in the exact full CC (or full CI) limit.

III. PARAMETERIZING THE HAMILTONIAN
We begin with a useful parameterization of the Hamiltonian

matrix H:

H = vI +Hc =
⎛
⎜
⎝

v 0

0 v

⎞
⎟
⎠
+
⎛
⎜
⎝

w h + a

h − a −w

⎞
⎟
⎠

, (4)

where I is the identity, Hc is the coupling matrix, and

v =
1
2
(H11 +H22),

w =
1
2
(H11 −H22),

h =
1
2
(H12 +H21),

a =
1
2
(H12 −H21).

(5)

FIG. 2. Eigenvalue regions in Hamiltonian parameter space. The double-cone
described by w2 + h2 = a2 divides the eigenvalues into three regions: imaginary,
zero, and real non-zero. The surface of the cone corresponds to a defective
(non-diagonalizable) coupling matrix (except at the origin).
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In what follows, we will refer to v and w as the diagonal potential and
the diagonal coupling, respectively, and to h and a as the Hermitian
and anti-Hermitian coupling, respectively. Of special interest to us
are the eigenvectors of H, which are independent of v and identical
to the eigenvectors of Hc. Hence, we restrict our attention to Hc,
keeping in mind that v only produces a shift in the eigenvalues of Hc
compared to the eigenvalues of the full matrix H.

The eigenvalues of Hc are given as

λ± = ±
√

w2
+ h2
− a2, (6)

and they are either real, zero, or purely imaginary,

λ±

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

∈ R w2
+ h2
> a2,

= 0 w2
+ h2
= a2,

∈ C w2
+ h2
< a2.

(7)

Note in particular that the eigenvalues are real only when
the coupling matrix is predominantly Hermitian, that is, when
w2
+ h2
> a2. This provides a useful geometrical picture, separat-

ing the different regions in terms of points in the Hamiltonian
parameter space (see Fig. 2).

IV. DEFECTIVE CI SEAMS: TOPOGRAPHY
Interestingly, the above-mentioned parametrization of the

Hamiltonian sheds light on the topography of defective CIs. Con-
sider a plane in internal coordinate space that bisects an intersection
seam in the full CC limit [see Fig. 3(a)]. For sufficiently small dis-
placements away from the seam, the map from internal coordinates
to Hamiltonian parameters is linear and, therefore, results in a corre-
sponding plane in Hamiltonian parameter space. In the exact limit,
where Hc is diagonalizable, this plane passes through the origin;
otherwise, it would not be diagonalizable. However, when approx-
imations are introduced, the plane may miss the origin and instead
bisect the double-cone [see Fig. 3(b)]. In this case, we obtain an
elliptic boundary in parameter space that encloses a region with
imaginary eigenvalues. We can thus conclude that, in the limit of
small enough displacements, the plane bisecting the seam in inter-
nal coordinates must also form an elliptic boundary, as the map
from nuclear to parameter space (and back) is approximately lin-
ear. This explains the defective seam’s characteristic tube-like shape
and elliptical cross-section.

In the literature, the shape of the seam has been understood
by noting that the (N-1)-dimensional subspace must fold in on
itself in order to converge, in the full CC limit, to the correct

FIG. 3. Plane in internal coordinate space mapped to a plane in Hamiltonian parameter space. We consider small displacements away from the seam, where the map is
linear, transforming a plane into a plane. On the left (a), we show the mapping for an everywhere diagonalizable Hc, where the plane passes through the origin in parameter
space. On the right (b), the same mapping for a Hc that is not everywhere diagonalizable, where the plane bisects the cone and leads to a tube-like intersection in the
internal coordinate space.
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(N-2)-dimensional seam.6 However, this argument does not show
that the seam is expected to be a tube. What this section shows
is that a tube-like seam is indeed the shape obtained under the
assumption of linear mapping from internal coordinates to Hamil-
tonian parameters in the vicinity of the CI seam.

The Hamiltonian parameter space also provides a perspective
on the similarity constrained CC (SCC) methods introduced by
Kjønstad and Koch.8,9 In the SCC method, the electronic states are
required to be orthogonal with respect to a positive-definite met-
ric, implying a diagonalizable Hc. This restricts the space of possible
Hamiltonians to the outside of the defective double-cone; in other
words, the SCC methods effectively shift planes that bisect the cone
to planes that pass through the origin (see Fig. 4). As we have already
noted, such a shift can also be imposed in a linear vibronic coupling
context by appropriately shifting the anti-Hermitian component of
the Hamiltonian matrix.

V. GEOMETRIC PHASE
A. Theory

In the adiabatic picture, traversing around a CI seam can be
shown to flip the sign of the electronic wave function upon a full
rotation. This feature, known as the geometric phase effect or GPE,
is a special case of a Berry phase.10 As first recognized by Longuet-
Higgins,14,28 a geometric phase implies the existence of at least one
point of degeneracy on the surface enclosed by the path. However,
the existence of a degeneracy does not imply the existence of a
geometric phase. For instance, if the path encloses an even num-
ber of degeneracies, there is no geometric phase. This raises the
question of whether we should expect a GPE for a path that sur-
rounds a defective intersection, such as the one shown in Fig. 1. The
aspect that makes this question non-trivial is that such a path would
enclose an infinite number of points of degeneracy (the surface of
the tube).

Consider a path surrounding the defective seam in internal
coordinate space. Assuming linearity (as discussed in Sec. IV), this
path will map to a path surrounding the double-cone in Hamiltonian
parameter space, as shown in Fig. 4. To figure out whether there is
a geometric phase, we need only consider the eigenvectors along a
path that encloses the cone in parameter space.

The eigenvectors of Hc, should they exist, can be expressed (up
to phase and normalization N±) as

v± = N±
⎛
⎜
⎝

λ± − w

a − h

⎞
⎟
⎠

, Hc ≠ 0. (8)

We will only consider paths outside of the double-cone (λ± ∈ R
and λ± ≠ 0), meaning Hc is ensured to be diagonalizable because
v+ and v− are not parallel. Spherical coordinates are a natural choice
to describe a loop around the cone,

a = r cos (ϕ),
w = r cos (θ) sin (ϕ),
h = r sin (θ) sin (ϕ).

(9)

FIG. 4. Closed loop in Hamiltonian parameter space and internal coordinate space
about the intersection seam. In parameter space, we consider a loop with a fixed
distance from the origin (r) and a fixed elevation angle (φ). The traversal of the
closed loop corresponds to varying θ from 0 to 2π.

For this choice, the region with real non-zero eigenvalues
satisfies

cos (2ϕ) < 0, r > 0, (10)

or, in terms of the elevation angle φ = π
2 − ϕ,

∣φ∣ <
π
4
= 45○. (11)

Without loss of generality, we will now consider a circular path
around the double-cone with a fixed elevation angle φ and a fixed
distance from the origin r; this path is traced out by varying θ from
0 to 2π. In internal coordinates, this circular path corresponds to an
elliptical path around the defective seam.

In spherical coordinates, we have

λ± = ±r
√
−cos(2ϕ) = ±r

√
cos (2φ), (12)

and

v± = N±
⎛
⎜
⎝

±
√

cos (2φ) − cos (θ) cos (φ)

sin (φ) − sin (θ) cos (φ)

⎞
⎟
⎠

. (13)
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The normalization factor N± must satisfy

1
∣N±∣2

= 1 − sin (2φ) sin (θ) + cos (2φ)

∓ 2
√

cos (2φ)(cos (θ) cos (φ)). (14)

When the right-hand side is non-zero, Eq. (14) uniquely defines ∣N±∣
and we can write

N±(θ, φ) = p±(θ, φ) ⋅ ∣N±(θ, φ)∣, (15)

where p
±

defines a phase/sign convention for the eigenvectors. For
some θ and φ, the right-hand side of Eq. (14) tends to zero, and
so ∣N±∣→∞. However, at these singularities, the normalized eigen-
vector v± given by Eq. (13) has a well-defined limit where the
vectors are still eigenvectors. This limit can be obtained by applying
L’Hôpital’s rule or, equivalently, by Taylor expanding the numera-
tor and denominator up to the first order around the singularity, in
analogy to the Hermitian case (see Ref. 22). Note that the existence of
these limits is guaranteed because the eigenvectors of a matrix can be
parameterized as smooth functions of the matrix elements in a small
neighborhood about any matrix that has non-degenerate eigenval-
ues. With an appropriately chosen phase convention, therefore, we
can make the eigenvectors in Eq. (13) continuous for all θ ∈ (0, 2π).
One such choice is

p+(θ, φ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

−σ(θ, φ), θ ∈ [0,
π
2
),

σ(θ, φ), θ ∈ (
3π
2

, 2π],

1, otherwise,

(16)

and

p−(θ, φ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

−1, θ ∈ [0,
π
2
),

1, θ ∈ (
3π
2

, 2π],

σ(θ, ϕ), otherwise,

(17)

where

σ(θ, φ) = sgn (sin (φ) − sin (θ) cos (φ)). (18)

Now we can easily demonstrate the existence of a geometric
phase. Since

σ(0, φ)σ(2π, φ) = σ(0, φ)2
= 1, (19)

we find that

p±(0, φ) ⋅ p±(2π, φ) = −1, (20)

for any choice of φ outside of the double-cone (∣φ∣ < π/4). Clearly,
Eq. (20) implies

vT
±(0, φ) ⋅ v±(2π, φ) = −1, (21)

and confirms the presence of a geometric phase for arbitrary closed
paths around the double-cone in parameter space (see Fig. 5) and,
therefore, any closed path around a defective intersection seam in
internal coordinate space.

FIG. 5. Geometric phase effect around a defective conical intersection for a rep-
resentative example path. Red/black: Components of the eigenvector v+ as a
function of θ along a circular path. Gray: Scalar product of vT

+
(0)v+(θ), showing

a sign flip after a full rotation.

B. Numerical example: geometric
phase effect in CCSD

This fact is also easily demonstrated numerically. Here, we con-
sider the 21A′/31A′ intersection seam in hypofluorous acid (HOF),
which has been thoroughly studied and mapped out in earlier work
by two of the authors.6 As our plane is in internal coordinate space,
we fix the OH bond length to ROH = 1.09 Å and allow the OF bond
length (ROF) and the OHF angle (θHOF) to vary. Next, we construct
a loop by defining polar coordinates (r,θ) in the (ROF,θHOF) plane,
taking the origin to be

R0
OF = 1.3060 Å, θ0

HOF = 91○ = 1.588 rad⋅ (22)

Specifically, we let the radius be r0 = 0.005 and define an elliptical
loop through

θHOF = θ0
HOF + γ r0 cos (θ),

ROF = R0
OF + r0 sin (θ),

(23)

where θ ∈ [0, 2π) and γ = 10. In our calculations, we let θ vary
from 0 to 2π and track the dominant excited state amplitudes
of the 21A′ state given by EOM-CCSD/aug-cc-pVDZ. Calcula-
tions were performed with the electronic structure program eT ,
version 1.9.29

Figure 6 follows the seven largest amplitudes around the loop
for θ = 0. The amplitudes flip as we traverse the loop, demonstrating
the geometric phase effect at the EOM-CCSD level of theory.
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FIG. 6. Geometric phase effect in coupled cluster theory (EOM-CCSD). The domi-
nant amplitudes of the 21A′ state in HOF are shown as a function of the loop angle
θ surrounding the 21A′/31A′ intersection seam.

VI. DEFECTIVE BRANCHING PLANES: TOPOGRAPHY
As one approaches the defective CI, the potential energy curves

are observed to have a characteristic square-root like shape.4–7 This
fact was recently revisited and analyzed.7 Here, we will show how
this feature appears when treating all the coupling terms in leading
order. In particular, we will see that the intersecting PESs assume the
shape of deformed hyperboloids in planes approximately orthogonal
to the defective intersection seam (branching planes).

Using the parameterization defined in Sec. III, we can reason
about the shape of the PESs in such planes from corresponding
planes in Hamiltonian parameter space. In the vicinity of the seam,
the branching plane in parameter space corresponds to skewed and
rotated branching planes in nuclear coordinate space.

As a must remain nonzero near a defective CI as w and h van-
ish, we find that the plane from Fig. 3 intersects the a axis at some
a0 ≠ 0. This corresponds to a leading zeroth order term in a at an
expansion point within the defective domain of nuclear configura-
tion space. Therefore, let us first, for the sake of simplicity, consider

only the leading order, a = a0. The eigenvalues λ± of Hc then simplify
to rotationally symmetric functions of w and h,

λ± = ±
√

w2
+ h2
− a2

0⋅ (24)

Their combined graph satisfies the parametric equation

w2
+ h2
− λ2
= a2

0, (25)

which is a hyperboloid centered around the energy axis λ. Com-
paring an analytical hyperboloid to the observed topography for an
EOM-CCSD calculation, we see that they are practically identical
(see Fig. 7).

So far, we have considered a to be of the zeroth order for sim-
plicity. If we consider a to be of first order, that is, if we tilt the plane
in parameter space, we simply deform the defective circular bound-
ary to an ellipse, and the PESs become deformed hyperboloids.
Therefore, treating a as the first order does not significantly change
the picture.

From the hyperboloidal shape of the PESs in Eq. (24), we
can readily infer the asymptotic square-root like behavior near
the degeneracy. By expanding r =

√

w2
+ h2 about the point of

degeneracy r = a0, we find that

λ± = ±
√

r2
− a2

0

= ±

√

(a0 + ε)2
− a2

0

= ±

√

2a0ε + ε2
≈ ±
√

2a0ε, (26)

for sufficiently small ε. As shown by Thomas et al., this behavior can
alternatively be seen through series expansions in fractional powers
of some distance ε from the degeneracy.7 Here, we find the same
result from a generalized linear vibronic coupling Hamiltonian.

Note also that when a0 ≪ ε, Eq. (26) once again becomes lin-
ear in ε, recovering the behavior of a conical intersection for very
small a0 or far away from the degeneracy. A defective CI, therefore,
appears conical (i.e., linear) to a wave packet that is sufficiently far
away from the defective region.

FIG. 7. Branching plane PES topography
with EOM-CCSD (left) and VC Hamil-
tonian (right). The EOM-CCSD plane
is spanned by the internal coordinates
ROF and θHOF (at ROH = 1.09 Å) for
the 21A′/31A′ intersection in HOF. These
coordinates are scaled and rotated into
arbitrary units to coincide with the VC
Hamiltonian. The energy difference is
also scaled and given in arbitrary units.
See the Appendix for rotation and scaling
parameters.
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VII. CONCLUSIONS
The characteristic features of defective conical intersections

(CIs) in coupled cluster theory were studied in the present work.
Although we have focused on coupled cluster theory, similar defects
occur in other single reference theories, such as time-dependent
density functional theory.2 Therefore, our conclusions are transfer-
able to these other methods with at most minor changes. Of course,
Hermitian theories, including ADC(2),30 do not exhibit these kinds
of defects.

By adapting the standard linear vibronic coupling scheme to the
non-Hermitian case, we showed that the geometric phase effect is
reproduced in the case of defective CIs. This finding was also repro-
duced numerically. We also showed that other features of defective
CIs, such as the tube-like shape of the seam and the square-root
like shape of the energy surfaces near the defect, are qualitatively
reproduced to leading order. This provides straightforward expla-
nations of these features in the language of vibronic coupling
theory.

Despite the presence of ill-behaved domains of nuclear config-
uration space yielding complex energies, the fundamental properties
of defective CIs can be understood straightforwardly in the limit
of small displacements, requiring coupling terms only up to lin-
ear order. This suggests that defective CIs can be understood and
analyzed utilizing pictures from well-established vibronic coupling
theory. In particular, using a coupling Hamiltonian that is of lin-
ear order as a function of the nuclear coordinates, we found that
the domain of complex eigenvalues must form an ellipse for any
given branching plane, explaining the characteristic tube-like shape
of defective seams. The same analysis also reproduces the observed
topography of defective CIs, identifying the square-root like shape to
resemble a deformed hyperboloid near the defect. Note that, far from
the defective CI, hyperboloids resemble the physically correct double
cone profile. Furthermore, the linear vibronic coupling Hamiltonian
explains the existence of a geometric phase, despite the fact that a
closed path around the seam encloses infinitely many degeneracies
instead of one.

This result was also confirmed numerically. As a consequence,
it is reasonable to expect that even in the presence of defective
CIs, nuclear dynamics will remain qualitatively correct as long as
the nuclear wavepacket is sufficiently far away from the seam. This
implies that defects produce purely local artifacts without intro-
ducing global artifacts to the PESs. This indicates that despite the
defective regions, coupled cluster methods might be capable of
providing a qualitatively correct description of quantum dynamics
involving excited state CIs, as long as the wavepacket never ventures
into the defective regions. Of course, simulating dynamics involv-
ing ground state CIs remains problematic due to the single-reference
description of the CC ground state.

Capturing dynamics passing through (or too close to) a defect
would still require a diagonalizable CC method, such as similar-
ity constrained CC. As the present work indicates, diagonalizability
can also be obtained in the generalized vibronic coupling case by
imposing an appropriate shift of the anti-Hermitian component of
the Hamiltonian. Furthermore, the fact that the GPE is reproduced
suggests that the effects of defective CIs are not global, motivating
further investigations of nonadiabatic dynamics with coupled cluster
theory.
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APPENDIX: EOM-CCSD PLANE COORDINATES

To obtain a parametrization of the branching plane comparable
to the analytic model in Fig. 7, the physical HOF coordinates ROF and
θHOF need to be shifted, rotated, and scaled appropriately. Defining
the displacement coordinates

R = (ROF − R0) ⋅ Å−1,

θ = (θHOF − θ0) ⋅ rad−1,
(A1)

where R0 = 1.306 059 Å and θ0 = 1.588 686 rad, we can express the
rotated coordinates x, y that were used in Fig. 7 as

x = ax(cos (φ)R + sin (φ)θ),
y = ay(− sin (φ)R + cos (φ)θ),

(A2)

where φ = 1.6 rad, ax = 200, and ay = 2000, respectively. The energy
axis was also scaled by an arbitrary factor of 2400 inverse Hartree to
obtain energy ranges comparable to the model.
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