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We present an ab initio description of optical and shallow-core x-ray absorption spectroscopies in a
unified formalism based on the pseudopotential plane-wave method at the level of the Bethe-Salpeter
equation (BSE) within Green’s functions theory. We show that norm-conserving pseudopotentials
are reliable and accurate not only for valence, but also for semicore electron excitations. In order
to validate our approach, we compare BSE absorption spectra obtained with two different codes:
the pseudopotential-based code EXC and the all-electron full-potential code Exciting. We take
corundum α-Al2O3 as an example, being a prototypical material that presents strong electron-
hole interactions for both valence and core electron excitations. We analyze in detail the optical
absorption spectrum as well as the Al L1 and L2,3 edges in terms of anisotropy, crystal local fields,
interference and excitonic effects. We perform a thorough inspection of the origin and localization of
the lowest-energy excitons, and conclude highlighting the purely electronic character off the pre-edge
of L1 and the dichroic nature of the optical and L23 spectra.

I. INTRODUCTION

X-ray absorption spectroscopy (XAS) and optical ab-
sorption are complementary techniques to determine ma-
terials properties. In optical absorption, valence electrons
are excited into unoccupied conduction states across the
band gap (or the Fermi energy in metals). Their excita-
tions determine the color (or the transparency) of materi-
als and are crucial to many materials properties and func-
tionalities, spanning from optoelectronics to solar energy
conversion and storage. In XAS, promoted to unoccu-
pied conduction bands are instead core electrons, tightly
bound to the nuclei. X-ray absorption near-edge struc-
tures (XANES), also known as near-edge X-ray absorp-
tion fine structure (NEXAFS), being element specific,
is a probe of the atomic environment, giving structural
and chemical information1. In the simplest independent-
particle picture, XANES spectra are proportional to the
unoccupied density of states, projected on the absorbing
atom and the angular momentum component that is se-
lected by dipole selection rules, whereas optical spectra
can be interpreted on the basis of the joint density of
states of valence and conduction bands. In both spectro-
scopies, the interaction between the excited electron and
the hole left behind can strongly alter this independent-
particle picture. Indeed, the electron-hole attraction can
give rise to excitons, i.e bound electron-hole pairs, lead-
ing to a transfer of spectral weight to lower energies in
the spectra, including the formation of sharp peaks at
their onset.

Given the importance of XANES spectroscopy, sev-
eral theoretical methods have been developed to interpret
the measured spectra in solids, taking care of core-hole
effects at different levels of approximation2. The most
efficient approaches are, on one side, multiple scattering
methods3–8, and, on the other side, multiplet models9–11.

While the former usually neglect the electronic interac-
tions, the latter are often semiempirical (i.e., not entirely
parameter-free) and generally neglect solid-state effects,
being a many-body solution of finite-cluster models.
Since the excitations of the core electrons are localised at
the absorbing atoms, delta-self-consistent-field (∆SCF)
methods can be also employed, nowadays usually within
first-principles density-functional theory12–20. The core-
excited atom is treated as an impurity in a supercell ap-
proach, and the presence of the core hole is taken into ac-
count in different ways, from the Z+1 approximation21,22
(the absorbing atom is assumed to have one additional
nuclear charge), to the half core-hole approximation23,24
(also known as Slater’s transition-state method) or the
full core-hole approximation (the electron removed from
the core is put at lowest conduction band, or ionized).
Alternatively, XANES excitation spectra can be directly
obtained within linear-response theory25,26, which is the
standard approach for valence excitations and optical
spectra as well27. In this case, two possible options are
time-dependent density-functional theory28–30 (TDDFT)
and the Bethe-Salpeter equation31–35 (BSE) of Green’s
function theory36,37. Since TDDFT lacks of efficient ap-
proximations for describing accurately excitonic effects in
solids38, the BSE, even though computationally more ex-
pensive, is usually more reliable27. In the present work,
the solution of the BSE will therefore be also our pre-
ferred choice to simulate valence and shallow-core exci-
tation spectra within the same formalism.

In the simulation of core excitation spectra, the in-
tuitive technique to represent the single-particle wave
functions are all-electron methods. They explicitly deal
with core electrons in extended materials by partitioning
the space into interstitial and muffin-tin (MT) regions,
where wave functions are described differently according
to their localisation degree39–42. Instead, methods that
are based on plane-wave expansions cannot deal explic-
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itly with the quickly oscillatory behavior of core elec-
trons, tightly localised near the nuclei, which are instead
generally taken into account effectively through the de-
sign of suitable pseudopotentials43. Plane-wave methods
are computationally cheaper and new theoretical devel-
opments are easier to implement in plane-wave computer
codes. Moreover, the separation between core electrons,
kept frozen, and valence electrons, treated explicitly, is
often not rigid. Between valence and deep core electrons,
there are often also shallow-core (or semicore) electrons,
which in the pseudopotential framework can be in princi-
ple also treated as valence electrons, although at a price
of higher computational cost. However, in all the cases,
the pseudopotential formalism also introduces an impor-
tant approximation, requiring a pseudization of the va-
lence wave functions near the nuclei that makes them
smoother and node free.

In the recent past, much work has been devoted to
assess pseudopotential calculations for ground state44–47
and excited-state properties with respect to all-electron
methods, notably for self-energy calculations of quasi-
particle band structure energies48–59. In the present
work, we directly address the question of the validity
of the pseudopotential approximation for XANES spec-
tra of shallow-core edges (i.e., for electron binding en-
ergies smaller than ∼180 eV), investigating the limits of
use of pseudo wave functions for shallow-core states in
many-body BSE calculations. It is clear that the de-
scription of deep core levels will be always out of reach
for plane-wave basis methods. However, the high plane-
wave cutoff required by semicore states can be now allevi-
ated by the new generation of ultrasoft norm-conserving
pseudopotentials60. Besides the promised lower compu-
tational cost for shallower core levels, an advantage of
pseudopotential plane-wave calculations with respect to
all-electron methods is that they do not make any hy-
pothesis concerning the localisation of the core hole in-
side the muffin tin of the absorbing atom61.

In particular, here we investigate the effects of the
electron-hole interactions on the optical absorption and
shallow-core XANES spectra of alumina. α-Al2O3 is a
wide-gap insulator, with many possible applications as a
structural ceramic (e.g. as a replacement to SiO2 gate ox-
ide technology) and optical material (also thanks to the
high-damage threshold for UV laser applications), and
a prototypical system to investigate core-hole effects in
XANES spectroscopy12,62–67.

The article is organised as follows. After a short de-
scription of the employed methodology in Sec. II, com-
prising a review of the theoretical background (Sec. II A)
and a summary of the computational details (Sec. II B),
Sec. III presents the results of the calculations together
with their analysis. In Sec. III B pseudopotential cal-
culations are assessed with respect to all-electron bench-
marks for both optical and Al L2,3 XANES spectra, while
Sec. III C contains a discussion on the issue of the core-
hole localisation in the muffin tin for the Al L1 XANES
spectrum. Sec. IIID compares the calculated spectra

with available experiments and analyses the effects of
the electron-hole interactions on the spectra. Finally,
Sec. IV draws the conclusions summarizing the results of
the work.

II. METHODOLOGY

A. Theoretical background

In the framework of Green’s function theory36, the
Bethe-Salpeter equation (BSE) yields the density re-
sponse function from the solution of a Dyson-like equa-
tion for the two-particle correlation function68. In the
GW approximation (GWA) to the self-energy69, with
a statically screened Coulomb interaction W , the BSE
takes the form of an excitonic Hamiltonian27 in the basis
|vck〉 of transitions between occupied vk and unoccupied
bands ck (i.e., uncorrelated electron-hole pairs):

〈vck|Hexc|v′c′k′〉 = Evckδvv′δcc′δkk′+〈vck|v̄c−W |v′c′k′〉.
(1)

Here Evck = Eck − Evk are the interband transition en-
ergies calculated in the GWA, while v̄c is the Coulomb
interaction without its macroscopic component (i.e., the
component G = 0 in reciprocal space). The stati-
cally screened Coulomb interaction W = ε−1vc is usu-
ally calculated adopting the random-phase approxima-
tion (RPA) for the inverse dielectric function ε−1.

The GWA-BSE is nowadays the state-of-the-art ap-
proach for the simulation, interpretation and prediction
of optical spectra in solids36,37,70–72, and is more and
more used also for the simulation of core-level excita-
tion spectra2,73–89. A great advantage of theory with re-
spect to experiments is the possibility to separately sup-
press (or activate) the various interactions at play in the
materials, which allows one to single out their specific
effect on the spectra and the materials properties. By
setting to zero the two electron-hole interactions, v̄c and
−W , the excitonic Hamiltonian (1) reduces to a diago-
nal matrix and corresponds to the independent-particle
approximation (IPA). By switching on the electron-hole
exchange interaction v̄c in Eq. (1), one retrieves the
RPA. With respect to the IPA, the RPA includes the so-
called crystal local field effects90,91. They are related to
the inhomogeneous charge response of materials through
the induced microscopic Hartree potentials counteract-
ing the external perturbations. Finally, by also switch-
ing on the electron-hole direct interaction −W , the full
BSE (1) describes excitonic effects, which are due to the
electron-hole attraction92. The electron-hole interactions
contributing to the off-diagonal matrix elements of the
BSE (1) give rise to a mixing of the independent-particle
transitions, which is formally obtained from the solution
of the eigenvalue equation for the excitonic hamiltonian:
HexcAλ = EλAλ.

The absorption spectra, expressed both in the optical
and XANES regimes by the imaginary part of the macro-
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scopic dielectric function ImεM (ω) in the long wavelength
limit q → 0, in the so-called Tamm-Dancoff approxima-
tion can be directly written in terms of eigenvectors Aλ
and eigenvalues Eλ of the BSE Hamiltonian (1) as:

ImεM (ω) = lim
q→0

8π2

Ωq2

∑
λ

∣∣∣∣∣∑
vck

Avckλ ρ̃vck(q)

∣∣∣∣∣
2

δ(ω − Eλ),

(2)
where Ω is the crystal volume, and

ρ̃vck(q) =

∫
ϕ∗vk−q(r)e−iq·rϕck(r)dr (3)

are the independent-particle oscillator strengths. Here
the single-particle orbitals ϕi are usually Kohn-Sham or-
bitals. If the exciton energy Eλ is smaller than the small-
est independent-particle transition energy Evck, the ex-
citon λ is said to be bound: the difference between Evck
and Eλ is its binding energy.

The contribution of each exciton λ to the spectrum can
be analysed by introducing the cumulative function:

Sλ(ω) = lim
q→0

8π

Ωq2

∣∣∣∣∣
Evck<ω∑
vck

Avckλ ρ̃vck(q)

∣∣∣∣∣
2

. (4)

Since the eigenvectors Aλ and the oscillator strengths
ρ̃(q) are both complex quantities, the cumulative func-
tion (4) is not a monotonic function of ω. The limit
Sλ(ω → ∞) is the oscillator strength of the exciton λ
in the absorption spectrum. If it is negligibly small, the
exciton is said to be dark, otherwise it is called a bright
exciton, for it contributes to the spectrum. Even in the
q→ 0 limit, the oscillator strengths ρ̃(q) depends on the
direction of q, so each exciton λ can at the same time be
a bright exciton in one polarization direction and dark in
another.

Finally, the investigation of the electron-hole correla-
tion function for each exciton λ,

Ψλ(rh, re) =
∑
vck

Avckλ φ∗vk(rh)φck(re), (5)

gives information about the localisation in real space of
the electron-hole pair, which results from the electron-
hole attraction. Assuming that the hole is in a specific
position rh = r0

h, one can visualize the corresponding
density distribution of the electron |Ψλ(r0

h, re)|2.

B. Computational details

We have performed calculations using both a pseu-
dopotential (PP) plane-wave method and a full-
potential all-electron (AE) linearized augmented plane-
wave method. AE calculations have been done in par-
ticular to assess the validity of PP calculations for the
core-level excitations (see Sec. III B). The converged BSE
absorption spectra and their analysis (see Sec. IIID) have

been then obtained in the PP framework. In the pseu-
dopotential case, we have used the Abinit code93 for
the ground-state and screening calculations, and the EXC
code94 for the BSE calculations. In the all-electron case,
we have used the Exciting code95 for obtaining all the
benchmark results.

The Kohn-Sham ground-state calculations have been
performed within the local density approximation96
(LDA).

We have employed norm-conserving Troullier-
Martins97 (TM) and optimized norm-conserving
Vanderbilt60,98 (ONCVPSP) pseudopotentials. In
particular, for the absorption spectra a special TM
pseudopotential99 treating also Al 2s and 2p states as
valence electrons has been used. Calculation with the
ONCVPSP pseudopotential converged with 42 Hartree
cutoff of the plane-wave expansion, while the hard TM
pseudopotential required 320 Hartree.

The statically screened Coulomb interaction W has
been obtained (within the RPA) with the ONCVPSP
pseudopotential (without Al 2s and 2p core levels), in-
cluding 100 bands, and with a cutoff of 8 and 14.7 Hartree
for the Kohn-Sham wave functions for the optical and
shallow-core excitations, respectively. The size of the
screening matrix in the plane-wave basis was 6 Hartree
for the optical and 8 Hartree for the core spectrum. We
have verified that, contrary to calculations of the screened
interaction for other materials like silicon54 or simple
metals100–102, the effect of core polarization is negligible
in α-Al2O3.

For the all-electron results, the ground-state calcula-
tions were performed using a plane wave cutoff, RMT|G+
k|max, of 18 Hartree and muffin-tin (MT) spheres RMT of
2 bohr and 1.45 bohr for aluminum and oxygen, respec-
tively. The RPA screening was obtained with 100 con-
duction bands and a cutoff in the matrix size of 5 Hartree
(maintaining the same cutoff of the ground state for the
plane waves).

The GW band structure has been approximated within
a scissor correction model. The LDA conduction bands
have been rigidly shifted upwards by 2.64 eV, which cor-
responds to the band gap correction obtained within
the perturbative G0W0 scheme by Marinopoulos and
Grüning103.

The BSE calculations for the absorption spectra have
been performed with shifted k-point grids (i.e., not con-
taining high-symmetry k points), which allowed for a
quicker convergence of the spectra71. The optical ab-
sorption spectrum converged with a 10×10×10 k-point
grid, while the XANES spectra at the Al L2,3 and L1

edges converged with a 8×8×8 k-point grid. The exciton
analysis and plot have been instead done with a smaller
Γ-centered 4×4×4 k-point grid.

The BSE spectra for the optical spectrum or the
XANES spectra at the Al L2,3 and L1 edges had a dif-
ferent convergence rate with respect to the number of
empty bands considered in the BSE hamiltonian. Fig. 1
shows their convergence study (carried out here with a re-
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FIG. 1: Convergence of BSE absorption spectra with the number of unoccupied conduction bands (cb). (Left)
Optical spectrum. (Middle) XANES at L2,3 edge. (Right) XANES at L1 edge.

duced number of k points in a Γ-centered 2×2×2 k-point
grid). While the optical spectrum (left panel) quickly
converges with the number of empty bands, the XANES
spectra (middle and right panels) require many more
empty bands, also to converge the lowest energy peak.
In the converged spectra, obtained with many more k
points, this slow convergence is partially attenuated by
the fact that the spectra become smoother. The opti-
cal absorption spectra have been thus obtained with 12
valence bands and 12 unoccupied bands. The XANES
spectra at the L2,3 and L1 edges included all the corre-
sponding core levels together with 30 unoccupied bands.
A 0.1 eV Lorentzian broadening has been applied to the
spectra.

In the all-electron BSE calculations, we considered the
same parameters used in the calculation of the screening:
9 Hartree for the wavefunction cutoff and 5 Hartree to de-
scribe the electron-hole interactions. In the pseudopoten-
tial BSE calculations, we have used a cutoff of 30 Hartree
(110 Hartree) for the Kohn-Sham wavefunctions expan-
sion in the optical (semi-core) spectra, and 7.3 Hartree
for the plane-wave representation of the electron-hole in-
teractions. We note that, as usual (see e.g.104), the plane-
wave cutoffs for the BSE matrixelements can be signifi-
cantly reduced with respect to the high cutoff needed for
the ground-state calculation. Therefore, even for pseu-
dopotential BSE calculations of shallow-core excitations,
the limiting factor remains the large size of the BSE
hamiltonian (1) in extended systems, which is given by
the number of electron-hole transitions (i.e., the number
of occupied bands × the number of unoccupied bands ×
the number of k points in the full Brillouin zone).

III. RESULTS

A. Crystal and electronic structure of α-Al2O3

The crystal structure of corundum α-Al2O3 is trigo-
nal (see Fig. 2). In the primitive rhombohedral unit cell
(space group R3̄c, number 167) there are two formula
units. The corundum structure can also be viewed as

FIG. 2: Primitive rhombohedral unit cell of the crystal
structure of α-Al2O3. Red and grey balls represent O
and Al atoms, respectively. The Al atoms are aligned

along the cartesian z axis, which is the vertical direction
in the figure, while the O atoms belong to the xy planes

perpendicular to it.

a hexagonal cell containing six formula units with alter-
nate layers of Al and O atoms in planes perpendicular
to the hexagonal cH axis. In the α-Al2O3 structure all
Al atoms occupy octahedral sites coordinated with 6 O
atoms, which form two equilateral triangles located re-
spectively slightly above and below each Al atom along
the cH direction.

We adopted the experimental lattice parameters from
Ref.105: aH = bH = 4.7589 Å and cH = 12.991 Å in the
hexagonal unit cell, which corresponds to aR = 5.128 Å
and α = 55.287◦ in the rhombohedral primitive cell. In
the reference frame used in the simulations, the hexago-
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nal cH axis is aligned along the cartesian z axis, which is
the vertical direction in Fig. 2.

FIG. 3: (Left) LDA Kohn-Sham band structure of
α-Al2O3. The top of the valence band has been set to
zero. Density of states projected on (middle) Al and

(right) O atoms, resolved in the angular components: s
(red), p (blue) and d (green).

The left panel of Fig. 3 shows the Kohn-Sham LDA
band structure along a high symmetry path in the first
Brillouin zone, together with the projected density of
states on the Al (middle panel) and O (right panel)
atoms. α-Al2O3 has a direct bandgap at the Γ point,
which amounts to 6.21 eV in the LDA. This value is in
very good agreement with the result of Ref. 106 ob-
tained with the same experimental lattice parameters.
Calculations103,106–108 that adopt a crystal structure op-
timised within the LDA, rather than the experimental
one, instead obtain larger band gaps. In particular, the
difference with respect to Ref. 103 is 0.51 eV. We refer to
Ref. 108 for a detailed analysis of the dependence on the
band gap on the lattice parameters. As usual, the Kohn-
Sham band gap underestimates the experimental funda-
mental gap, estimated to be 9.57 eV from temperature-
dependent vacuum ultraviolet (VUV) spectroscopy63 and
9.6 eV from conductivity measurements109.

The 6 bands located between -19 eV and -15.9 eV are
the O 2s states, while the upper 18 valence bands, start-
ing at ∼ -7 eV, are mostly due to O 2p states, partially
hybridised with Al states. The valence bands are quite
flat along the entire path. The bottom conduction band
consists of Al 3s hybridised with O 3s at the Γ point and
also with O 2p elsewhere, showing a strong dispersion
around the Γ point. The higher conduction bands have
mainly Al 3p and 3d character, also hybridised with O
states. This overview of the electronic properties con-
firms the intermediate covalent-ionic nature of the chem-
ical bond in α-Al2O3.

Finally, the Al 2p and 2s core levels (not shown in
Fig. 3) in LDA are located 61.7 eV and 99.4 eV below
the top valence, which, as usual, largely underestimates
the experimental values110 of 70.7 eV and 115.6 eV, re-
spectively. The calculations do not include the spin-orbit
coupling, so the 2p1/2 and 2p3/2 levels are not split. In
all cases, we have verified that pseudopotential and all-

electron calculations give the same band structures and
core-level energies.

B. All-electron benchmark at the Al L2,3 edge

One of the main goals of this work is to demonstrate
that shallow-core spectra can be calculated with high
accuracy also using the pseudopotential approximation.
Even when reliable pseudopotentials provide accurate re-
sults in ground-state DFT calculations for the charge
density or the total energy, or in GW calculations for
quasiparticle excitations, the question whether they also
give accurate XANES spectra should be examined care-
fully. In DFT or GW calculations, the quantities of in-
terest result from many integrals where the details of
the single matrix elements are not crucial. Instead, op-
tical absorption and XANES spectra additionally reflect
directly the quality of the individual dipole matrix el-
ements in Eq. (3), which is a much more stringent re-
quirement. In the XANES regime, indeed, excitation en-
ergies are substantially higher than those found in optical
spectra, which implies that the matrix elements involve
regions of space closer to the ionic cores. In a norm-
conserving pseudopotential approach, the true shallow
core wavefunction is replaced by a pseudo-wavefunction.
While their norms are identical, the true wavefunction
and the pseudo-wavefunction are different for distances
to the ionic cores that are smaller than the cutoff radii.
Therefore, as a consequence of the pseudization of the
wavefunctions, the dipole matrix elements (3) for the
XANES spectra could be inaccurate in a pseudopoten-
tial scheme, even for accurate pseudopotentials that are
reliable for DFT and GW calculations (such as the ones
used in the present work). The limits of the accuracy of
pseudopotentials for XANES spectra of shallow core lev-
els, to the best of our knowledge, have not been explored
so far.

We used full-potential all-electron calculations, consid-
ered as the gold-standard computational method95,112, to
benchmark the optical and core spectra calculated with
PPs. In order to perform this comparison properly, for
both optical absorption and Al L2,3 edge XANES spectra,
the same choice has been made for the occupied states
included explicitly in the two calculations, and the result-
ing spectra were converged consistently in the two cases
(see Sec. II B).

The valence and L2,3 spectra obtained at different lev-
els of approximations, IPA, RPA and BSE, are shown
in the top and bottom panels of Fig. 4, respectively. We
can make several observations for both optical absorption
and XANES spectra: i) The results of the left panels of
Fig. 4 show that the pseudopotential approximation re-
produces the all-electron spectra with excellent accuracy
within the IPA. ii) For the RPA spectra (central panels)
we find a similar result. This is in part related to the fact
that local fields effects are not important in the energy
ranges considered here. iii) Finally, also the full BSE cal-
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FIG. 4: Comparison of absorption spectra calculated with pseudopotential (red lines) and all-electron (blue lines)
methods, using a Γ-centered 8× 8× 8 k-point grid, (left panels) in the independent particle approximation (IPA),
(middle panels) in the random-phase approximation (RPA), and (right panels) from the full Bethe-Salpeter equation
(BSE). (Upper panels) Optical spectra (with 12 valence bands and 20 conduction bands). (Bottom panels) XANES

spectra at Al L2,3 edge (with 12 core levels and 12 conduction bands).

culations (right panels) with the two approaches are in
very good agreement. To have an idea of what can be
expected, we note that a recent comparison between dif-
ferent BSE calculations of XAS spectra presented larger
discrepancies89. The origin of the residual difference be-
tween the BSE spectra in Fig. 4 lies in the different treat-
ment between the two codes of the integrable singularity
of the diagonal matrix elements of electron-hole attrac-
tion −W in Eq. (1), calculated in reciprocal space, when
k − k′ = q = 0 and the reciprocal-lattice vectors are
G = G′ = 0. We note that the different treatment of this
singularity has been recently identified as the origin of nu-
merically different results also in a comparison among dif-
ferent codes for GW quasiparticle calculations113. This
singularity is, in fact, eliminated in the BSE by evaluat-
ing the integral

−4π

Ω
ε−1
G=0,G′=0(q→ 0)

1

(2π)3

∫
Ωq=0

dq
1

q2
,

where Ωq=0 = ΩBZ/Nk. In order to carry out, numeri-
cally or analytically, this integral, one has to define the
shape for the little volume Ωq=0 around the origin of the
Brillouin zone and, in anisotropic materials, choose the
q → 0 direction in order to evaluate the inverse dielec-
tric function ε−1(q → 0). The different details about
how this integral is performed can be found in Ref.114
and Refs.115, for EXC and Exciting, respectively. If we
exclude this singular contribution, the two BSE results
become superimposed, as in the IPA case. In addition,
this contribution vanishes (more or less rapidly according

to the kind of exciton116,117) in the convergency with k
points. Fig. 5 indeed shows that the differences in the
spectra obtained with the two codes tend to vanish with
increasing number of k points.

Most importantly for the scope of the present work,
for this detailed comparison we find that the differences
between the PP and AE codes remain always of the same
order of magnitude for both valence and shallow-core
spectra. Therefore, in summary, we can safely conclude
that the benchmarks with respect to the all-electron ap-
proach show that pseudopotential calculations for optical
and XANES spectroscopies for semicore states are reli-
able and accurate.

C. Interference effects at the Al L1 edge

The comparison between all-electron and pseudopoten-
tial calculations is more delicate for the Al L1 edge, since
in this case the semicore electrons are treated differently
by the two codes. While Exciting considers the Al 2s
states as core states, entirely contained inside the muffin
tin, in EXC they are treated in the same manner as the
valence electrons. Moreover, Exciting fixes the core hole
at a single specific atomic site, whereas EXC treats all the
atomic sites on equal footing.

One of the limitations of the linearized augmented-
plane-wave (LAPW) method is that it could give a wrong
description of semicore states when they are considered
to be contained only inside the muffin-tin (MT) sphere,
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and 2 valence bands), for increasing number of k points
(Γ-centered grids with 8, 10 and 12 divisions for
bottom, central and top panel, respectively).

but they actually overlap significantly with valence elec-
trons or are too extended to be entirely contained inside
the MT95,118. In order to overcome this problem, lo-
cal orbitals are included to complement the basis. How-
ever, the quality of this basis set depends on the choice
of energy parameters95,119. In addition, interference ef-
fects between different atomic sites could play an impor-
tant role, but they would not be straightforwardly taken
into account when considering the core states only in-
side a single muffin-tin88. For all these reasons, since
we have already validated the pseudopotential approach
for the Al L2,3 edge spectra, we can now conversely use
EXC to benchmark the Al L1 edge spectra obtained with
Exciting.

The L1 edge absorption spectra calculated using differ-
ent levels of approximations are shown in Fig. 6. Notice
that in EXC all the 4 bands corresponding to the 2s state
of the 4 Al atoms need to be included in the calculations
in order to properly represent the electronic transitions,
while in Exciting only one occupied level is considered:
the 2s state of the Al atom where the core hole is sit-
ting. For a quantitative comparison between the two
approaches, since there are 4 equivalent Al atoms in the
unit cell, the spectrum obtained with Exciting has been
multiplied by 4.

In all level of approximations, the pseudopotential and
all-electron spectra differ slightly (and more than in the
optical or L2,3 edge cases), showing that interference ef-
fects among the Al atoms come to play. These inter-
ferences are quite small in α-Al2O3, also because the Al
atoms lie at equivalent positions in the unit cell, but they
are in any case clearly detectable in the comparison in
Fig. 6. It has been shown that these effects can be even

more significant in other materials88. While including
these effects is still possible with Exciting (and with all
approaches that fix the core hole in a specific position)
by doing multiple calculations and generalizing Eq. (2),
as described in detail in Ref. 88, interferences are natu-
rally taken into account by pseudopotential approaches,
where all atoms are treated on the same footing and only
a single calculation is needed.

D. Optical and XANES spectra: valence and
shallow-core excitations

1. Comparison with experiments

Fig. 7 compares the calculated absorption spectra
ImεM (ω) with experiment, for both the optical absorp-
tion corresponding to valence excitations and the XANES
spectrum of the shallow-core excitations at the Al L2,3

edge. The same figure also displays the results of the
calculations at the Al L1 edge, where, to best of our
knowledge, no experimental XANES spectra are avail-
able for α-Al2O3, since this core level excitation is less
commonly studied than the Al K edge65,66,123,124. In all
cases, the presence of sharp and pronounced peaks at the
onset of the BSE spectra (red lines), which are absent in
the RPA and IPA spectra (orange and green lines), is an
evidence of strong excitonic effects. Taking into account
the electron-hole attraction in the BSE is the key to bring
the calculations in agreement with experiment.

As already discussed in Ref. 103, for the optical ab-
sorption in the polarization direction perpendicular to
the z axis (i.e. in the xy plane), where two VUV spec-
troscopy experiments120,121 are available, there are large
discrepancies between the experimental spectra them-
selves [see Fig. 7(a)]. They agree on the position of the
absorption onset and the presence of a sharp peak at
∼ 9.2 eV, while they largely differ in the intensities of
the various spectral features. Those differences can be
attributed to the fact that both absorption spectra have
been obtained from measured reflectivity data using the
Kramers-Kroning relations, which introduces uncertain-
ties in the ImεM (ω) spectra. The calculated optical spec-
tra in Fig. 7(a)-(b) have been blueshifted by 0.7 eV. This
underestimation of the onset of the absorption spectrum
is a manifestation of the underestimation of the band
gap by the perturbative G0W0 approach, which is a sys-
tematic error for large gap materials125. As a matter
of fact, the 2.64 eV scissor correction that we have em-
ployed here, which is taken from the G0W0 calculation
in Ref. 103, underestimates the band gap correction to
the LDA. The BSE calculation in Ref. 103 is also in very
good agreement with the present result: the difference in
the peak positions is actually due to the LDA band gap
difference (see Sec. III A). The BSE spectrum in the xy
polarization reproduces well the spectral shape measured
by French et al.121, while there are larger differences with
the experimental spectra in both polarizations measured
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FIG. 6: XANES spectra at the Al L1 edge calculated with EXC (pseudopotential code) and Exciting (all-electron
code). All the calculations are performed using a Γ-centered 8× 8× 8 grid of k points and 30 unoccupied bands. In
EXC we include the 4 2s bands corresponding to the 4 Al atoms, while in Exciting we include only one 2s level (i.e.,
the 2s state on the Al atom where the core hole is created). For this reason, the spectra of Exciting are multiplied

by 4.

by Tomiki et al.120.
At the Al L2,3 edge, see Fig. 7(c), the calculated spec-

tra have been blueshifted by 9.75 eV, which matches well
the needed correction to the LDA Al 2p core level energy
(see Sec. IIIA). The calculations neglect the spin-orbit
coupling and therefore miss the splitting of the main peak
into a doublet separated by 0.47 eV in the high-resolution
experimental XANES spectrum from Ref. 122 (which
also agrees well with previous experiments120,126,127). In
the spectra, the first, most prominent, excitonic peak is
followed by a series of lower intensity peaks. While the
absolute intensity of the experimental spectrum is arbi-
trary, the relative intensity of the first and second peaks
gives information about the coordination number of Al
and the nature of the chemical bond: a lower symme-
try enhances the intensity of the second peak. More-
over, a lower coordination shifts the edge to lower ener-
gies, while higher bond ionicity shifts the edge to higher
energies67,122.

At the Al L1 edge there is no available experiment.
Therefore, the curves in Fig. 7(d) have been shifted by
19.5 eV, in order for the smallest independent-particle
transition energy, from the Al 2s band to the bottom-
conduction band, to match the experimental value of
125.2 eV, which corresponds to the sum of the funda-
mental band gap plus the binding energy of the Al 2s
states63,110 (see Sec. III A). We find that the main promi-
nent excitonic peak in the BSE spectra is preceded by a
pre-edge structure, more evident in the xy direction (solid
lines). At the Al K edge, which mainly probes the analo-
gous 1s→ 3p transition, there has been much work to ex-
plain the origin of a similar prepeak structure12,65,128–133,
which has been finally interpreted in terms of atomic vi-
brations enabling monopole transitions to unoccupied Al
3s states. In the present case, the calculations do not
take into account the coupling with atomic vibrations
and nevertheless the BSE spectra show a prepeak struc-
ture. This finding therefore calls for a detailed compar-
ison with other calculations including atomic vibrations
and, possibly, experiments at the Al L1 edge.

2. Anisotropy and local field effects

The α-Al2O3 crystal is optically uniaxial. As shown
by Fig. 7(a)-(b), at the onset of the optical spectrum
the anisotropy is rather small, while it becomes larger
for higher energy features. The lowest energy exciton is
visible along the z polarization, while it is dark in the
perpendicular xy polarization. It is separated by ∼ 25
meV from a pair of degenerate excitons that are visible
in the perpendicular xy direction and, conversely, dark
in the z direction. Tomiki et al.120 experimentally deter-
mined a similar splitting of the exciton peaks in the two
polarization directions (35 meV at room temperature and
86 meV at 10 K). We find that the binding energy of these
excitons is of order of 0.3 eV, which is more than twice
the 0.13 eV value estimated from temperature-dependent
VUV spectroscopy63. A similar splitting of the lowest
energy exciton occurs also at the L2,3 edge120, where its
binding energy largely increases up to 1.6 eV. For the op-
tical and the L2,3 cases, both the lowest energy exciton
in the BSE spectrum and the excitation at the smallest
independent-particle transition energy in the IPA spec-
trum have a significant oscillator strength. Instead, at
the L1 edge the lowest energy transitions have a 2s→ 3s
character and are dipole forbidden. We find that the
binding energy of the lowest dark exciton at the L1 edge
is 1.2 eV. The lowest bright excitons in the z and xy po-
larization directions are located 1.6 eV and 1.8 eV above
it, respectively. They belong to the prepeak in the spec-
trum. In this case, we define their binding energy as the
difference with respect to the corresponding first allowed
transition in the IPA spectrum: it amounts to 0.6 eV.
The splitting of the main exciton peak in the two polar-
izations is also the largest one at the L1 edge, being more
than 0.2 eV.

By comparing the RPA and IPA optical spectra, or-
ange and green lines in Fig. 7(a)-(b), respectively, we
note that the effect of crystal local fields is quite small
for both polarizations, in contrast to typical layered van
der Waals materials like graphite, where local field ef-
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FIG. 7: Comparison of theoretical results with experimental data from Tomiki et al.120 and French et al.121 for the
optical absorption, and Weigel et al.122 for the XANES at the L2,3 edge. The calculated spectra are obtained in the
independent particle approximation (IPA), green lines, in the random-phase approximation (RPA), orange lines, and
from the solution of the Bethe-Salpeter equation (BSE), red lines. Optical absorption spectra for polarization in the

(a) xy plane and (b) in the z direction: the calculated spectra have been blueshifted by 0.7 eV. (c) Absorption
spectra at the L2,3 edge in the xy (solid lines) and z (dot-dashed lines) polarizations compared to the isotropic

XANES experimental spectrum122, to which a vertical offset has been added for improved clarity. (d) Absorption
spectra at the L1 edge in the xy (solid lines) and z (dot-dashed lines) polarizations.

fects are strong for the polarization along the hexagonal
axis134. Marinopoulos and Grüning103 also found that
local field effects are not essential to describe satisfac-
torily the low energy part of the experimental spectra,
whereas they become crucial for higher energies (above
16 eV, not shown in Fig. 7), in correspondence to the ex-
citation of the more localised O 2s electrons. Indeed, the
degree of electron localisation directly correlates with the
degree of charge inhomogeneity, which is a key factor for
the induced microscopic local fields. One may therefore
expect that the excitation spectra of shallow-core levels,
which are even more localised, should be more affected
by local field effects. This phenomenon has been in fact
observed for many shallow-core levels135–139. However,
in α-Al2O3 for both the L2,3 and L1 edges the compari-
son of the absorption spectra calculated within the RPA

and in the IPA shows that local field effects are actually
negligible140 (even weaker than in the optical regime).
We can understand this result by noticing that the in-
tensity of the L2,3 and L1 absorption spectra is one or
two orders of magnitude smaller than for the optical ab-
sorption. This large intensity difference reflects the fact
that Al 2p and 2s states are much less polarizable than
valence states. Therefore, even though their electronic
charge is much more localized and inhomogeneous, local
fields associated to the excitations of Al 2p and 2s are
small because they are weakly polarizable, which also
leads to weak induced potentials.
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3. Analysis of excitonic effects

Excitonic effects in solids can be understood as the
result of the mixing of the independent-particle, verti-
cal interband transitions at various k points in the Bril-
louin zone, which are weighted by the excitonic coeffi-
cients Aλvck, i.e., the eigenvectors of the excitonic Hamil-
tonian (1). The analysis of the excitonic coefficients
therefore directly informs on the character of the exci-
ton.

Fig. 8 represents, projected on the LDA band struc-
ture, the partial contributions

∣∣Aλvckρ̃vck∣∣ to the oscilla-
tor strength of the lowest energy bright excitons in the
absorption spectra of Fig. 7.

Each independent-particle transition vk→ ck is repre-
sented by a pair of circles, one in the occupied band v and
one in the unoccupied band c, whose size is proportional
to the value of the contribution. For the optical spectrum
(left panel of Fig. 8), we consider the exciton giving rise
to the first peak in the absorption spectrum in the z
polarization. Our analysis shows that the largest con-
tribution stems from the top-valence bottom-conduction
transition at the Γ point, in correspondence to the direct
band gap. The next k points along the LΓX line in the
conduction band give a contribution that is already 10
times smaller. The others are even smaller. This is due
to the fact that for this exciton the top-valence bottom-
conduction transition at the Γ point has the predominant
coefficient Avckλ , together with a large single-particle os-
cillator strength ρ̃vck in the z direction. Instead, the same
ρ̃vck is negligibly small in the x or y direction, explaining
why the same exciton is dark in the xy plane.

For the L2,3 and L1 excitation spectra, all the k points
for the corresponding core levels are involved in the spec-
tra, as one may expect from the fact that the core levels
are not dispersive. Also for first exciton peak in the L2,3

XANES spectrum (middle panel of Fig. 8), the lowest
conduction band at the Γ point gives the largest con-
tribution, having a large Al 3s character (see Sec. 3).
However, in this case the other k points of the bottom
conduction band and the higher conduction bands signif-
icantly contribute to the spectrum as well. This illustrate
the deviation from a simple independent-particle picture
of a Al 2p→ 3s atomic transition, since many transitions
are mixed together to produce the excitonic peak at the
onset of the L2,3 XANES spectrum.

For the L1 XANES spectrum (right panel of Fig. 8),
we consider the first bright exciton in the z polariza-
tion direction, which belongs to the prepeak in the spec-
trum in Fig. 7(d). Contrary to the other two cases, the
bottom-conduction band at the Γ point gives no contri-
bution, consistently with the 2s → 3s character of the
transition, which is dipole forbidden. The largest contri-
butions are instead given by the k points along the ΓT
line of the bottom conduction band, which have 3p char-
acter as well. Even in this case higher conduction bands
contribute significantly to the intensity of the excitonic
prepeak.

The plot in Fig. 9 of the cumulative sums Sλ(ω), see
Eq. (4), as a function of the number of conduction bands
explains the different convergence behavior between the
optical and XANES spectra shown in Fig. 1. By increas-
ing the number of conduction bands in the BSE Hamilto-
nian (1), the largest possible independent-particle transi-
tion energy progressively increases. Therefore, the curves
for larger numbers of conduction bands extend to higher
energies. However, in the case of the optical spectrum
(top panel), the cumulative sum Sλ(ω) rapidly converges
to the final result. Already considering transition ener-
gies within 12 eV from the smallest one and including 15
conduction bands in the BSE hamiltonian give a result of
the oscillator strength very close to 100%. Instead, in the
case of the L2,3 edge (bottom panel), the range of transi-
tion energies needed to get close to 100% has to be much
larger, of the order of 50 eV above the smallest transition
energy. Moreover, the various curves in the bottom panel
of Fig. 9 do not overlap, as it is the case for the optical
spectrum in the upper panel. This behavior indicates
that at the L2,3 edge interband transitions to higher con-
duction bands in the BSE hamiltonian mix together with
transitions to lower conductions bands, which affects the
behavior of the cumulative sum Sλ(ω) also at lower ener-
gies. The reason of this strong mixing is the fact that at
the L2,3 edge there are many interband transitions with
similar intensity. This, in turns, explains why the con-
vergence of the XANES spectrum with the number of
conduction bands is slow (see Fig. 1), and requires extra
care.

The lowest-energy dark excitons, both in the opti-
cal spectrum and the L2,3 edge, have a cumulative sum
Sλ(ω) that is always close to zero. It means that all the
independent-particle oscillator strengths ρ̃vck are always
small, indicating dipole forbidden transitions. The situ-
ation is instead different for the lowest dark exciton at
the L1 edge. In this case, some transitions to the lowest
conduction bands have a weak but not zero contribu-
tion |ρ̃vckAλ| to the spectrum, as shown by their repre-
sentation on the LDA band structure in the top panel
of Fig. 10. The corresponding cumulative sum Sλ(ω),
bottom panel of Fig. 10, is indeed not always zero: it
has even two distinct peaks, before progressively decreas-
ing to zero, giving rise to a dark exciton. This suggests
the occurrence of destructive interference of contributions
ρ̃vckAλ of different sign, involving transitions over a large
range of energy. Moreover, it also shows that including
not enough conduction bands in the BSE hamiltonian (1)
would produce a weak excitonic peak in the spectrum. It
is another indication that an independent-particle pic-
ture is here inadequate, whereas the strong electron-hole
interaction manifest itself as the (positive or negative)
interference of many electron-hole pairs.

Fig. 11 displays the electron density distribution
|Ψλ(r0

h, re)|2 for a fixed position of the hole r0
h for the

wavefunction of the lowest bright excitons in the spec-
tra. In the color plots, we consider a cut of the three-
dimensional distribution in the xy plane, perpendicular
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hamiltonian for the lowest energy bright exciton in the
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panel) and the XANES spectrum at the L2,3 edge. In
each case, the zero of the energy axis has been set to

the smallest independent-particle transition energy and
Sλ(ω) has been normalised to its largest value.

to the z axis, containing the hole. In all cases, the hole
position (represented by the black ball in Fig. 11) has
been chosen slightly away from the atoms along the rhom-
bohedral c direction, in order to avoid the nodes of the
orbitals. This is the reason why the electron distribu-
tion is not symmetrical around the hole. For an uncor-
related electron-hole pair, the electron density would be
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delocalised all over the crystal, corresponding to a Bloch
wavefunction. The effect of the electron-hole correlation
is instead to localise the electron density around the hole.

For the optical spectrum (left panel), the hole has been
placed near an O atom, consistently with the main char-
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FIG. 11: Exciton correlation function Ψλ(rh, re) for the lowest bright exciton in the (left) optical and (middle) L2,3

edge spectra and (right) at the prepeak at the L1 edge. The position of the hole rh is fixed at r0
h (see black ball).

The color plots show the corresponding electron density distribution |Ψλ(r0
h, re)|2 in the xy plane perpendicular to

the z axis contaning the hole. In order to avoid nodes of the orbitals, the hole position has been slightly displaced
from an oxygen atom for the optical exciton, and from an aluminum atom for the L23 and L1 edge by 0.05 aR along

the c direction. The intensity goes from 0 to the maximum value of the square of the excitonic wavefunctions.

acter of the valence band (see Sec. III A). Here we dis-
cover that the electron charge is also surprisingly located
at the O atoms, and quite delocalised in the xy plane.
This picture is indeed in contrast with the naive expec-
tation of a charge transfer O→ Al nature of the exciton,
which is based on the largely ionic character of the elec-
tronic properties of α-Al2O3. However, the strong Al-
O hybridisation of the bottom conduction bands makes
it possible for the exciton to localise entirely on the O
atoms. The nature of the exciton in α-Al2O3 therefore
turns out to be similar to what found141,142 in other ionic
materials like LiF, where, analogously, for a hole fixed at
a F atom, the electron charge is located mainly on F
atoms as well.

Finally, the other two panels of Fig. 11 show the wave-
functions of the first bright exciton at the L2,3 edge and
in the prepeak of the L1 edge. In both cases, the hole is
localised close to an Al atom. For the L2,3 edge, the re-
sulting electron charge has the shape of an Al 3s orbital.
For the L1 edge, the cut shows a distorted Al 3p orbital
pointing to the next neighbor O atom. In these cases, the
electron charge is entirely localised around the same Al
site, displaying the atomic nature and the Frenkel char-
acter of the core excitons.

IV. CONCLUSIONS

In summary, we have presented a pseudopotential com-
putational scheme that permits one to evaluate optical
and XANES spectra on the same footing, using the same
basis set for valence and shallow-core electrons. We have
validated the approach by comparison with full potential
all-electron calculations, at three different levels of the-
ory, independent-particle approximation, RPA and full
excitonic calculation, within the BSE formalism. We
have applied this approach to study the optical and semi-

core excitations of corundum α-Al2O3, a promising mate-
rial for its optical and structural properties. Both optical
and XANES spectra present strong many-body effects
that require the highest level of theory for an accurate
description. In particular, the intense exciton feature in
the XANES spectrum at the L1 edge could be measur-
able. To the best of our knowledge, this edge has never
been measured. Our prediction therefore opens up new
avenues for the measurement of unoccupied Al 3p states
also by means of soft x-ray spectroscopy.

The anisotropy in the optical regime reveals a differ-
ent order of excitons in the z and perpendicular xy di-
rections: the first exciton is bright along z, followed by
dark excitons, while it is the opposite in the perpendic-
ular xy direction. This indicates a fully linear dichroic
character of the spectra. The same splitting occurs also
for the L2,3 edge. Moreover, we find a pre-edge feature
at the Al L1 edge that has a purely electronic nature.
This seems to contrast with the origin of the pre-edge
observed in XANES spectra at the Al K edge attributed
to the coupling with phonons. Our work therefore calls
for a careful examination of the role of phonons at the
Al L1 edge as well. Finally, the main exciton peak in the
optical absorption spectrum of α-Al2O3 does not have
a O→Al charge transfer character, as one would expect
from the largely ionic nature of the electronic structure of
α-Al2O3. Instead, as a consequence of the electron-hole
correlation, the exciton is localised on O atoms only.

This work opens the way for an accurate description
of other shallow-core spectroscopies within a pseudopo-
tential scheme, such as electron energy loss near-edge
structures (ELNES) or x-ray Raman scattering (XRS).
Finally, treating shallow-core, valence, and conduction
states on the same footing can be particularly useful to
describe resonant inelastic x-ray scattering (RIXS).
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