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#### Abstract

In this paper, we extend the concept of ensemble controllability introduced in 2009 by Jr-Shin Li and Navin Khaneja to a class of linear partial differential equation. More precisely, we consider some abstract parabolic equation, where the system depends on some unknown parameter which is assumed to belong to a compact interval. We investigate the possibility of approximatively reaching (in $L^{2}$-norm) any target state from any initial state, with an open loop control. Here the initial and target states might depend on the unknown parameter, but the control is assumed to be parameter independent.
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## 1. Introduction

The modeling of physical systems often involves in their dynamics some parameters that are inherent to them. These parameters are generally estimated but not known with precision. For instance, the dynamic of a car depends on its mass, the evolution of the temperature depends on the diffusion coefficient of the material...
In the context of classical control theory, it is customary to assume that these parameters are known and fixed. Thus, if a system is to be sent from its initial state to a prescribed final state, the constructed control implicitly depends on the fixed parameters. As a consequence, when these parameters are modified, the built control no longer solves the control problems. Hence, each time a system parameter is modified, a new control has to be

[^0]designed. It therefore seems reasonable to ask whether it is possible to build controls that are independent of the parameters of the system. This is the aim of Ensemble controllability, and this notion is also named (approximate) simultaneous controllability.

The notion of ensemble controllability was first introduced in [1], where the authors studied the ensemble controllability of Bloch equations with a dispersion in their natural frequencies. A much more elaborate study of the topic discussed in the above reference, using functional analysis approach, was undertaken in [2].

For linear control systems many results exist. From the generic concept of ensemble controllability, many other notions emerged such as Uniform ensemble controllability and $L^{q}$-ensemble controllability. One can cite for instance $[3,4,5]$ where the authors gave necessary and sufficient conditions for $L^{q}$-ensemble controllability and uniform ensemble controllability for linear control systems. In [6, 7], the authors gave some obstructions to $L^{q}$ and uniform ensemble controllability, and in [8], the author explore how the application of feedback methods enlarges the class of parameter-dependent linear systems that are uniformly ensemble reachable. In [9, 10], the authors gave some numerical tools to compute optimal controls. We also quote [11], where the authors investigate ensemble controllability for non-linear systems using the geometrical point of view.

Dealing with feedback stabilization of parameter dependent partial differential equation, we mention the recent papers [12, 13]. In [12], the authors investigate the ensemble feedback stabilization of linear systems using a Riccati based feedback mechanism. It should be mentioned that in their paper, the set of parametrization is a finite subset of the real line. More importantly, the feedback control proposed, itself, depends on the parameter but the gain does not. The fact that the gain does not depend on the parameter makes the analysis more delicate. The question of feedback stabilization of parameter dependent system with feedback controls that do not depend on the parameter is still, at our knowledge, an open question, even for linear systems. In [13], the authors use the backstepping method to stabilize an ensemble of hyperbolic partial differential equations.

To our knowledge, the concept of ensemble controllability has not yet been investigated in the case of partial differential equations, especially when the set of parametrization is a continuum. It is worth noting, however, that in [12], as an application of their results, the authors considered a Galerkin discretization of a parameterized one dimensional heat equation with inter-
nal controls, where the uncertain parameter is the reaction coefficient and belongs to a finite subset of the real line. They have shown, under some conditions, that any finite truncation of the discretized system solution is ensemble controllable.

As mentioned above, the ensemble controllability of partial differential equations when the set of parametrization is a continuum is open, and in this paper, we investigate the $L^{2}$-ensemble controllability of linear parabolic type equations with internal controls.

The paper is organized as follows. In Section 2, we state the controllability problem and give the main result of the paper. This section is followed by Section 3 where we apply our main result to the heat and 2D Grushin equations, and give some relations between ensemble controllability and average controllability. The proof of the main result is given in Section 4. This section is followed by Section 5 where we made a digression on finite dimensional control systems. Numerical examples are given in Section 6. Concluding remarks and open problems are provided in Section 7.

The following notations are used.
We set $\mathbb{R}_{+}$the nonnegative real line, $\mathbb{N}^{*}=\mathbb{N} \backslash\{0\}$, and for $\kappa \in \mathbb{N}, \mathbb{N}_{\leqslant \kappa}=$ $\{0,1, \ldots, \kappa\}$.
Let $\mathcal{H}$ be a Hilbert space. The notation $\langle\cdot, \cdot\rangle_{\mathcal{H}}$ denotes the scalar product of elements of $\mathcal{H}$.
For two Banach spaces $\mathscr{X}$ and $\mathscr{Y}$, the space $\mathscr{X}_{n_{1}}^{n_{2}}$, with $n_{1}, n_{2} \in \mathbb{N}^{*}$, stands for the set of matrices with $n_{2}$ rows and $n_{1}$ columns with entries in $\mathscr{X}$. The notation $\|\cdot\|_{\mathscr{X}}$ is used for the norm on $\mathscr{X}$. The space $\mathcal{L}(\mathscr{X}, \mathscr{Y})$ stands for the Banach space of linear and continuous map from $\mathscr{X}$ into $\mathscr{Y}$, and we set $\mathcal{L}(\mathscr{X})=\mathcal{L}(\mathscr{X}, \mathscr{X})$. We identify $\mathcal{L}\left(\mathbb{R}^{n_{1}}, \mathbb{R}^{n_{2}}\right)$ to $\mathbb{R}_{n_{1}}^{n_{2}}$. For $G \in \mathcal{L}(\mathscr{X}, \mathscr{Y})$, $\operatorname{Ran}(G)$ and $\operatorname{Ker}(G)$ respectively denote the range and the null space of $G$, $\operatorname{rk}(G)$ is the dimension of $\operatorname{Ran}(G)$, and $G^{\star}$ is the adjoint of $G$. For $\mathcal{X} \subset \mathscr{X}$, $\overline{\mathcal{X}}$ is the closure of $\mathcal{X}$ in $\mathscr{X}$. For an operator $A, \mathcal{D}(A)$ denotes its domain. The matrix $A \in \mathbb{R}_{n}^{n}$ is said Hurwitz if all its eigenvalues have a negative real part.
For a family of vectors $\left(e_{k}\right)_{k \in \mathbb{N}}$, the notation $\operatorname{Span}_{\mathbb{K}}\left\{e_{k}, k \in \mathbb{N}\right\}$ stands for the set of linear combinations of these vectors over the field $\mathbb{K}$.
For a Borel measure space $\mathscr{M}=(\mathcal{M}, \mathcal{T}, \nu)$, the space $L^{2}(\mathscr{M}, \mathscr{X})$ which is the space of $\nu$-measurable functions $f$ satisfying $\int_{\mathcal{M}}\|f(\sigma)\|_{\mathscr{X}}^{2} \mathrm{~d} \nu(\sigma)<\infty$ is simply denoted by $L^{2}(\mathcal{M}, \mathscr{X})$. Moreover, if $\mathscr{X}=\mathbb{R}^{k}$ for some $k \in \mathbb{N}^{*}$ then $L^{2}\left(\mathcal{M}, \mathbb{R}^{k}\right)$ is identified to $L^{2}(\mathcal{M}, \mathbb{R})^{k}$, and denoted by $L^{2}(\mathcal{M})^{k}$. The space
$L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, \mathscr{X}\right)$ stands for the one of measurable functions from $\mathbb{R}_{+}$to $\mathscr{X}$ that are square integrable on any bounded interval of $\mathbb{R}_{+}$. We similarly define the sets of continuous function, $\mathcal{C}(\mathcal{M}, \mathscr{X})$ and $\mathcal{C}(\mathcal{M})^{k}$. The notation $\operatorname{supp}(f)$ stands for the support of the function $f$.

## 2. Problem statement and main result

Let $(\Theta, \mathscr{B}, \mu)$ be a Borel measure space where $\Theta$ is a compact subset of $\mathbb{R}$, and let $X, U$ and $Y$ be three Hilbert spaces. For every $\theta \in \Theta$, we consider the Cauchy problem

$$
\begin{array}{ll}
\dot{y}(t, \theta) & =\alpha(\theta) A y(t, \theta)+B(\theta) u(t)  \tag{2.1}\\
y(0, \theta) & =y^{0}(\theta)
\end{array}
$$

In the above equation and what follows, $\dot{y}$ stands for the derivative of $y$ with respect to the time variable.

We make the following assumptions on the above system.
$\left(\mathrm{hp}_{1}\right)(A, \mathcal{D}(A))$ generates an analytic exponentially stable semigroup $\left(\mathbb{T}_{t}\right)_{t \geqslant 0}$ on $X$;
$\left(\mathrm{hp}_{2}\right)$ For $\mu$-almost every $\theta \in \Theta, B(\theta) \in \mathcal{L}(U, X)$ and

$$
\int_{\Theta}\|B(\theta)\|_{\mathcal{L}(U, X)}^{2} \mathrm{~d} \mu(\theta)<\infty
$$

$\left(\mathrm{hp}_{3}\right)$ There exist $L \in \mathcal{L}(U, Y)$ and $C \in \mathcal{L}(X, Y)$ and $\beta \in L^{2}(\Theta)$ such that for every $\varphi \in L^{2}(\Theta, X)$

$$
L B^{\star}(\theta) \varphi(\theta)=\beta(\theta) C \varphi(\theta) \quad(\theta \in \Theta, \mu-\text { a.e. }) ;
$$

$\left(\mathrm{hp}_{4}\right) \quad A^{\star}\left(\operatorname{Ker}(C) \cap \mathcal{D}\left(A^{\star}\right)\right) \subset \operatorname{Ker}(C)$;
$\left(\mathrm{hp}_{5}\right)\left(A^{\star}, C\right)$ is approximately observable;
$\left(\mathrm{hp}_{6}\right)$ The function $\alpha \in \mathcal{C}(\Theta)$ is positive, injective and non-vanishing, and $\beta \in L^{2}(\Theta)$ is such that $\beta(\theta) \neq 0$ for $\mu$-almost every $\theta \in \Theta$.
Remark 2.1. If Assumption $\left(\mathrm{hp}_{1}\right)$ is fulfilled, we infer from [14, Theorem 5.2] that

$$
\mathbb{T}_{t}^{\star} z \in \mathcal{D}\left(A^{\star}\right) \quad(z \in X, t>0)
$$

Remark 2.2. The Assumption ( $\mathrm{hp}_{5}$ ) implies that

$$
\begin{equation*}
\overline{\operatorname{Span}_{\mathbb{R}}\left\{\theta \in \Theta \rightarrow \frac{\beta(\theta)}{\alpha(\theta)^{k}}, k \in \mathbb{N}\right\}}=L^{2}(\Theta) \tag{2.2}
\end{equation*}
$$

This can be inferred from [3, Proposition 7] or from [15, Lemma 2.1]. One can also consult [16, Proposition 2.2] for unitary operators. If for instance, $\Theta=[1,2], \alpha(\theta)=\theta$ and $\beta(\theta)=1,(2.2)$ is automatically fulfilled thanks to the Weierstrass approximation theorem, see for instance [17, 18].
The first remark to be made is that since $(A, \mathcal{D}(A))$ generate $\mathbb{T}_{t}$ which is analytic and exponentially stable, it follows from $\left(\mathrm{hp}_{5}\right)$ that for every $\theta \in \Theta$, $(\alpha(\theta) A, \mathcal{D}(A))$ also generate $\mathbb{T}_{\alpha(\theta) t}$ which is analytic and exponentially stable. Therefore, from [19, Proposition 4.2.5] and $\left(\mathrm{hp}_{2}\right)$, we deduce that for every $u \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, U\right)$, every $y^{0} \in L^{2}(\Theta, X)$, and almost every $\theta \in \Theta$, (2.1) admits a unique solution given by

$$
\begin{equation*}
y(t, \theta)=\mathbb{T}_{\alpha(\theta) t} y^{0}(\theta)+\left(\Phi_{t} u\right)(\theta) \quad(t>0) \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(\Phi_{t} u\right)(\theta)=\int_{0}^{t} \mathbb{T}_{\alpha(\theta)(t-\tau)} B(\theta) u(\tau) \mathrm{d} \tau \tag{2.4}
\end{equation*}
$$

Defining $y:(t, \theta) \in \mathbb{R}_{+} \times \Theta \mapsto y(t, \theta)$ as a solution of (2.1), we can prove the following lemma.

Lemma 2.3. Under Assumptions ( $h p_{1}$ ), ( $h p_{2}$ ) and ( $h p_{5}$ ), for every $T>0$, the map $\Phi_{T}$ defined by (2.4) belongs to $\mathcal{L}\left(L^{2}\left(\mathbb{R}_{+}, U\right), L^{2}(\Theta, X)\right)$, and for every $y^{0} \in L^{2}(\Theta, X)$, the solution $y$ defined by (2.3) belongs to $\mathcal{C}\left(\mathbb{R}_{+}, L^{2}(\Theta, X)\right)$.

Proof. Using the fact that $\mathbb{T}_{t}$ is exponentially stable, it follows from [14, Theorem 4.3] that there exist two constants $M \geqslant 1$ and $\delta>0$ such that $\left\|\mathbb{T}_{t}\right\|_{\mathcal{L}(X)} \leqslant M e^{-\delta t}$ for every $t \geqslant 0$. Since $\alpha$ is a positive function of $\theta$, it therefore holds that for every $t \geqslant 0$ and every $\theta \in \Theta,\left\|\mathbb{T}_{\alpha(\theta) t}\right\|_{\mathcal{L}(X)} \leqslant$ $M e^{-\alpha(\theta) \delta t}$. Setting $\underline{\alpha}=\min _{\theta \in \Theta} \alpha(\theta)$, we have

$$
\begin{equation*}
\left\|\mathbb{T}_{\alpha(\theta) t}\right\|_{\mathcal{L}(X)} \leqslant M e^{-\underline{\alpha} \delta t} \quad(t \geqslant 0, \theta \in \Theta) \tag{2.5}
\end{equation*}
$$

Using (2.5), we have for every $\tau \in[0, t]$

$$
\left\|\mathbb{T}_{\alpha(\theta)(t-\tau)} B(\theta) u(\tau)\right\|_{X} \leqslant M e^{-\underline{\alpha} \delta(t-\tau)}\|B(\theta)\|_{\mathcal{L}(U, X)}\|u(\tau)\|_{U}
$$

From the above inequality, we obtain by integrating with respect to $\tau$ on the time interval $(0, t)$ and using Cauchy-Schwarz inequality

$$
\int_{0}^{t}\left\|\mathbb{T}_{\alpha(\theta)(t-\tau)} B(\theta) u(\tau)\right\|_{X} \mathrm{~d}(\tau) \leqslant \frac{M}{\sqrt{2 \delta \underline{\alpha}}}\|B(\theta)\|_{\mathcal{L}(U, X)}\|u\|_{L^{2}((0, t), U)}
$$

From this observation, it follows that the map $\tau \mapsto \mathbb{T}_{\alpha(\theta)(t-\tau)} B(\theta) u(\tau)$ belongs to $L^{1}([0, t], X)$ and by Bochner integrability, we have for every $t \geqslant 0$ and every $\theta \in \Theta$,

$$
\left\|\int_{0}^{t} \mathbb{T}_{\alpha(\theta)(t-\tau)} B(\theta) u(\tau) \mathrm{d}(\tau)\right\|_{X} \leqslant \frac{M}{\sqrt{2 \delta \underline{\alpha}}}\|B(\theta)\|_{\mathcal{L}(U, X)}\|u\|_{L^{2}((0, t), U)}
$$

The preceding inequality leads to

$$
\begin{equation*}
\int_{\Theta}\left\|\int_{0}^{t} \mathbb{T}_{\alpha(\theta)(t-\tau)} B(\theta) u(\tau) \mathrm{d}(\tau)\right\|_{X}^{2} \mathrm{~d} \mu(\theta) \leqslant \frac{M^{2} \gamma}{2 \delta \underline{\alpha}}\|u\|_{L^{2}((0, t), U)}^{2} \tag{2.6}
\end{equation*}
$$

where $\gamma=\int_{\Theta}\|B(\theta)\|_{\mathcal{L}(U, X)}^{2} \mathrm{~d} \mu(\theta)<\infty$, thanks to Assumption $\left(\mathrm{hp}_{2}\right)$.
For every $t \geqslant 0$, the linearity of $\Phi_{t}$ being obvious, we deduce from (2.6) that $\Phi_{t} \in \mathcal{L}\left(L^{2}\left(\mathbb{R}_{+}, U\right), L^{2}(\Theta, X)\right)$. Moreover, using estimations (2.5) and (2.6), it follows that for every $t \geqslant 0$,

$$
\|y(t)\|_{L^{2}(\Theta, X)} \leqslant M e^{-\delta \underline{\alpha} t}\left\|y^{0}\right\|_{L^{2}(\Theta, X)}+M \sqrt{\frac{\gamma}{2 \delta \underline{\alpha}}}\|u\|_{L^{2}((0, t), U)} .
$$

Therefore, for any $u \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, U\right), y \in \mathcal{C}\left(\mathbb{R}_{+}, L^{2}(\Theta, X)\right)$.
The Lemma 2.3 therefore lends legitimacy to the following definition.
Definition 2.4. The system (2.1) is said $L^{2}(\Theta, X)$-ensemble controllable in time $T>0$ if for every $y^{0}, y^{1} \in L^{2}(\Theta, X)$ and every $\varepsilon>0$, there exists a parameter independent open loop control $u \in L^{2}([0, T], U)$ such that the solution of (2.1) with $y^{0}$ as initial state datum and $u$ as input satisfies

$$
\begin{equation*}
\left\|y(T)-y^{1}\right\|_{L^{2}(\Theta, X)} \leqslant \varepsilon \tag{2.7}
\end{equation*}
$$

In this definition, functions of $L^{2}([0, T], U)$ are seen as functions of $L^{2}\left(\mathbb{R}_{+}, U\right)$ supported on $[0, T]$.

The main result of this paper is the following.
Theorem 2.5. Under the Assumptions ( $h p_{1}$ ) to ( $h p_{6}$ ), the system (2.1) is $L^{2}(\Theta, X)$-ensemble controllable in any time $T>0$.

Let us make the following remarks.

Remark 2.6. Observe that if the system (2.1) is $L^{2}(\Theta, X)$-ensemble controllable in time $T>0$, then for every $\lambda \in \mathbb{R}$, the system

$$
\begin{equation*}
\dot{z}(t, \theta)=(\alpha(\theta) A-\lambda I) z(t, \theta)+B(\theta) v(t) \tag{2.8}
\end{equation*}
$$

is also $L^{2}(\Theta, X)$-ensemble controllable in time $T>0$.
Indeed, for every $\theta \in \Theta,(\alpha(\theta) A, \mathcal{D}(A))$ generates the semigroup $\mathbb{T}_{\alpha(\theta) t}$, then $(\alpha(\theta) A-\lambda I, \mathcal{D}(A))$ generates the semigroup $e^{-\lambda t} \mathbb{T}_{\alpha(\theta) t}$. Therefore, for every $u \in L^{2}([0, T], U)$, the solution of (2.8) with initial condition $z^{0}(\theta)$ is given by

$$
z(t, \theta)=e^{-\lambda t}\left(\mathbb{T}_{\alpha(\theta) t} z^{0}(\theta)+\left(\Phi_{t} u_{\lambda}\right)(\theta)\right)=e^{-\lambda t} y(T)
$$

where $u_{\lambda}(t)=e^{\lambda t} u(t)$, and where $y$ solves (2.1) with control $u_{\lambda}$ and initial condition $z^{0}(\theta)$. If (2.1) is $L^{2}(\Theta, X)$-ensemble controllable in time $T>0$, then for every $\varepsilon>0$ there exists $u_{\lambda} \in L^{2}([0, T], U)$ such that,

$$
\left\|y(T)-e^{\lambda T} z^{1}\right\|_{L^{2}(\Theta, X)} \leqslant e^{\lambda T} \varepsilon
$$

that is to say that

$$
\left\|z(T)-z^{1}\right\|_{L^{2}(\Theta, X)} \leqslant \varepsilon
$$

i.e., (2.8) is $L^{2}(\Theta, X)$-ensemble controllable.

Remark 2.7. As it will be seen in the proof of Theorem 2.5 in Section 4, this theorem is still valid for unbounded operators $B(\theta) \in \mathcal{L}\left(U, X_{-1}\right)$ provided that we replace Assumption $\left(\mathrm{hp}_{1}\right)$ by the fact that for $\mu$-almost every $\theta \in \Theta$, $B(\theta)$ is admissible for $\mathbb{T}_{t}$ and that the admissibility constant, which depends on $\theta$, belongs to $L^{2}(\Theta)$. These hypotheses ensure that Lemma 2.3 still holds with an unbounded control operator. In this case, we should have in Assumption $\left(\mathrm{hp}_{3}\right) C \in \mathcal{L}\left(X_{1}^{\kappa}, Y\right)$ where $X_{1}^{\kappa}$ is the dual space of $X_{-1}$ with respect to the pivot space $X$ (see [19]), and $C$ should be required to be admissible for the semigroup $\mathbb{T}_{t}^{\star}$. It goes without saying that in the proof, one should adjust what should be adjusted.
However, we do not have example with unbounded control operator such that Assumption $\left(\mathrm{hp}_{4}\right)$ is satisfied. Hence, we do not detail the case of unbounded control operators.

## 3. Applications

### 3.1. Application to the heat equation

Let $\Omega$ be a smooth domain of $\mathbb{R}^{d}(d \geqslant 1), X=U=L^{2}(\Omega)$ and consider the system

$$
\begin{array}{ll}
\dot{y}(t, x, \theta)=\alpha(\theta) \Delta y(t, x, \theta)+\beta(\theta) \chi_{\omega(\theta)}(x) u(t, x), & \\
y(t, x, \theta)=0, & \\
y(t, x) \in \mathbb{R}_{+} \times \Omega,  \tag{3.1}\\
y(0, x, \theta)=y^{0}(x, \theta), & \\
y \in \Omega,
\end{array}
$$

where $\theta \in \Theta$, with $\Theta$ a compact interval of $\mathbb{R}$. In this system, the control is acting in a domain $\omega(\theta) \subset \Omega$ that might depend on the parameter $\theta$. We also assume that there exists a nonempty open subset $\omega_{0}$ such that $\omega_{0} \subset$ $\bigcap_{\theta \in \Theta} \omega(\theta)$.
System (3.1) corresponds to (2.1) with

$$
A=\Delta, \quad \mathcal{D}(A)=H^{2}(\Omega) \times H_{0}^{1}(\Omega) \quad \text { and } \quad B(\theta)=\beta(\theta) \chi_{\omega(\theta)}(x)
$$

Obviously, in this context, Assumption $\left(\mathrm{hp}_{1}\right)$ is satisfied, and Assumption $\left(\mathrm{hp}_{2}\right)$ is satisfied, if $\beta \in L^{2}(\Theta)$. Also, $A^{\star}=A$ and for every $\theta \in \Theta$, $B(\theta)^{\star}=B(\theta)$.
Choosing $Y=L^{2}\left(\omega_{0}\right), L=C=\chi_{\omega_{0}}$, Assumptions $\left(\mathrm{hp}_{3}\right)$ and $\left(\mathrm{hp}_{4}\right)$ are satisfied. Since the heat equation is approximatively controllable in any time $T>0$ from any non-empty open subset of $\Omega$, it follows by duality that $\left(A^{\star}, C\right)$ is also approximately observable in any time, that is to say that Assumption $\left(h p_{5}\right)$ is also satisfied. As a consequence of Theorem 2.5, we have the following result.

Proposition 3.1. If $\alpha$ and $\beta$ satisfy Assumption ( $h p_{6}$ ), and if there exists a non-empty open subset $\omega_{0}$ such that $\omega_{0} \subset \omega(\theta)$ for every $\theta \in \Theta$, then the system (3.1) is $L^{2}\left(\Theta, L^{2}(\Omega)\right)$-ensemble controllable.

### 3.2. Application to the Grushin equation

Let $\gamma>0$ and $\Omega=(-1,1) \times(0,1)$, we consider the 2D Grushin equation

$$
\begin{array}{rlrl}
\dot{y}(t, x, v, \theta) & =\alpha(\theta)\left(\partial_{x}^{2} y(t, x, v, \theta)+|x|^{2 \gamma} \partial_{v}^{2} y(t, x, v, \theta)\right) \\
& +\beta(\theta) \chi_{\omega(\theta)}(x, v) u(t, x, v), & (t, x, v) \in \mathbb{R}_{+} \times \Omega,  \tag{3.2}\\
y(t, x, v, \theta)=0, & & (t, x, v) \in \mathbb{R}_{+} \times \partial \Omega, \\
y(0, x, v, \theta) & =y^{0}(x, v, \theta), & & (x, v) \in \Omega,
\end{array}
$$

where, as in Section 3.1, $\theta \in \Theta$, with $\Theta$ a compact interval of $\mathbb{R}$. In this system, the control is acting in a domain $\omega(\theta) \subset \Omega$ that might depend on the parameter $\theta$. We also assume that there exists a nonempty open subset $\omega_{0}$ such that $\omega_{0} \subset \bigcap_{\theta \in \Theta} \omega(\theta)$.

We set $X=U=L^{2}(\Omega)$. For every $\theta \in \Theta$, we set $B(\theta)=\beta(\theta) \chi_{\omega(\theta)}(x, v)$. If $\beta \in L^{2}(\Theta)$, then Assumption $\left(\mathrm{hp}_{2}\right)$ is satisfied. For every $f \in C_{0}^{\infty}(\Omega)$, we define $A$ by $A f=\partial_{x}^{2} f+|x|^{2 \gamma} \partial_{v}^{2} f$. Using Friedrichs extension (see [20, Section 4.3], or [21, Section 2.1]) of the operator $A$, is extended to a selfadjoint operator with dense domain $\mathcal{D}(A)$ in $L^{2}(\Omega)$, and we refer to [22] for a precise description of $\mathcal{D}(A)$. Furthermore, this operator (still denoted by $A$ ) is the generator of an analytic semi-group on $L^{2}(\Omega)$, see [21, Section 2.1]. In addition, using Poincaré inequality, we get that the semi-group generated by $A$ is exponentially stable. That is to say that Assumption $\left(\mathrm{hp}_{1}\right)$ is fulfilled.

As for Section 3.1, Assumption $\left(\mathrm{hp}_{3}\right)$ is satisfied with $Y=L^{2}\left(\omega_{0}\right)$, $L=C=\chi_{\omega_{0}}$, and Assumption $\left(\mathrm{hp}_{4}\right)$ is also trivially satisfied. According to [22], the pair $\left(A^{*}, C\right)$ is approximatively observable, i.e., Assumption ( $\mathrm{hp}_{5}$ ) is satisfied. We also refer to [23] for survey results on approximate controllability for hypoelliptic equations, and let us quote that depending on $\omega_{0}$ and $\gamma$, the pair $\left(A, C^{*}\right)$ might not be null controllable, see [21, 24, 25]. In conclusion, Theorem 2.5 leads to the following result.

Proposition 3.2. If $\alpha$ and $\beta$ satisfy Assumption ( $h p_{6}$ ), and if there exists a non-empty open subset $\omega_{0}$ such that $\omega_{0} \subset \omega(\theta)$ for every $\theta \in \Theta$, then the system (3.2) is $L^{2}\left(\Theta, L^{2}(\Omega)\right)$-ensemble controllable, for every $\gamma>0$.

### 3.3. Application to average controllability

In this paragraph, we link the concept of ensemble controllability to the one of Average controllability. As far as we know, the concept of average controllability has been introduced in [26] with the aim of controlling in average the dynamics of systems that depend on parameters with parameter independent open loop controls. Many results on partial differential equations have been obtained and can be found for instance in [27, 28, 29, 30, 31]. Dealing with the numerical aspect of averaged controllability, we refer to [9, 32]. In this paper, the following definition borrowed from [26] will be considered.

Definition 3.3. Let $\mathscr{M}=(\Theta, \mathcal{T}, \mu)$ be a probability measure space. The system (2.1) is Approximately controllable in average in time $T>0$ if for every $y^{0}, y^{1} \in L^{2}(\Theta, X)$ and every $\varepsilon>0$, there exists a parameter independent
open loop control $u \in L^{2}([0, T], U)$ such that the solution of (2.1) with $y^{0}$ as initial state datum and $u$ as input satisfies

$$
\begin{equation*}
\left\|\int_{\Theta}\left(y(T, \theta)-y^{1}(\theta)\right) \mathrm{d} \mu(\theta)\right\|_{X} \leqslant \varepsilon . \tag{3.3}
\end{equation*}
$$

The next result follows directly from Theorem 2.5.
Corollary 3.4. Under the Assumptions ( $h p_{1}$ ) to ( $h p_{6}$ ), the system (2.1) is approximately controllable in average in any time $T>0$.

It is well-known that average controllability does not imply ensemble controllability. Indeed, consider, for instance, the system (2.1) with

$$
\mathscr{M}=([0,1], \mathcal{T}, \mu), \quad \alpha(\theta)=1, \quad A=1, \quad B(\theta)=\theta .
$$

In this example, we take $\mu$ to be the Lebesgue measure and $X=U=\mathbb{R}$. It is easily seen through [26, Theorem 1] that this system is approximatively controllable in average in any time, but, according to [3, Proposition 7], it cannot be $L^{2}(\Theta)$-ensemble controllable in any time $T>0$.

Proof. We aim to show that for every $y^{0}, y^{1} \in L^{2}(\Theta, X)$ and every $\varepsilon>0$, there exists a parameter independent open loop control $u \in L^{2}([0, T], U)$ such that (3.3) is satisfied.
Let $y^{0}, y^{1} \in L^{2}(\Theta, X)$ and take any $\varepsilon>0$.
According to Theorem 2.5, the system is $L^{2}(\Theta, X)$-ensemble controllable in any time $T>0$. Hence, writing down Definition 2.4, there exists an open loop control $u \in L^{2}([0, T], U)$ such that

$$
\begin{equation*}
\left\|y(T)-y^{1}\right\|_{L^{2}(\Theta, X)} \leqslant \varepsilon . \tag{3.4}
\end{equation*}
$$

Using Cauchy-Schwarz inequality (recall that $\mu(\Theta)=1$ ), we get

$$
\begin{aligned}
\left\|\int_{\Theta}\left(y(T, \theta)-y^{1}(\theta)\right) \mathrm{d} \mu(\theta)\right\|_{X} & \leqslant \int_{\Theta}\left\|y(T, \theta)-y^{1}(\theta)\right\|_{X} \mathrm{~d} \mu(\theta) \\
& \leqslant\left(\int_{\Theta}\left\|y(T, \theta)-y^{1}(\theta)\right\|_{X}^{2} \mathrm{~d} \mu(\theta)\right)^{\frac{1}{2}} \\
& \leqslant\left\|y(T)-y^{1}\right\|_{L^{2}(\Theta, X)} \leqslant \varepsilon
\end{aligned}
$$

As a consequence of Corollary 3.4, the heat equation considered in (3.1) is approximately controllable in average in any time $T>0$. This result can be found in [27, Section 3], see also [29]. In fact, it has been proved that the system (3.1) is null controllable in average in any time $T>0$.
An other consequence is that the Grushin equation considered in (3.2) is also approximately controllable in average in any time $T>0$. As far as we know, the averaged controllability for the Grushin equation has never been considered.

## 4. Proof of Theorem 2.5

In this section, we provide a proof to our main result.
By Definition 2.4, system (2.1) is $L^{2}(\Theta, X)$-ensemble controllable in a time $T>0$ if and only if

$$
\begin{equation*}
\overline{\operatorname{Ran}\left(\Phi_{T}\right)}=L^{2}(\Theta, X), \tag{4.1}
\end{equation*}
$$

relation which is equivalent to

$$
\begin{equation*}
\operatorname{Ker}\left(\Phi_{T}^{\star}\right)=\{0\} \tag{4.2}
\end{equation*}
$$

We now compute the adjoint of $\Phi_{T}$.
Since $\Phi_{T}$ is a linear and bounded operator from $L^{2}\left(\mathbb{R}_{+}, U\right)$ into $L^{2}(\Theta, X), \Phi_{T}^{\star}$ is a linear and bounded operator from $L^{2}(\Theta, X)$ into $L^{2}\left(\mathbb{R}_{+}, U\right)$. Therefore, for every $\varphi^{1} \in L^{2}(\Theta, X)$ and every $u \in L^{2}\left(\mathbb{R}_{+}, U\right)$, we have, by definition

$$
\begin{aligned}
\left\langle\Phi_{T}^{\star} \varphi^{1}, u\right\rangle_{L^{2}\left(\mathbb{R}_{+}, U\right)} & =\int_{\Theta}\left\langle\varphi^{1}(\theta),\left(\Phi_{T} u\right)(\theta)\right\rangle_{X} \mathrm{~d} \mu(\theta) \\
& =\int_{\Theta}\left\langle\varphi^{1}(\theta), \int_{0}^{T} \mathbb{T}_{\alpha(\theta)(T-\tau)} B(\theta) u(\tau) \mathrm{d} \tau\right\rangle_{X} \mathrm{~d} \mu(\theta) \\
& =\int_{0}^{T}\left\langle\int_{\Theta} B(\theta)^{\star} \mathbb{T}_{\alpha(\theta)(T-\tau)}^{\star} \varphi^{1}(\theta) \mathrm{d} \mu(\theta), u(\tau)\right\rangle_{U} \mathrm{~d} \tau
\end{aligned}
$$

It therefore follows that for every $\varphi^{1} \in L^{2}(\Theta, X)$,

$$
\left(\Phi_{T}^{\star} \varphi^{1}\right)(t)= \begin{cases}\int_{\Theta} B(\theta)^{\star} \mathbb{T}_{\alpha(\theta)(T-t)}^{\star} \varphi^{1}(\theta) \mathrm{d} \mu(\theta), & \text { if } t \in(0, T)  \tag{4.3}\\ 0, & \text { if } t \geqslant T\end{cases}
$$

Due to (4.2), we now aim to show the following unique continuation property,

$$
\begin{equation*}
\left(\int_{\Theta} B(\theta)^{\star} \mathbb{T}_{\alpha(\theta)(T-t)}^{\star} \varphi^{1}(\theta) \mathrm{d} \mu(\theta)=0, \quad \forall t \in[0, T]\right) \quad \Rightarrow \quad \varphi^{1}=0 \tag{UCP}
\end{equation*}
$$

Let $\varphi^{1} \in L^{2}(\Theta, X)$ such that for every $t \in[0, T]$,

$$
\begin{equation*}
\int_{\Theta} B(\theta)^{\star} \mathbb{T}_{\alpha(\theta)(T-t)}^{\star} \varphi^{1}(\theta) \mathrm{d} \mu(\theta)=0 \tag{4.4}
\end{equation*}
$$

Setting $\varphi(t, \theta)=\mathbb{T}_{\alpha(\theta)(T-t)}^{\star} \varphi^{1}(\theta), \varphi$ solves

$$
\left\{\begin{align*}
\dot{\varphi}(t, \theta) & =-\alpha(\theta) A^{\star} \varphi(t, \theta)  \tag{4.5}\\
\varphi(T, \theta) & =\varphi^{1}(\theta)
\end{align*}\right.
$$

Setting again $\tilde{\varphi}(t, \theta)=\varphi(T-t, \theta)$, it follows that $\tilde{\varphi}$ solves

$$
\left\{\begin{array}{l}
\dot{\tilde{\varphi}}(t, \theta)=\alpha(\theta) A^{\star} \tilde{\varphi}(t, \theta) \quad(t \in(0, T)),  \tag{4.6}\\
\tilde{\varphi}(0, \theta)=\varphi^{1}(\theta)
\end{array}\right.
$$

Equation (4.6) shows that $\tilde{\varphi}(t, \theta)=\mathbb{T}_{\alpha(\theta) t}^{\star} \varphi^{1}(\theta)$. Since $\mathbb{T}_{t}$ is an analytic semigroup, (UCP) is equivalent to

$$
\begin{equation*}
\left(\int_{\Theta} B(\theta)^{\star} \tilde{\varphi}(t, \theta) \mathrm{d} \mu(\theta)=0, \quad \forall t \geqslant 0\right) \quad \Rightarrow \quad \varphi^{1}=0 \tag{UCP'}
\end{equation*}
$$

where $\tilde{\varphi}$ solves (4.6).
Using $\left(\mathrm{hp}_{1}\right)$ and applying the operator $L$ defined in $\left(\mathrm{hp}_{3}\right)$ to the above equation, we get

$$
\int_{\Theta} L B(\theta)^{\star} \tilde{\varphi}(t, \theta) \mathrm{d} \mu(\theta)=0 \quad(t \geqslant 0) .
$$

Assumption $\left(\mathrm{hp}_{3}\right)$ ensures that $L\left(B^{\star} \varphi\right)(\theta)=\beta(\theta) C \varphi(\theta)$ for every $\varphi \in$ $L^{2}(\Theta, X)$. Hence, it follows that

$$
\begin{equation*}
C \int_{\Theta} \beta(\theta) \tilde{\varphi}(t, \theta) \mathrm{d} \mu(\theta)=0 \quad(t \geqslant 0) \tag{4.7}
\end{equation*}
$$

that is to say,

$$
\int_{\Theta} \beta(\theta) \tilde{\varphi}(t, \theta) \mathrm{d} \mu(\theta) \in \operatorname{Ker}(C) \quad(t \geqslant 0)
$$

Therefore, using ( $\mathrm{hp}_{1}$ ), we have, according to Remark 2.1,

$$
\int_{\Theta} \beta(\theta) \tilde{\varphi}(t, \theta) \mathrm{d} \mu(\theta) \in \operatorname{Ker}(C) \cap \mathcal{D}\left(A^{\star}\right) \quad(t>0)
$$

and Assumption $\left(\mathrm{hp}_{4}\right)$ leads to

$$
\begin{equation*}
C \int_{\Theta} \beta(\theta) A^{\star} \tilde{\varphi}(t, \theta) \mathrm{d} \mu(\theta)=0 \quad(t>0) \tag{4.8}
\end{equation*}
$$

But $\tilde{\varphi}$ is solution of (4.6), hence, we have

$$
A^{\star} \tilde{\varphi}(t, \theta)=\frac{1}{\alpha(\theta)} \dot{\tilde{\varphi}}(t, \theta) \quad(t>0)
$$

this combined with (4.8) gives us

$$
C \int_{\Theta} \frac{\beta(\theta)}{\alpha(\theta)} \dot{\tilde{\varphi}}(t, \theta) \mathrm{d} \mu(\theta)=0 \quad(t>0)
$$

For every $t>0$, let us now integrate the above equation on $[t,+\infty)$, to obtain

$$
\begin{equation*}
C \int_{\Theta} \frac{\beta(\theta)}{\alpha(\theta)}\left(\int_{t}^{+\infty} \dot{\tilde{\varphi}}(\tau, \theta) \mathrm{d} \tau\right) \mathrm{d} \mu(\theta)=0 \quad(t>0) \tag{4.9}
\end{equation*}
$$

Using the fact that for every $\theta \in \Theta, \mathbb{T}_{\alpha(\theta) t}^{\star}$ is exponentially stable, we deduce that

$$
\int_{t}^{+\infty} \dot{\tilde{\varphi}}(\tau, \theta) \mathrm{d} \tau=-\tilde{\varphi}(t, \theta) \quad(t>0, \theta \in \Theta)
$$

Equation (4.9) therefore reads

$$
\begin{equation*}
\int_{\Theta} \frac{\beta(\theta)}{\alpha(\theta)} C \tilde{\varphi}(t, \theta) \mathrm{d} \mu(\theta)=0 \quad(t>0) \tag{4.10}
\end{equation*}
$$

Applying the above process $k$ times, we end up with

$$
\int_{\Theta} \frac{\beta(\theta)}{\alpha(\theta)^{k}} C \tilde{\varphi}(t, \theta) \mathrm{d} \mu(\theta)=0 \quad(t>0, k \in \mathbb{N})
$$

Using Assumption ( $\mathrm{hp}_{6}$ ) and Remark 2.2, we deduce that for $\mu$-almost every $\theta$

$$
C \tilde{\varphi}(t, \theta)=0, \quad \forall t>0 .
$$

Finally, we use Assumption $\left(\mathrm{hp}_{5}\right)$ to deduce that for $\mu$-almost every $\theta$,

$$
\varphi^{1}(\theta)=0
$$

This proves (UCP), and hence (2.1) is $L^{2}(\Theta, X)$-ensemble controllable in time $T$.

## 5. Digression on ordinary differential equations

In this section we consider the case where $X=\mathbb{R}^{n}, U=\mathbb{R}^{m}$ and $Y=\mathbb{R}^{q}$, with $n, m$ and $q$ three integers. In this framework (2.1) is just an ordinary differential equation and the Assumptions $\left(\mathrm{hp}_{1}\right)$ to $\left(\mathrm{hp}_{6}\right)$ read:
( $\mathrm{as}_{1}$ ) The matrix $A$ belonging to $\mathbb{R}_{n}^{n}$ is Hurwitz;
$\left(\mathrm{as}_{2}\right)$ The control operator $B$ belongs to $L^{2}(\Theta)_{m}^{n}$;
$\left(\mathrm{as}_{3}\right)$ There exist $L \in \mathbb{R}_{m}^{q}, C \in \mathbb{R}_{n}^{q}$ and $\beta \in L^{2}(\Theta)$ such that for every $\varphi \in L^{2}(\Theta)^{n}$,

$$
L B^{\star}(\theta) \varphi(\theta)=\beta(\theta) C \varphi(\theta)
$$

$\left(\mathrm{as}_{4}\right) \operatorname{Ker}(C)$ is stable by $A^{\star}$;
$\left(\mathrm{as}_{5}\right)\left(A^{\star}, C\right)$ is observable;
( $\mathrm{as}_{6}$ ) The function $\alpha \in \mathcal{C}(\Theta)$ is positive, injective and non-vanishing, and $\beta \in L^{2}(\Theta)$ is such that $\beta(\theta) \neq 0$ for $\mu$-almost every $\theta \in \Theta$.
In this case, the proof of Theorem 2.5 can be given by classical arguments. Since this classical arguments reveal that certain assumptions are not necessary for controllability we give the main lines. Indeed, thank to (UCP), let $\varphi^{1} \in L^{2}(\Theta)^{n}$ such that

$$
\begin{equation*}
\int_{\Theta} B(\theta)^{\star} e^{\alpha(\theta)(T-t) A^{\star}} \varphi^{1}(\theta) \mathrm{d} \mu(\theta)=0 \quad(t \in[0, T]) \tag{5.1}
\end{equation*}
$$

Using Assumption ( $\mathrm{as}_{3}$ ), we have

$$
\begin{equation*}
C \int_{\Theta} \beta(\theta) e^{\alpha(\theta)(T-t) A^{\star}} \varphi^{1}(\theta) \mathrm{d} \mu(\theta)=0 \quad(t \in[0, T]) \tag{5.2}
\end{equation*}
$$

Computing the derivatives of the above equation with respect to $t$, and evaluating the obtained equation at time $t=T$, we deduce

$$
\begin{equation*}
C A^{\star k} \int_{\Theta} \beta(\theta) \alpha(\theta)^{k} \varphi^{1}(\theta) \mathrm{d} \mu(\theta)=0 \quad(k \in \mathbb{N}) \tag{5.3}
\end{equation*}
$$

We now observe that Assumptions $\left(\mathrm{as}_{4}\right)$ and $\left(\mathrm{as}_{5}\right)$ imply $\operatorname{Ker}(C)=\{0\}$. Indeed, Assumption $\left(\mathrm{as}_{5}\right)$ (i.e., the pair $\left(A^{\star}, C\right)$ is observable) is equivalent to the pair $\left(A, C^{\star}\right)$ is controllable. Therefore, the space $\mathcal{N}=\left\{x \in \mathbb{R}^{n} \mid\right.$ $\left.\forall k \in \mathbb{N},\left(A^{\star}\right)^{k} x \in \operatorname{Ker}(C)\right\}$ is reduced to the null subspace of $\mathbb{R}^{n}$. But Assumption $\left(\mathrm{as}_{4}\right)$ (i.e., $\operatorname{Ker}(C)$ is stable by $A^{\star}$ ) ensures that $\mathcal{N}=\operatorname{Ker}(C)$, and hence, $\operatorname{Ker}(C)=\{0\}$. Consequently, (5.3) implies

$$
\begin{equation*}
A^{\star k} \int_{\Theta} \beta(\theta) \alpha(\theta)^{k} \varphi^{1}(\theta) \mathrm{d} \mu(\theta)=0 \quad(k \in \mathbb{N}) \tag{5.4}
\end{equation*}
$$

Thanks to Assumption $\left(\mathrm{as}_{1}\right), A$ is invertible, hence,

$$
\begin{equation*}
\int_{\Theta} \beta(\theta) \alpha(\theta)^{k} \varphi^{1}(\theta) \mathrm{d} \mu(\theta)=0 \quad(k \in \mathbb{N}) . \tag{5.5}
\end{equation*}
$$

Assumption $\left(\mathrm{as}_{6}\right)$ together with Remark 2.2 leads to

$$
\overline{\operatorname{Span}\left\{\theta \in \Theta \rightarrow \beta(\theta) \alpha(\theta)^{k}, k \in \mathbb{N}\right\}}=L^{2}(\Theta)
$$

and it follows that $\varphi^{1}=0 \mu$-almost everywhere on $\Theta$. This ends the proof of Theorem 2.5 in the case $X=\mathbb{R}^{n}, U=\mathbb{R}^{m}$ and $Y=\mathbb{R}^{q}$.

We now give some comments on these lines.
Remark 5.1. We have seen in the above lines that Assumption ( $\mathrm{as}_{1}$ ) is not necessary in the case of ordinary differential equations. In fact, we only need $A$ to be invertible. One can see from the proof we provided in Section 4 that the exponential stability character of the semigroup was used to pass from (4.9) to (4.10). Therefore, this constraint was imposed by our proof. Theorem 2.5 might hold without the exponential stability character of the operator $(A, \mathcal{D}(A))$. However, this has resisted to several attempts of proof. Remark 5.2. Observe that since $\operatorname{Ker}(C)=\{0\}$, it follows that $q \geqslant n$. Moreover, from this condition, it follows from $\left(\mathrm{as}_{1}\right)$ that for $\mu$-almost every $\theta \in \Theta$, $\operatorname{rk}(B(\theta))=n$. In particular, we have $m \geqslant n$. Note that unlike the state controllability of linear time invariant systems where it is natural to consider $m \leqslant n$, it makes fully sense here to consider systems with $m \geqslant n$ since the state space is an infinite dimensional space, here $L^{2}(\Theta)^{n}$.
Remark 5.3. Assumption $\left(\mathrm{as}_{3}\right)$ can be useful in practice when "the control operator does not look nice". For instance, if one wants to check the $L^{2}(\Theta)^{2}$ ensemble controllability of system (2.1) with

$$
\begin{align*}
\Theta=[0,1], \quad \alpha(\theta)=\theta^{2}, \quad A & =\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \\
B(\theta) & =\left(\begin{array}{cccc}
0 & 2 \sqrt{\theta+1} & 1 & 1+\theta \\
\sqrt{\theta+1} & 0 & 1+\theta^{3} & \theta^{2}
\end{array}\right) \tag{5.6}
\end{align*}
$$

this assumption tells us that it is not necessary to use five sources (inputs or controls) in system (5.6) since only two sources are sufficient. Indeed, taking in Assumption $\left(\mathrm{as}_{3}\right)$

$$
L=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right), \quad C=\left(\begin{array}{ll}
0 & 1 \\
2 & 0
\end{array}\right) \quad \text { and } \quad \beta(\theta)=\sqrt{\theta+1}
$$

one can infer from [5, Theorem 5] (or [4, Theorem 1]) that system (5.6) is $L^{2}(\Theta)^{2}$-ensemble controllable. One should first note that the multiplication operator $\mathcal{A}_{\beta}: L^{2}(\Theta) \rightarrow L^{2}(\Theta)$ defined for every $f \in L^{2}(\Theta)$ by $\left(\mathcal{A}_{\beta} f\right)(\theta)=\beta(\theta) f(\theta)$ is an isomorphism of $L^{2}(\Theta)$, when $\beta \in L^{\infty}(\Theta)$ satisfies Assumption $\left(\mathrm{as}_{6}\right)$. Using therefore the fact that the system (2.1) with

$$
\Theta=[0,1], \quad \alpha(\theta)=\theta^{2}, \quad A=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad B(\theta)=C^{\star}=\left(\begin{array}{ll}
0 & 2 \\
1 & 0
\end{array}\right),
$$

is $\mathcal{C}(\Theta)^{2}$-ensemble controllable, here comes [5, Theorem 5], we deduce from the density of continuous functions in $L^{2}(\Theta)$ that the system given by (5.6) is $L^{2}(\Theta)^{2}$-ensemble controllable.

## 6. Numerical aspects

The aim of this paragraph is to illustrate numerically the $L^{2}(\Theta, X)$ ensemble controllability of system (3.1) in one dimensional case. More precisely, we take $\Theta$ a compact interval of $\mathbb{R}_{+}^{*}, \mu$ the Lebesgue measure, $\Omega=(0, \pi), \omega(\theta)=\omega=[\underline{\omega}, \bar{\omega}] \subset(0, \pi)$ independent of $\theta, X=L^{2}(0, \pi)$, $U=L^{2}(\omega)$, and consider the system

$$
\begin{array}{ll}
\dot{y}(t, x, \theta)=\alpha(\theta) \partial_{x} y(t, x, \theta)+\beta(\theta) \chi_{\omega}(x) u(t, x), & \\
y(t, x) \in \mathbb{R}_{+} \times(0, \pi), \\
y(t, x, \theta)=0, & (t, x) \in \mathbb{R}_{+} \times\{0, \pi\},  \tag{6.1}\\
y(0, x, \theta)=y^{0}(x, \theta), & x \in(0, \pi),
\end{array}
$$

where $\alpha$ and $\beta$ satisfy Assumption $\left(\mathrm{hp}_{6}\right)$.
We recall that there exist an increasing sequence $\left(\lambda_{k}\right)_{k \geqslant 1} \in\left(\mathbb{R}_{+}\right)^{\mathbb{N}^{*}}$ such that $\lambda_{k} \rightarrow \infty$ when $k \rightarrow \infty$ and a Hilbert basis $\left(\phi_{k}\right)_{k \geqslant 1}$ of $L^{2}(0, \pi)$ such that $\left(\phi_{k}\right)_{k \geqslant 1} \subset H_{0}^{1}(0, \pi)$ and $-\partial_{x}^{2} \phi_{k}=\lambda_{k} \phi_{k}$. In the present case, we have

$$
\lambda_{k}=k^{2} \quad \text { and } \quad \phi_{k}(x)=\sqrt{\frac{2}{\pi}} \sin (k x) \quad\left(k \in \mathbb{N}^{*}, x \in(0, \pi)\right)
$$

### 6.1. System discretization

Given any $y^{0} \in L^{2}(\Theta, X)$ and every $u \in L^{2}\left([0, T], L^{2}(0, \pi)\right)$, we write the solution $y(t, \theta)=\sum_{k=1}^{\infty} y_{k}(t, \theta) \phi_{k}$ where $y_{k}(t, \theta)=\left\langle y(t, \theta), \phi_{k}\right\rangle_{L^{2}(0, \pi)}$ solves, for every $k \geqslant 1$,

$$
\left\{\begin{align*}
\dot{y}_{k}(t, \theta) & =-\alpha(\theta) \lambda_{k} y_{k}(t, \theta)+\beta(\theta) u_{k}(t) \quad(t>0),  \tag{6.2}\\
y_{k}(0, \theta) & =y_{k}^{0}(\theta)
\end{align*}\right.
$$

where we have set $u_{k}(t)=\left\langle\chi_{\omega} u(t), \phi_{k}\right\rangle_{L^{2}(0, \pi)}$ and $y_{k}^{0}(\theta)=\left\langle y^{0}(\theta), \phi_{k}\right\rangle_{L^{2}(0, \pi)}$. We now use finite element method by subdividing the interval $\omega$ in M+2 points $\left(x_{k}\right)_{k \in \mathbb{N} \leqslant \mu+1}$ where $x_{k}=\underline{\omega}+k h$ with $h=(\bar{\omega}-\underline{\omega}) /(\mathrm{M}+1)$, to approximate the control $u$ by

$$
\begin{equation*}
u^{\mathrm{M}}(t, x)=\sum_{\ell=1}^{\mathrm{M}} v_{\ell}(t) \psi_{\ell}(x) \tag{6.3}
\end{equation*}
$$

where

$$
\psi_{\ell}(x)=\left\{\begin{array}{ll}
\frac{x-x_{\ell-1}}{x_{\ell}-x_{\ell-1}}, & \text { if } x \in\left[x_{\ell-1}, x_{\ell}\right], \\
\frac{x_{\ell+1}-x}{x_{\ell+1}-x_{\ell}}, & \text { if } x \in\left[x_{\ell}, x_{\ell+1}\right], \\
0 & \text { otherwise }
\end{array} \quad\left(\ell \in \mathbb{N}_{\leqslant M}^{*}\right)\right.
$$

Since by construction $u^{M}$ is supported in $\omega$, we have, by setting $u_{k}^{M}(t)=$ $\left\langle\chi_{\omega} u^{\mathrm{M}}(t), \phi_{k}\right\rangle_{L^{2}(0, \pi)}$,

$$
u_{k}^{\mathrm{M}}(t)=\left\langle\chi_{\omega} u^{\mathrm{M}}(t), \phi_{k}\right\rangle_{L^{2}(0, \pi)}=\sum_{\ell=1}^{\mathrm{M}} \Gamma_{k, \ell} v_{\ell}(t)
$$

with $\Gamma_{k, \ell}=\left\langle\phi_{k}, \psi_{\ell}\right\rangle_{L^{2}(0, \pi)}$. A direct computation leads to

$$
\Gamma_{k, \ell}=\frac{-1}{h k^{2}}\left(\phi_{k}\left(x_{\ell-1}\right)-2 \phi_{k}\left(x_{\ell}\right)+\phi_{k}\left(x_{\ell+1}\right)\right) \quad\left(k \in \mathbb{N}_{\leqslant \mathbb{N}}^{*}, \quad \ell \in \mathbb{N}_{\leqslant \mathrm{M}}^{*}\right)
$$

Setting $\mathbb{Y}(t, \theta)=\left(y_{1}(t, \theta), \ldots, y_{\mathbf{N}}(t, \theta)\right)^{\top}, \mathbb{U}(t)=\left(v_{1}(t), \ldots, v_{\mathrm{M}}(t)\right)^{\top}$, we deduce from (6.2) that

$$
\begin{equation*}
\dot{\mathbb{Y}}(t, \theta)=\alpha(\theta) \mathbb{A} \mathbb{Y}(t, \theta)+\beta(\theta) \mathbb{B} \mathbb{U}(t) \tag{6.4}
\end{equation*}
$$

where

$$
\mathbb{A}=\left(\begin{array}{ccc}
-\lambda_{1} & &  \tag{6.5}\\
& \ddots & \\
& & -\lambda_{\mathrm{N}}
\end{array}\right) \in \mathbb{R}_{\mathrm{N}}^{\mathrm{N}} \quad \text { and } \quad \mathbb{B}=\left(\begin{array}{ccc}
\Gamma_{1,1} & \ldots & \Gamma_{1, \mathrm{M}} \\
\vdots & & \vdots \\
\Gamma_{\mathrm{N}, 1} & \ldots & \Gamma_{\mathrm{N}, \mathrm{M}}
\end{array}\right) \in \mathbb{R}_{\mathrm{M}}^{\mathrm{N}}
$$

From the above, each solution $y(t, \theta)=\sum_{k=1}^{\infty} y_{k}(t, \theta) \phi_{k}$ can be found as a limit of $y^{\mathbb{N}}(t, \theta)=\sum_{k=1}^{\mathbb{N}} y_{k}(t, \theta) \phi_{k}$ when N tends to infinity, where $\left(y_{1}(t, \theta), \ldots, y_{\mathrm{N}}(t, \theta)\right)^{\top}=\mathbb{Y}(t, \theta)$ solves (6.4) with $\mathbb{Y}(0, \theta)=$ $\left(y_{1}^{0}(\theta), \ldots, y_{\mathrm{N}}^{0}(t, \theta)\right)^{\top}$.

Let us observe that the system (6.4) is $L^{2}(\Theta)^{\mathrm{N}}$-ensemble controllable. More precisely, we have the following proposition.

Proposition 6.1. Assume that ( $h p_{6}$ ) holds. For every $\mathrm{N} \in \mathbb{N}^{*}$ and every $\mathrm{M} \geqslant 3 \mathrm{~N}-1$, the system (6.4) is $L^{2}(\Theta)^{\mathrm{N}}$-ensemble controllable, where $\mathbb{A}$ and $\mathbb{B}$ are given by (6.5).

Proof. Let us show that Assumptions $\left(\mathrm{as}_{1}\right)$ to $\left(\mathrm{as}_{5}\right)$ are satisfied. We clearly have that Assumptions $\left(\mathrm{as}_{1}\right)$ and $\left(\mathrm{as}_{2}\right)$ are satisfied. Assumption $\left(\mathrm{as}_{3}\right)$ is also satisfied with $C=\mathbb{B}^{*}$ and $L=I_{\mathrm{M}}$.

We then aim to prove that for M large enough, we have $\operatorname{rk}(\mathbb{B})=N$. This will ensure Assumptions ( $\mathrm{as}_{4}$ ) and $\left(\mathrm{as}_{5}\right)$, and the proof will be concluded using Theorem 2.5 (see also Section 5).

Let us assume by contradiction that $\operatorname{rk}(\mathbb{B})<\mathrm{N}$, then there exists $\alpha_{1}, \ldots, \alpha_{\mathbb{N}} \in \mathbb{R}$, which are not all trivial, such that

$$
\begin{equation*}
0=\left\langle\sum_{k=1}^{\mathbb{N}} \alpha_{k} \phi_{k}, \psi_{\ell}\right\rangle_{L^{2}(0, \pi)} \quad\left(\ell \in \mathbb{N}_{\leqslant M}^{*}\right) \tag{6.6}
\end{equation*}
$$

Let us then define $f(x)=\sum_{k=1}^{N} \alpha_{k} \phi_{k}$, there exists a polynomial $P$ of degree at most $\mathrm{N}-1$ such that $f(x)=\sin (x) P(\cos (x))$ for every $x \in[0, \pi]$. More precisely, $P=\sum_{k=1}^{\mathrm{N}} \alpha_{k} U_{k-1}$, where $U_{k}$ is the second kind Tchebychev polynomial of degree $k$. This ensures that $f$ admits at most $N-1$ zeros on $(0, \pi)$. Consequently, there exist an interval $I \subset \omega$ of length greater than $(\bar{\omega}-\underline{\omega}) / \mathrm{N}$ where $f$ is of constant sign. But, for $M \geqslant 3 \mathrm{~N}-1$ (i.e., $3 \frac{\bar{\omega}-\omega}{M+1} \leqslant \frac{\bar{\omega}-\omega}{\mathrm{N}}$ ), there exists $\ell \in \mathbb{N}_{\leqslant M}^{*}$ such that $x_{\ell-1}, x_{\ell}, x_{\ell+1} \in I$, that is to say that $\operatorname{supp} \psi_{\ell} \subset I$. This leads to a contradiction with (6.6), since $\psi_{\ell}$ and $f$ have a constant sign on $\operatorname{supp} \psi_{\ell}$, and do not vanish in the interior of $\operatorname{supp} \psi_{\ell}$.

### 6.2. Minimal $L^{2}$-norm control

Given $T>0, y^{0}, y^{1} \in L^{2}\left(\Theta, L^{2}(0, \pi)\right)$ and $\varepsilon>0$, we aim to minimize the following problem

$$
\begin{array}{cl}
\min & \frac{1}{2} \int_{0}^{T} \int_{\omega}|u(t, x)|^{2} \mathrm{~d} x \mathrm{~d} t  \tag{6.7}\\
\text { s.t. } & \sqrt{\int_{\theta} \int_{0}^{\pi}\left|y(T, \theta, x)-y^{1}(\theta, x)\right|^{2} \mathrm{~d} x \mathrm{~d} \theta} \leqslant \varepsilon
\end{array}
$$

where $y$ is the solution of (6.1) with control $u$ and initial condition $y^{0}$. Using Fenchel-Rockafellar duality, see e.g. [33, 34], we obtain that the minimizer of the above problem is given by

$$
u(t, x)=\int_{\Theta} \beta(\theta) \varphi(t, \theta, x) \mathrm{d} \theta \quad(t \in(0, T), x \in \omega)
$$

where $\varphi$ solves the adjoint problem

$$
\begin{aligned}
-\dot{\varphi}(t, \theta, x) & =\alpha(\theta) \partial_{x}^{2} \varphi(t, \theta, x) & & (t \in(0, T), x \in(0, \pi), \theta \in \Theta), \\
\varphi(T, \theta, x) & =\varphi^{1}(\theta, x) & & (x \in(0, \pi), \theta \in \Theta) .
\end{aligned}
$$

with $\varphi^{1} \in L^{2}\left(\Theta, L^{2}(0, \pi)\right)$ the minimizer of

$$
\left.\begin{array}{rl}
J\left(\varphi^{1}\right)= & \frac{1}{2} \int_{0}^{T} \int_{\omega}\left|\int_{\Theta} \beta(\theta) \varphi(t, \theta, x) \mathrm{d} \theta\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& -\int_{\Theta} \int_{0}^{\pi} y^{1}(\theta, x) \varphi^{1}(\theta, x) \mathrm{d} x \mathrm{~d} \theta
\end{array}+\int_{\Theta} \int_{0}^{\pi} y^{0}(\theta, x) \varphi(T, \theta, x) \mathrm{d} x \mathrm{~d} \theta\right) . ~\left(\varepsilon \sqrt{\int_{\Theta} \int_{0}^{\pi}\left|\varphi^{1}(\theta, x)\right|^{2} \mathrm{~d} x \mathrm{~d} \theta} .\right.
$$

Considering the discretization proposed in Section 6.1, the minimization problem (6.7) becomes

$$
\begin{array}{cl}
\min & \frac{1}{2} \int_{0}^{T} v(t)^{\top} \mathbb{M} v(t) \mathrm{d} t \\
\text { s.t. } & \sqrt{\int_{\theta}\left|\mathbb{Y}(T, \theta)-\mathbb{Y}^{1}(\theta)\right|^{2} \mathrm{~d} \theta} \leqslant \varepsilon \tag{6.8}
\end{array}
$$

where $\mathbb{Y}$ is solution of $(6.4)$, with initial condition $\mathbb{Y}^{0}(\theta)$, and where for $\imath \in$ $\{0,1\}, \mathbb{Y}^{\imath}(\theta)=\left(\left\langle y^{\imath}(\theta), \phi_{1}\right\rangle_{L^{2}(0, \pi)}, \ldots,\left\langle y^{\imath}(\theta), \phi_{\mathbb{N}}\right\rangle_{L^{2}(0, \pi)}\right)^{\top}$, and where $\mathbb{M} \in \mathbb{R}_{\mathbb{M}}^{M}$ is given by $\mathbb{M}_{k, \ell}=\left\langle\psi_{k}, \psi_{\ell}\right\rangle_{L^{2}(0, \pi)}$. Note that one can also choose $\mathbb{M}=h I_{M}$. The minimizer is obtained through the adjoint system, i.e.,

$$
v(t)=\mathbb{M}^{-1} \mathbb{B}^{\top} \int_{\Theta} \beta(\theta) p(t, \theta) \mathrm{d} \theta \quad(t \in(0, T))
$$

with $p$ solution of

$$
\begin{aligned}
-\dot{p}(t, \theta) & =\alpha(\theta) \mathbb{A}^{\star} p(t, \theta) & & (t \in(0, T), \theta \in \Theta), \\
p(T, \theta) & =p^{1}(\theta) & & (\theta \in \Theta),
\end{aligned}
$$

with $p^{1} \in L^{2}(\Theta)^{\mathbb{N}}$ the minimizer of

$$
\begin{aligned}
\mathbb{J}\left(p^{1}\right)= & \frac{1}{2} \int_{0}^{T}\left(\mathbb{B}^{\top} \int_{\Theta} \beta(\theta) p(t, \theta) \mathrm{d} \theta\right)^{\top} \mathbb{M}^{-1}\left(\mathbb{B}^{\top} \int_{\Theta} \beta(\theta) p(t, \theta) \mathrm{d} \theta\right) \mathrm{d} t \\
& -\int_{\Theta}\left\langle\mathbb{Y}^{1}(\theta), p^{1}(\theta)\right\rangle \mathrm{d} \theta+\int_{\Theta}\left\langle\mathbb{Y}^{0}(\theta), p(T, \theta)\right\rangle \mathrm{d} \theta+\varepsilon \sqrt{\int_{\Theta}\left|p^{1}(\theta)\right|^{2} \mathrm{~d} \theta}
\end{aligned}
$$

Remark 6.2. It is expected (but not proved yet) that $\varphi^{1, N}$, defined by $\varphi^{1, \mathrm{~N}}(\theta, x)=\sum_{k=1}^{\mathrm{N}} p^{1}(\theta) \sin (k x)$, goes to $\varphi^{1}$ as N and M goes to $\infty$.

### 6.3. Numerical examples

To numerically approximate a control, we finally consider a discretization of $\Theta$ and numerically compute the integral over $\Theta$, similarly, we use a numerical scheme to approximate the solutions of (6.4) and of the adjoint system. In practice, we have used the mid point rule on a uniform discretization of $\Theta$ to compute the integrals over $\Theta$, and the Crank-Nicolson method, with a uniform discretization of $[0, T]$ to compute the solutions of the direct and adjoint systems.

For the numerical simulation below, we have considered $\Theta=[1,2]$, $\alpha(\theta)=\theta, \beta(\theta)=1$ and $\omega=(0.5,0.8)$. We have also considered $\mathrm{N}=21$, $M=200$, and the discretization step is $5.10^{-3}$ for $\Theta$ and $5.10^{-4}$ for the time interval $[0, T]$. The final time is set to $T=1$, and we have set $\varepsilon=10^{-1}$. We will consider two different initial and target states:
(i) $y^{0}(\theta, x)=2 \theta x(\pi-x)(x-\theta)$ and $y^{1}(\theta, x)=0$;
(ii) $y^{0}(\theta, x)=\left\{\begin{array}{ll}\theta & \text { if } x<\theta, \\ -\theta & \text { if } x>\theta\end{array}\right.$ and $y^{1}(\theta, x)=(2-\theta) \sin (3 x)$.

Figures 1 to 4 (respectively Figures 5 to 9) tackle the case where the initial and target state are given by (i) (respectively (ii)).

On Figures 1 and 5, we display the obtained controls. On Figures 2 and 6 , we show the $L^{2}$-norms of $y(t)-y^{1}$ with respect to time, at the final time $T$, they are equal to $\varepsilon$ (up to a numerical tolerance which as been set to $\left.10^{-4}\right)$, and for the two examples, the functions $(\theta, x) \mapsto y(T, \theta, x)$ are plotted on Figures 3 and 7. Finally, we have shown on Figures 4 and 9 the time evolution of the N Fourier coefficients used for the simulations.

## 7. Concluding remarks

In this paper, we have studied the $L^{2}(\Theta, X)$-ensemble controllability of some class of parabolic equations. But there still exist many practical questions to be addressed. Out of the one raised in Remark 5.1, we list below some of them.

- In Assumption $\left(\mathrm{hp}_{3}\right)$ we have assumed a kind of decoupling condition on the control operator, mainly the separation between the space variable and the parameter one. What if this splitting is not possible? For instance, in (3.1), one might think of the control operator of the form $B(\theta, x)=\chi_{\omega}(x) \rho(\theta, x)$ instead of $B(\theta, x)=\chi_{\omega}(x) \rho(\theta)$.


Figure 1: Control ( $L^{2}$-norm: $4.230773 \times 10^{2}$ ). See Section 6.3 for the parameters used for this simulation, initial and target states are given by (i).


Figure 2: Time evolution of the $L^{2}$-norm of the solution. See Section 6.3 for the parameters used for this simulation, initial and target states are given by (i).


Figure 3: Parameter dependent state at final time. See Section 6.3 for the parameters used for this simulation, initial and target states are given by (i).

- Another question that is already suggested implicitly in Section 3, for the ensemble controllability of (3.1), is: what happen if we do not have the assumption that $\bigcap_{\theta \in \Theta} \omega(\theta)$ contained a nontrivial open subset of $\Omega$ ?
- Can we consider $\alpha$ depending on the space variable in (2.1)? Similarly, can we consider an operator $A$ that depend on $\theta$ ? For instance the ensemble controllability of (3.1) is open if we replace $\theta \Delta$ by $\operatorname{div}(M(\theta) \nabla)$, with $M(\theta)$ a positive matrix (which is not of the form $\alpha(\theta) I$ ).
- The question of $\mathcal{C}(\Theta, X)$-ensemble controllability, that is uniform ensemble controllability of system (2.1) is open.
- Last but not least, in this paper we have considered the problem of internal controllability. The case of boundary controllability is open. In fact, even if, as stated in Remark 2.7, the results are still valid with unbounded control operators, the verification of Assumption ( $\mathrm{hp}_{4}$ ) is not easy, and we do not have examples of unbounded control operators where Assumption $\left(\mathrm{hp}_{4}\right)$ is fulfilled.
For a one dimensional heat equation as considered in (3.1) but this time with boundary controls, we can prove using [3] that the $\mathcal{C}(\Theta, X)$ ensemble controllability cannot hold, and we believe that the $L^{2}(\Theta, X)$ -


Figure 4: Time evolution of the 21 Fourier coefficients used in the simulation. See Section 6.3 for the parameters used for this simulation, initial and target states are given by (i).


Figure 5: Control ( $L^{2}$-norm: $1.945471 \times 10^{3}$ ). See Section 6.3 for the parameters used for this simulation, initial and target states are given by (ii).


Figure 6: Time evolution of the $L^{2}$-norm of the solution. See Section 6.3 for the parameters used for this simulation, initial and target states are given by (ii).


Figure 7: Parameter dependent state at final time. See Section 6.3 for the parameters used for this simulation, initial and target states are given by (ii). See also Figure 8 for a visualization of the distance to the target state.


Figure 8: Error to the target, i.e., plot of $(\theta, x) \mapsto y(T, \theta, x)-y^{1}(\theta, x)$. See Section 6.3 for the parameters used for this simulation, initial and target states are given by (ii).
ensemble controllability is also impossible. However, this is not clear in higher space dimension. In fact, we cannot end up with a contradiction


Figure 9: Time evolution of the 21 Fourier coefficients used in the simulation. See Section 6.3 for the parameters used for this simulation, initial and target states are given by (ii).
with the Hautus test, as it is done in [3].

- Dealing with the numerical approach: what are the required relations between $\mathrm{N}, \mathrm{M}$ and the discretization of $[0, T]$ and $\Theta$, to ensure that the discrete control $u^{\mathrm{M}}$ and the discrete adjoint $\varphi^{1, \mathrm{~N}}$ goes to $u$ and $\varphi^{1}$ as $\mathrm{N} \rightarrow \infty$ ?
In addition, we chose here to approach $y$ with a finite combination of eigenfunctions of the Dirichlet-Laplace operator. This was to ensure the ensemble controllability of the discretized system (see Proposition 6.1). Even if other discretization are possible, it is not clear that the discretized system will be ensemble controllable. For instance, if we use classical finite differences, we will necessarily have $M<N$ when $\omega$ is strictly included in $\Omega$, and hence $\operatorname{rk}(\mathbb{B})<\mathrm{N}$. Thus, the controllability of the discretized system is no more a direct application of Theorem 2.5.
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