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# ON A VLASOV-FOKKER-PLANCK EQUATION FOR STORED ELECTRON BEAMS 

LUDOVIC CESBRON AND MAXIME HERDA


#### Abstract

In this paper we study a self-consistent Vlasov-Fokker-Planck equations which describes the longitudinal dynamics of an electron bunch in the storage ring of a synchrotron particle accelerator. We show existence and uniqueness of global classical solutions under physical hypotheses on the initial data. The proof relies on a mild formulation of the equation and hypoelliptic regularization estimates. We also address the problem of the long-time behavior of solutions. We prove the existence of steady states, called Haissinski solutions, given implicitly by a nonlinear integral equation. When the beam current (i.e. the nonlinearity) is small enough, we show uniqueness of steady state and local asymptotic nonlinear stability of solutions in appropriate weighted Lebesgue spaces. The proof is based on hypocoercivity estimates. Finally, we discuss the physical derivation of the equation and its particular asymmetric interaction potential.
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## 1. Introduction

We are interested in the study of a Vlasov-Fokker-Planck (VFP) equation which models the dynamics of an electron bunch in the storage ring of a synchrotron particle accelerator. In these devices, the particles rotate at a velocity close to the speed of light in an almost circular motion. Thanks to various electromagnetic devices such as bending magnets, wigglers and radio-frequency (RF) cavity, the particles are kept close to the ideal trajectory of the so-called synchronous electron and emit light in the form of synchrotron radiation. As each particle creates its own electromagnetic field the bunch is also subject self consistent interactions.

In this context, the particles can be described by their distribution function $f \equiv f(t, x, v)$ evolving in time $t \geq 0$. The phase space variables $(x, v) \in \mathbb{R}^{2}$ are dimensionless quantities. The $x$ variable stands for the longitudinal position relative to the synchronous particle along the ideal orbit. The $v$ variable denotes the deviation from the nominal energy of the synchronous particle. The notation for phase space variables usually differs in the physics literature (see for instance $[37,7,30,36]$ ). Here for the sake of comparison with other models from mathematical kinetic theory we keep the $(x, v)$ notation even if it does account for absolute position and velocity of particles.

The Vlasov-Fokker-Planck system describing the dynamics reads

$$
\left\{\begin{array}{l}
\partial_{t} f+v \partial_{x} f+\left(F_{f}(t, x)-\alpha x\right) \partial_{v} f=2 \nu \partial_{v}\left(v f+\theta \partial_{v} f\right)  \tag{1}\\
F_{f}(t, x)=-I \partial_{x} K * \rho(t, x)=-I \iint_{\mathbb{R}^{2}} \partial_{x} K(x-y) f(t, y, w) \mathrm{d} y \mathrm{~d} w \\
f(0, x, v)=f^{\text {in }}(x, v)
\end{array}\right.
$$

The parameters $\alpha, \nu, \theta$ and $I$ are assumed to be positive and the latter will be referred to as beam current. The quantity $\rho(t, x)=\int_{\mathbb{R}} f(t, x, v) \mathrm{d} v$ is the macroscopic density of particles. In the equation, the first transport term contributes to the offset of particles with higher or lower energy than that of the synchronous electron. The contribution $-\alpha x$ to the relative energy accounts for the linearized field of the RF cavity, which is tuned to confine the particles near the synchronous electron. The Fokker-Planck part of the equation on the right-hand side models the variation of energy due to synchrotron radiation. The damping term comes from a balance between the loss of energy due to synchrotron radiation and the gain due to the acceleration by the RF cavity. The diffusion part of the Fokker-Planck equation accounts for random quantum fluctuations in the energy, due to the emission of photons. Self-consistent electromagnetic interactions are encoded in the mean-field term $F_{f}(t, x)$ which is proportional to the longitudinal part of the electric field emitted by the particles, called the wakefield. It depends on a potential $K \equiv K(x)$ which in practice is bounded with bounded but discontinous derivative meaning that typically $K \in W^{1, \infty}(\mathbb{R})$. Compared to, for instance, a Coulomb interaction potential for electrostatic plasmas, here $K$ does not need to be an even function of the position. Typically there are $x \in \mathbb{R}$ such that

$$
\begin{equation*}
K(x) \neq K(-x) \tag{2}
\end{equation*}
$$

Equivalently, the Fourier transform of the wakefield potential $-\partial_{x} K$, called the impedance in this context, has a non trivial real part. The wakefield potential depends on the characteristics of the accelerator. However, to fix ideas, in the idealized case of an electron moving near the speed of light in free space on a
circular orbit, $K$ is supported on the half line $\{x \geq 0\}$ meaning that an electron interacts only with electrons ahead of it on the orbit. The asymmetry is due to the geometry of the trajectories and the relativistic nature of the dynamics.

This paper is devoted to the analysis of (1) for a general asymmetric interaction kernel $K \in W^{1, \infty}$. We study the well-posedness of the model, regularity of solutions, steady states as well as the long-time behavior of solutions in a weakly nonlinear regime (i.e. for $I$ small enough). Compared to similar models that are studied in the mathematical literature, because of (2), equation (1) lacks the usual free energy estimate (see Section 3.3) which yields a Lyapunov functional. This is, from the mathematical point of view, the main originality of this model (see for instance [35, Section 17] in comparison). However, this seemingly harmless generalization of the model changes dynamical properties of the equation in highly nonlinear regime, where complex behaviors such as instabilities or limit cycles can exist. Let us also mention that the focus here is not put on the form of the external confinement potential, which is taken quadratic here as it arises naturally in the derivation of the model. In Section 4, we give more details, as well as both formal and rigorous arguments concerning the derivation of equation (1) and the typical kernel $K$ in the context of storage rings.

Vlasov-Fokker-Planck equations have attracted a lot of attention since the seminal paper of Chandrasekhar [9]. Different flavors are used to model systems of interacting particles in astrophysics, plasma physics, particle accelerator physics... As in (1) they combine a Vlasov part, i.e. the left-hand side, and a Fokker-Planck part, i.e. the right-hand side. The mean field interaction kernel $K$ can then encode a variety of self-consistent interactions. One of the most studied version is the Vlasov-Poisson-Fokker-Planck (VPFP) equation, which is (1) - and higher dimensional versions - with $K$ the fundamental solution of either $-\Delta_{x}$ or $\Delta_{x}$, namely a Coulomb or a Newton interaction kernel. Because of the importance of VPFP in the literature, we will often compare (1) with VPFP in the following. Its wellposedness has been studied in $[29,11,34,33,4]$. In the present paper we will rely on the mild (Duhamel) formulation of (1) in order to construct solutions, as in [34]. Indeed since the potential is quadratic one can use the explicit fundamental solution of the linear equation $(I=0)$.

Vlasov-Fokker-Planck equations are degenerate parabolic equations since the diffusion occurs only in the $v$ variable. The question of the regularity of solutions via hypoellipticity theory [25] has been studied for linear VFP with various confining potentials [22, 21], as well as for VPFP [5]. For (1), we will once again use the fundamental solution to derive regularization estimates. Let us mention however, that methods purely based on energy estimates and functional analysis tools could also be used to derive regularization estimates (see for instance [35, Section A.21]).

For the nonlinear Vlasov-Fokker-Planck (1), one expects a stationary solution of the form

$$
\begin{equation*}
f^{\infty}(x, v)=\frac{\mathcal{M}}{\sqrt{2 \pi \theta}} e^{-\frac{v^{2}}{2 \theta}} \sigma^{\infty}(x) \tag{3}
\end{equation*}
$$

with $\mathcal{M}$ the initial mass

$$
\begin{equation*}
\mathcal{M}=\iint_{\mathbb{R}^{2}} f^{\text {in }}(x, v) \mathrm{d} x \mathrm{~d} v \tag{4}
\end{equation*}
$$

In the context of VPFP, such states are called Maxwell-Boltzmann densities which can be found by solving a nonlinear Poisson equation to find $\sigma^{\infty}$ (see for instance
[12] or [24, Section 3]). More generally when the potential is symmetric, there is a variational characterization of stationary solutions which can be studied with classical methods from calculus of variation. Under assumption (2), this characterisation is not satisfied anymore and one determines $\sigma^{\infty}$ by finding a fixed point of a nonlinear and nonlocal mapping. In the particle physics literature, this fixed point equation (and their solutions) is called Haissinski equation (resp. solutions) in reference to [20]. Let us point out [36] and references therein for further details on this topic.

Concerning the long-time behavior, in the linear case $I=0$ one easily shows convergence towards the unique stationary state (here a Gaussian) with rate (here exponential) depending on the confining potential (here quadratic). In more general linear settings, quantitative convergence estimates can be established thanks to hypocoercivity methods $[22,35,13,6]$. Research in this direction has been very active in the past couple of decades. Hypocoercivity methods have also been used for nonlinear models. For (1) with symmetric interactions, $K \in W^{2, \infty}$ and confinement on the torus (instead of through a quadratic potential), we refer to [35, Section A.21]. With the same Lipshitz assumption on $\partial_{x} K$ and more general confinements, we refer to the probabilistic approaches $[3,19]$ relying on the SDE interpretation of (1) through Langevin type equations. Concerning VPFP, asymptotic stability in weakly nonlinear regimes and perturbative setting is shown in [23, 24]. For specific kinetic models, hypocoercivity methods have been successful in nonlinear settings without smallness assumptions in [16] and in [1]. In the latter, which concerns VPFP in dimension 1 (which is (1) with the symmetric kernel), the hypocoercivity method is coupled with an important a priori estimate which is the free energy estimate which yields a Lyapunov functional for the nonlinear equation. As soon as (2) is satisfied such a Lyapunov functional becomes unavailable and one expects asymptotic stability of the stationary solutions only in weakly nonlinear regime, namely when $I$ is small enough. This is what we are going to show thanks to a $L^{2}$ hypocoercivity method. In the strongly nonlinear regime, which is of high interest for applications, there are theoretical [7], numerical [32] and experimental [15] evidences in the literature of instabilities or time-periodic limit cycles. The former have been shown in some situations to be stable, or stabilizable via a control on the intensity of the confinement, namely the parameter $\alpha$ (see [14]). In the context of particle accelerator physics, these well-known complex behavior are referred to as microbunching instability. The mathematical study of this regime is out of the scope of the present paper.

Finally, let us mention that (1) models only the longitudinal dependency of the electron bunch along the orbit. More complete models which include a transverse description have been developed [8] in the context of particle accelerators. In different context there have also been many papers concerning the purely transverse description of beams $[10,17]$.

Main results. We first show the well-posedness and regularity of solutions of (1).
Theorem 1.1 (Global well-posedness). Let $f^{\text {in }} \in L^{1}\left(\mathbb{R}^{2}\right)$ be non-negative and let $\partial_{x} K \in L^{\infty}(\mathbb{R})$. There exists a smooth classical solution $f \in \mathcal{C}\left([0, \infty), L^{1}\left(\mathbb{R}^{2}\right)\right) \cap$ $\mathcal{C}^{\infty}\left((0, \infty) \times \mathbb{R}^{2}\right)$ to the Vlasov-Fokker-Planck equation (1). Moreover for $t>0$, the
solution is non-negative, $f(t, x, v) \geq 0$, and the total mass is conserved

$$
\iint_{\mathbb{R}^{2}} f(t, x, v) \mathrm{d} x \mathrm{~d} v=\iint_{\mathbb{R}^{2}} f^{i n}(x, v) \mathrm{d} x \mathrm{~d} v
$$

Furthermore, for any $n, m \in \mathbb{N}$ there is $C_{T, n, m}>0$ such that for $t \in(0, T]$

$$
\left\|\partial_{v}^{n} \partial_{x}^{m} f(t)\right\|_{L^{1}\left(\mathbb{R}^{2}\right)} \leq C_{T, n, m}\left(t^{-\frac{n}{2}-\frac{3 m}{2}}+1\right)\left\|f^{i n}\right\|_{L^{1}\left(\mathbb{R}^{2}\right)}
$$

Finally, the mapping $f^{\text {in }} \in L_{+}^{1}\left(\mathbb{R}^{2}\right) \mapsto f \in \mathcal{C}\left([0, T], L_{+}^{1}\left(\mathbb{R}^{2}\right)\right)$ is Lipschitz continuous, where $L_{+}^{1}\left(\mathbb{R}^{2}\right)$ denotes the cone of non-negative functions in $L^{1}\left(\mathbb{R}^{2}\right)$.

The proof of this result in Section 2.4 is based on the construction of mild $\mathcal{C}\left([0, \infty), L^{1}\left(\mathbb{R}^{2}\right)\right)$ solutions using the explicit fundamental solution of the linear Vlasov-Fokker-Planck equation. Regularization estimates also rely on precise estimates on the fundamental solution which are then used in the Duhamel formulation of the nonlinear equation.

Then, we show the following theorem concerning stationary states of (1).
Theorem 1.2 (Steady states). For any $\mathcal{M}>0$ and $K \in W^{1, p}(\mathbb{R}), p \in[1, \infty]$, there exists a stationary solution $f^{\infty}$ of (1) with mass $\mathcal{M}$ which is of the form (3) where $\sigma^{\infty}$ is a fixed point of the mapping

$$
\mathcal{T}(\sigma)(x):=\frac{e^{-\frac{\alpha x^{2}}{2 \theta}-\frac{I \mathcal{M}}{\theta} K * \sigma(x)}}{\int_{\mathbb{R}} e^{-\frac{\alpha y^{2}}{2 \theta}-\frac{I \mathcal{M}}{\theta} K * \sigma(y)} \mathrm{d} y},
$$

which is such that $\sup _{x \in \mathbb{R}}\left|\partial_{x}^{n} \sigma(x) e^{\frac{\beta x^{2}}{2}}\right|<\infty$ for any $0<\beta<\alpha / \theta$ and $n \in \mathbb{N}$. Moreover, for any $K \in L^{\infty}(\mathbb{R})$, there is $C>0$ such that if

$$
I<I^{\text {thres }}:=\frac{C \theta}{\mathcal{M}\|K\|_{L^{\infty}}}
$$

then there is a unique integrable stationary solution of the form (3).
The proof of this result in Section 3.2 relies on the use of a Schaefer fixed point theorem. The key element is to define the right fixed point formulation, i.e. the right mapping $\mathcal{T}$. This normalized formulation is inspired by the work of Warnock et. al. [37, 36]. It allows for a free $L^{1}$ bound on $\mathcal{T}(\sigma)$, which is crucial in the proof. Let us mention that a similar uniqueness result was claimed in [37].

Finally, we prove the local nonlinear asymptotic stability of Haissinski steady states. Given $f^{\infty}$, we introduce the $L^{2}$ space for the measure $\mathrm{d} \mu^{\infty}=\left(f^{\infty}\right)^{-1} \mathrm{~d} x \mathrm{~d} v$, characterized by its norm

$$
\|g\|_{L^{2}\left(\mu^{\infty}\right)}=\left\|g\left(f^{\infty}\right)^{-\frac{1}{2}}\right\|_{L^{2}}
$$

Then we have the following result.
Theorem 1.3 (Long-time behavior). Let $f^{\infty}$ be a steady state given by Theorem 1.2 and $f$ be the solution of (1). There are constants $C_{1}, C_{2}$ that depend only on $\alpha, \theta, \nu$ and $\|K\|_{W^{1, \infty}}$ such that if the initial data is such that

$$
\begin{equation*}
I \mathcal{M} \leq C_{1} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sqrt{\mathcal{M}}\left\|f^{i n}-f^{\infty}\right\|_{L^{2}\left(\mu^{\infty}\right)} \leq C_{2} \tag{6}
\end{equation*}
$$

then there exists $\lambda$ that depend only on $\alpha, \theta, \nu$ and $\|K\|_{W^{1, \infty}}$, as well as a constant $C_{3}>1$ depending additionally on $\mathcal{M}$ such that

$$
\left\|f(t)-f^{\infty}\right\|_{L^{2}\left(\mu^{\infty}\right)} \leq C_{3} e^{-\lambda t}\left\|f^{i n}-f^{\infty}\right\|_{L^{2}\left(\mu^{\infty}\right)}, \quad \text { for } t \geq 0
$$

The proof of this result, in Section 3.5 is based on the hypocoercivity framework of [13]. The main technical challenge lies in the control of terms (both linear and nonlinear) coming from mean field interactions. In particular in order to derive the weak nonlinearity condition (5) and close estimates, one needs to precisely track the dependence of various constants on the parameters of the model (see for instance Lemma 3.8). All the constants appearing in Theorem 1.3, and their dependance on the parameters of the model, can be found in our proofs, in particular the dependence of the decay rate. However, let us mention that it is known that hypocoercivity estimates, even in simple cases do not yield sharp decay rates, even after carefully optimizing each inequality (see [13]).

The locality condition (6) can be replaced by a more restrictive condition on the smallness of mass $\mathcal{M} \leq C_{2} / 2$, by using the embedding $L^{2}\left(\mu^{\infty}\right) \subset L^{1}\left(\mathbb{R}^{2}\right)$.

Observe that we prove exponential decay to equilibrium in a smaller space than that of our well-posedness result in Theorem 1.1, since functions in $L^{2}\left(\mu^{\infty}\right) \subset$ $L^{1}\left(\mathbb{R}^{2}\right)$ decay at least like Gaussians at infinity. Thanks to the regularization properties of (1) and the space enlargement techniques developed in $[27,18]$ it might be possible to extend our result to slowly decaying initial data.

Finally, the last results of this paper are contained in Section 4 which is dedicated to the derivation of (1), and more precisely the derivation of the interaction kernel from Maxwell equations. We formalize mathematically in Proposition 4.1 and Proposition 4.4, the derivation of the free space wakefield (due to Murphy, Krinsky and Gluckstern [28]) which is the typical example of asymmetric interaction kernel $K$ arising in particle accelerator physics (see Figure 2 in Section 4 for an illustration).

Outline. The rest of the paper is organized as follows. In Section 2 we prove the global well-posedness result of Theorem 1.1. In Section 3, we are concerned with the long-time behavior of solutions, and prove Theorem 1.2 and Theorem 1.3. Finally, in Section 4, we give details about the derivation of the model and the wakefield potential in particular in Proposition 4.1 and Proposition 4.4.
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## 2. The Cauchy problem

In this section we address the well-posedness of the nonlinear Vlasov-FokkerPlanck equation (1). We build mild solutions to the equation using the explicit formula for the fundamental solution of the Vlasov-Fokker-Planck equation. Then we show that any mild solution is actually a smooth classical solution.
2.1. Fundamental solution of linear VFP. We first compute the fundamental solution of the Vlasov-Fokker-Planck equation with a confining potential. This type of computations are classical and date back to Chandrasekhar [9]. The formula for the fundamental solution of VFP without external forcing term can be found for instance in $[9,33,4]$. Here we compute the $G \equiv G(\tau, x, y, v, w)$ solving

$$
\begin{equation*}
\partial_{\tau} G+v \partial_{x} G-\alpha x \partial_{v} G=2 \nu \partial_{v}\left(v G+\theta \partial_{v} G\right), \quad \tau>0,(x, v) \in \mathbb{R}^{2} \tag{7}
\end{equation*}
$$

and such that for any integrable function $f^{\text {in }} \in L^{1}\left(\mathbb{R}^{2}\right)$ one has

$$
\lim _{\tau \rightarrow 0^{+}} \iint_{\mathbb{R}^{2}} G(\tau, x, y, v, w) f^{\text {in }}(y, w) \mathrm{d} y \mathrm{~d} w=f^{\text {in }}(x, v), \quad \text { a.e. }(x, v) \in \mathbb{R}^{2}
$$

In other words $G(0, x, y, v, w)=\delta_{0}(x-y) \delta_{0}(v-w)$.
Proposition 2.1. The fundamental solution of (7) is given by the following bivariate Gaussian

$$
\begin{equation*}
G=\frac{1}{2 \pi \sqrt{\operatorname{det} \Sigma(\tau)}} \exp \left(-\frac{1}{2} \mu^{\top} \Sigma(\tau)^{-1} \mu\right), \quad \text { where } \quad \mu=\binom{x}{v}-B(\tau)\binom{y}{w} \tag{8}
\end{equation*}
$$

and the matrices $B(\tau)$ and $\Sigma(\tau)$ are defined as follows. Let $\omega$ real or pure imaginary such that $\omega^{2}=\alpha-\nu^{2}$ (take any root) and define $s(\tau)=\frac{\sin (\omega \tau)}{\omega}$ (if $\omega=0$ then $s(\tau)=\tau)$ and $c(\tau)=\cos (\omega \tau)$. Then

$$
B(\tau)=e^{-\nu \tau}\left(\begin{array}{cc}
c(\tau)+\nu s(\tau) & s(\tau) \\
-\alpha s(\tau) & c(\tau)-\nu s(\tau)
\end{array}\right)
$$

and the covariance matrix is
$\Sigma(\tau)=\left(\begin{array}{cc}\theta / \alpha & 0 \\ 0 & \theta\end{array}\right)-\theta e^{-2 \nu \tau}\left(\begin{array}{cc}s^{2}(\tau)+(\nu s(\tau)+c(\tau))^{2} / \alpha & -2 \nu s^{2}(\tau) \\ -2 \nu s^{2}(\tau) & \alpha s^{2}(\tau)+(\nu s(\tau)-c(\tau))^{2}\end{array}\right)$,
with determinant

$$
\operatorname{det}(\Sigma(\tau))=\frac{4 \theta^{2}}{\alpha} e^{-2 \nu \tau}\left(\sinh ^{2}(\nu \tau)-\nu^{2} s^{2}(\tau)\right)
$$

Proof. In Fourier variables $\hat{G} \equiv \hat{G}(\tau, \eta, y, \xi, w)$ solves

$$
\partial_{\tau} \hat{G}-\eta \partial_{\xi} \hat{G}+\alpha \xi \partial_{\eta} \hat{G}=-2 \nu \xi \partial_{\xi} \hat{G}-2 \nu \theta \xi^{2} \hat{G}
$$

starting at $\hat{G}(0, \eta, y, \xi, w)=\exp (-i \eta y-i \xi w)$. Define

$$
A=\left(\begin{array}{cc}
0 & 1 \\
-\alpha & -2 \nu
\end{array}\right), \quad \text { and } \quad B(\tau)=e^{A \tau}
$$

Using the method of characteristics, one finds that this transport equation is readily solved by

$$
\hat{G}(\tau, \eta, y, \xi, w)=\exp \left(-i y N(\tau, \eta, \xi)-i w Z(\tau, \eta, \xi)-2 \nu \theta \int_{0}^{\tau} Z(s, \eta, \xi)^{2} \mathrm{~d} s\right)
$$

with

$$
\binom{N}{Z}(\tau, \eta, \xi)=B(\tau)^{\top}\binom{\eta}{\xi}
$$

Let $B_{2}(\tau)$ be the second column of the matrix $B(\tau)=\left(B_{1}(\tau), B_{2}(\tau)\right)$ and define

$$
\Sigma(\tau)=4 \nu \theta \int_{0}^{\tau} B_{2}(\tau) B_{2}(\tau)^{\top} \mathrm{d} s
$$

Then $\hat{G}$ is given by the Gaussian

$$
\hat{G}(\tau, \eta, y, \xi, w)=\exp \left(-i\binom{\eta}{\xi}^{\top} B(\tau)\binom{y}{w}-\frac{1}{2}\binom{\eta}{\xi}^{\top} \Sigma(\tau)\binom{\eta}{\xi}\right)
$$

which yields the result, by inverse Fourier transform.

An immediate consequence of (8) is the following.
Remark 2.2 (Long time behavior). Observe that for all $x, y, v, w \in \mathbb{R}$ one has

$$
\lim _{\tau \rightarrow \infty} G(\tau, x, y, v, w)=\frac{\sqrt{\alpha}}{2 \pi \theta} \exp \left(-\frac{\alpha x^{2}}{2 \theta}-\frac{v^{2}}{2 \theta}\right)
$$

From the explicit formula (8) we now derive estimates on the $G$.
Proposition 2.3 (Kernel estimates). For all $\tau>0$ and $x, y, v, w, \in \mathbb{R}$,

$$
G(\tau, x, y, v, w)>0
$$

and

$$
\begin{gather*}
\iint_{\mathbb{R}^{2}} G(\tau, x, y, v, w) \mathrm{d} x \mathrm{~d} v=1  \tag{9}\\
\iint_{\mathbb{R}^{2}} G(\tau, x, y, v, w) \mathrm{d} y \mathrm{~d} w=e^{2 \nu \tau} \tag{10}
\end{gather*}
$$

Moreover, for any $p \in[1, \infty]$

$$
\begin{equation*}
\|G(\tau)\|_{L_{y, w}^{\infty}\left(L_{x, v}^{p}\right)} \lesssim_{\theta, \alpha, \nu} \tau^{-2\left(1-\frac{1}{p}\right)}+1 \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\|G(\tau)\|_{L_{x, v}^{\infty}\left(L_{y, w}^{p}\right)} \lesssim_{\theta, \alpha, \nu}\left(\tau^{-2\left(1-\frac{1}{p}\right)}+1\right) e^{\frac{2 \nu \tau}{p}} \tag{12}
\end{equation*}
$$

Proof. The integrals are straightforward (just notice that $\left.\operatorname{det}(B(\tau))=e^{-2 \nu \tau}\right)$. Then we need a lower bound on $\operatorname{det}(\Sigma(\tau))$. Observe that for all $\tau>0$, $\operatorname{det}(\Sigma(\tau))>$ 0 . Moreover $\operatorname{det}(\Sigma(\tau))=O\left(\tau^{4}\right)$ when $\tau \rightarrow 0$ and $\lim _{\tau \rightarrow \infty} \operatorname{det}(\Sigma(\tau))=\theta^{2} / \alpha$. Thus $\operatorname{det}(\Sigma(\tau)) \gtrsim \min \left(\tau^{4}, 1\right)$. Therefore, for all $x, y, v, w, \in \mathbb{R}$ one has

$$
|G(\tau, x, y, v, w)| \lesssim_{\theta, \alpha, \nu}\left(\frac{1}{\tau^{2}}+1\right)
$$

which yields (11) and (12) by interpolation between Lebesgue spaces.
Proposition 2.4 (Kernel partials estimates). For all $\tau>0$ and $v, w \in \mathbb{R}$ one has

$$
\begin{equation*}
\iint_{\mathbb{R}^{2}} \partial_{w} G(\tau, x, y, v, w) \mathrm{d} x \mathrm{~d} v=\iint_{\mathbb{R}^{2}} \partial_{y} G(\tau, x, y, v, w) \mathrm{d} x \mathrm{~d} v=0 \tag{13}
\end{equation*}
$$

Moreover for all $a, b, c, d \in \mathbb{N}$

$$
\begin{equation*}
\left\|\partial_{x}^{a} \partial_{v}^{b} \partial_{y}^{c} \partial_{w}^{d} G\right\|_{L_{x, v}^{\infty}\left(L_{y, w}^{1}\right)} \lesssim\left(\tau^{-\frac{3 a}{2}-\frac{b}{2}}+1\right) \tau^{-\frac{3 c}{2}-\frac{d}{2}} \tag{14}
\end{equation*}
$$

Proof. Let $e_{1}=\binom{1}{0}$ and $e_{2}=\binom{0}{1}$ be the canonical basis of $\mathbb{R}^{2}$. Using the explicit formula (8) for the kernel, one computes

$$
\partial_{w} G=\left(-\partial_{w} \mu^{\top} \Sigma^{-1} \mu\right) G=\left(-e_{2}^{\top} B^{\top} \Sigma^{-1} \mu\right) G
$$

which vanishes after integration in $x, y$ (since it is proportional to the expectation of a centered Gaussian). The same happens for $\partial_{y} G$ and thus it proves (13). To compute higher order derivatives let us write, for combinatorial purposes, $\partial_{1} \mu=$ $\partial_{x} \mu, \partial_{2} \mu=\partial_{v} \mu, \partial_{3} \mu=\partial_{y} \mu, \partial_{4} \mu=\partial_{w} \mu$ and let us define $a_{i j}=-\partial_{i} \mu^{\top} \Sigma^{-1} \partial_{j} \mu$ and $b_{k}=-\partial_{k} \mu^{\top} \Sigma^{-1} \mu$. Then observe that the ratio $\partial_{x}^{a} \partial_{v}^{b} \partial_{y}^{c} \partial_{w}^{d} G / G$ is given by the sum of all the products between $a_{i j}$ 's and $b_{k}$ 's with $i, j, k$ ranging from 1 to 4 and such that the indices $1,2,3,4$ appear exactly $a, b, c, d$ times respectively in the product. In particular, there is a polynomial $p$ of degree $a+b+c+d$ such that

$$
\left|\partial_{x}^{a} \partial_{v}^{b} \partial_{y}^{c} \partial_{w}^{d} G\right| \leq\left|\Sigma^{-\frac{1}{2}} \partial_{x} \mu\right|^{a}\left|\Sigma^{-\frac{1}{2}} \partial_{v} \mu\right|^{b}\left|\Sigma^{-\frac{1}{2}} \partial_{y} \mu\right|^{c}\left|\Sigma^{-\frac{1}{2}} \partial_{w} \mu\right|^{d} p\left(\left|\Sigma^{-\frac{1}{2}} \mu\right|\right) G
$$

From there asymptotic expansions reveal that

$$
\begin{gathered}
\left|\Sigma^{-\frac{1}{2}} \partial_{x} \mu\right|^{2}=e_{1}^{\top} \Sigma(\tau)^{-1} e_{1}= \begin{cases}\frac{3}{\nu \theta \tau^{3}}+o\left(\tau^{-3}\right) & \text { as } \tau \rightarrow 0 \\
\frac{\alpha}{\theta}+o(1) & \text { as } \tau \rightarrow \infty\end{cases} \\
\left|\Sigma^{-\frac{1}{2}} \partial_{v} \mu\right|^{2}=e_{2}^{\top} \Sigma(\tau)^{-1} e_{2}= \begin{cases}\frac{1}{\nu \theta \tau}+o\left(\tau^{-1}\right) & \text { as } \tau \rightarrow 0 \\
\frac{1}{\theta}+o(1) & \text { as } \tau \rightarrow \infty\end{cases} \\
\left|\Sigma^{-\frac{1}{2}} \partial_{y} \mu\right|^{2}=e_{1}^{\top} B(\tau)^{\top} \Sigma(\tau)^{-1} B(\tau) e_{1}= \begin{cases}\frac{3}{\nu \theta \tau^{3}}+o\left(\tau^{-3}\right) & \text { as } \tau \rightarrow 0 \\
o\left(\tau^{-3}\right) & \text { as } \tau \rightarrow \infty\end{cases} \\
\left|\Sigma^{-\frac{1}{2}} \partial_{w} \mu\right|^{2}=e_{2}^{\top} B(\tau)^{\top} \Sigma(\tau)^{-1} B(\tau) e_{2}= \begin{cases}\frac{1}{\nu \theta \tau}+o\left(\tau^{-1}\right) & \text { as } \tau \rightarrow 0 \\
o\left(\tau^{-1}\right) & \text { as } \tau \rightarrow \infty\end{cases}
\end{gathered}
$$

This proves (14) with a constant depending only on $a, b, c, d, \alpha, \nu, \theta$.
Remark 2.5. It is well-known that for the VFP equation (7) is hypoelliptic [25, $22,21]$. In the regularization estimate (14), the hypoelliptic nature of the PDE can be seen through the singularity at $\tau \rightarrow 0^{+}$. Each $\partial_{v}$ and $\partial_{w}$ derivatives bring $a$ $O\left(\tau^{-1 / 2}\right)$ singularity in the estimate so the regularization properties are similar to that of the heat equation, because of the diffusion in the $v$ variable. Conversely each $\partial_{x}$ and $\partial_{y}$ derivatives bring a bigger $O\left(\tau^{-3 / 2}\right)$ singularity, reflecting the degeneracy of the kinetic Fokker-Planck operator and the interplay between transport in the $x$ variable and diffusion in the $v$ variable.
2.2. Mild solution of the VFP equation. Let us first consider the linear VFP equation

$$
\left\{\begin{array}{l}
\partial_{t} f+v \partial_{x} f+(F(t, x)-\alpha x) \partial_{v} f=2 \nu \partial_{v}\left(v f+\theta \partial_{v} f\right),  \tag{15}\\
f(0, x, v)=f^{\text {in }}(x, v)
\end{array}\right.
$$

with a given force field $F$. We build a mild solution for this equation using the explicit representation of the Vlasov-Fokker-Planck semigroup through its fundamental solution. The method is strongly inspired by the papers of Victory, O'Dwyer [34] and Bouchut [4].

Definition 2.6. We say that $f \in \mathcal{C}\left([0, \infty), L^{1}\left(\mathbb{R}^{2}\right)\right)$ is a global mild solution of (15) with force field $F \in L^{\infty}([0, \infty) \times \mathbb{R})$ and initial data $f^{i n} \in L^{1}\left(\mathbb{R}^{2}\right)$ if for all $t \geq 0$ and a.e. $(x, v) \in \mathbb{R}^{2}$ one has

$$
\begin{aligned}
& f(t, x, v)=\iint_{\mathbb{R}^{2}} G(t, x, y, v, w) f^{i n}(y, w) \mathrm{d} y \mathrm{~d} w \\
&+\int_{0}^{t} \iint_{\mathbb{R}^{2}} \partial_{w} G(t-s, x, y, v, w) F(s, y) f(s, y, w) \mathrm{d} y \mathrm{~d} w \mathrm{~d} s .
\end{aligned}
$$

Proposition 2.7. Given $F \in L^{\infty}([0, \infty) \times \mathbb{R})$ and $f^{i n} \in L^{1}\left(\mathbb{R}^{2}\right)$, there is a unique mild solution $f \in \mathcal{C}\left([0, \infty), L^{1}\left(\mathbb{R}^{2}\right)\right.$ ) of the linear Vlasov-Fokker-Planck equation (15). This solution conserves mass

$$
\iint_{\mathbb{R}^{2}} f(t, x, v) \mathrm{d} x \mathrm{~d} v=\iint_{\mathbb{R}^{2}} f^{i n}(x, v) \mathrm{d} x \mathrm{~d} v, \quad \forall t \geq 0 .
$$

and satisfies the additional estimate

$$
\begin{equation*}
\left\|\partial_{v} f(t)\right\|_{L_{x, v}^{1}} \lesssim\left(1+t^{-\frac{1}{2}}\right) \tag{16}
\end{equation*}
$$

Proof. Let $T>0$ and let us define the operators $\mathcal{G}$ and $\mathcal{H}_{F}$ acting on

$$
\mathcal{Y}_{T}=\mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{2}\right)\right)
$$

by

$$
\begin{gathered}
\mathcal{G} f(t, x, v)=\iint_{\mathbb{R}^{2}} G(t, x, y, v, w) f(t, y, w) \mathrm{d} y \mathrm{~d} w \\
\mathcal{H}_{F} f(t, x, v)=\int_{0}^{t} \iint_{\mathbb{R}^{2}} \partial_{w} G(t-s, x, y, v, w) F(s, y) f(s, y, w) \mathrm{d} y \mathrm{~d} w \mathrm{~d} s
\end{gathered}
$$

Then using Proposition 2.3 with $p=1$ and (14) one obtains

$$
\|\mathcal{G} f\|_{\mathcal{Y}_{T}} \leq\|f\|_{\mathcal{Y}_{T}}, \quad\|\mathcal{H} f\|_{\mathcal{Y}_{T}} \lesssim T^{\frac{1}{2}}\|F\|_{L_{t, x}^{\infty}}\|f\|_{\mathcal{Y}_{T}}
$$

so that $\mathcal{G}$ and $\mathcal{H}_{F}$ are well defined and bounded. Moreover, using (14) repeatedly, one has for some constant $C>0$ depending only on $\alpha, \theta$ and $\nu$ that, for all $s_{0} \geq 0$,

$$
\left\|\mathcal{H}_{F}^{n} f\right\|_{L_{x, v}^{1}}\left(s_{0}\right) \leq\left(C\|F\|_{L_{t, x}^{\infty}}\right)^{n} \alpha_{n}\left(s_{0}\right)\|g\|_{\mathcal{Y}_{T}}
$$

where

$$
\alpha_{n}\left(s_{0}\right)=\int_{0}^{s_{0}} \cdots \int_{0}^{s_{n-1}} \prod_{i=1}^{n} \frac{\mathrm{~d} s_{i}}{\sqrt{s_{i-1}-s_{i}}}=s_{0}^{\frac{n}{2}} \prod_{i=1}^{n} \int_{0}^{1} \frac{u^{\frac{i-1}{2}}}{\sqrt{1-u}} \mathrm{~d} u=\frac{\left(\pi s_{0}\right)^{\frac{n}{2}}}{\Gamma\left(\frac{n}{2}+1\right)}
$$

Since the right-hand side of the last inequality defines a normally convergent series for any $s_{0}>0$ and since $\mathcal{Y}_{T}$ is a Banach space one can define the sum

$$
f:=\sum_{n=0}^{\infty} \mathcal{H}_{F}^{n} \mathcal{G} f^{\text {in }}
$$

which by definition solves $f=\mathcal{G} f^{\text {in }}+\mathcal{H}_{F} f$ and is therefore a mild solution of (15). Uniqueness is readily obtained by linearity of the equation and the estimate on
$\mathcal{H}_{F}$ and conservation of mass follows from (9) and (13). For the estimate on the velocity derivative observe that it solves

$$
\begin{aligned}
\partial_{v} f(t, x, v)=\iint_{\mathbb{R}^{2}} & \partial_{v} G(t, x, y, v, w) f^{\mathrm{in}}(y, w) \mathrm{d} y \mathrm{~d} w \\
& \quad-\int_{0}^{t} \iint_{\mathbb{R}^{2}} \partial_{v} G(t-s, x, y, v, w) F(s, y) \partial_{w} f(s, y, w) \mathrm{d} y \mathrm{~d} w \mathrm{~d} s
\end{aligned}
$$

Therefore as for the construction of $f$, by iterating the right-hand side one finds the estimate, which essentially relies upon (14) and the integrability of the time singularity.

Next we investigate uniform almost everywhere bounds on the solution. The nonnegativity of density is easily proved formally using the PDE, but is not obvious on the mild formulation. In order to get back to the differential formulation we use a mollification argument inspired by Lions and Masmoudi [26].

Lemma 2.8 ( $L^{\infty}$ bounds and non-negativity). Let $f$ be the mild solution of (15). On the one hand, if $f^{i n} \geq 0$ then $f(t) \geq 0$ for all $t \geq 0$. As a consequence $\|f(t)\|_{L_{x, v}^{1}}=\left\|f^{i n}\right\|_{L_{x, v}^{1}}$ for all $t \geq 0$. On the other hand if $f^{\text {in }} \in L^{\infty}\left(\mathbb{R}^{2}\right)$ then $f \in L_{l o c}^{\infty}\left([0, \infty), L_{x, v}^{\infty}\right)$.

Proof. Let us start with the second property. If $f^{\text {in }} \in L^{\infty}$ then by (10) and (16)

$$
\|f(t)\|_{L^{\infty}} \lesssim e^{2 \nu t}\left\|f^{\mathrm{in}}\right\|_{L^{\infty}}+\|F\|_{L^{\infty}} \int_{0}^{t}\left(1+s^{-\frac{1}{2}}\right) e^{2 \nu s} \mathrm{~d} s
$$

which proves the claim. For the non-negativity, we assume without loss of generality that $f^{\text {in }} \in L^{1} \cap L^{\infty}$. One recovers the $L^{1}$ case a posteriori by a density argument. Assume that $f^{\text {in }} \geq 0$ and let $f_{\varepsilon}$ be a mollification of $f$ such that $\left\|f_{\varepsilon}-f\right\|_{L^{\infty}\left(0, T, L_{x, v}^{\infty}\right)} \rightarrow 0$ when $\varepsilon \rightarrow 0,\left\|\partial_{v} f_{\varepsilon}(t)\right\|_{L^{1}} \leq\left\|\partial_{v} f(t)\right\|_{L^{1}}$ and $f_{\varepsilon}^{\text {in }} \geq 0$. Let us also introduce $g_{\varepsilon}=\mathcal{G} f_{\varepsilon}^{\mathrm{in}}+\mathcal{H}_{F} f_{\varepsilon}$. Observe that by the boundedness properties of the operators $\mathcal{G}$ and $\mathcal{H}_{F}$ one has $\left\|g_{\varepsilon}-f_{\varepsilon}\right\|_{L^{\infty}\left(0, T, L_{x, v}^{\infty}\right)} \rightarrow 0$. Moreover $g_{\varepsilon}$ satisfies

$$
\partial_{t} g_{\varepsilon}+v \partial_{x} g_{\varepsilon}-\alpha x \partial_{v} g_{\varepsilon}=2 \nu \partial_{v}\left(v g_{\varepsilon}+\theta \partial_{v} g_{\varepsilon}\right)-F \partial_{v} f_{\varepsilon}
$$

Multiplying the equation by $-2 g_{\varepsilon}^{-}=-2 \max \left(-g_{\varepsilon}, 0\right)$ and integrating in all variables it is rather straightforward to obtain the estimate

$$
\begin{aligned}
\left\|g_{\varepsilon}^{-}(t)\right\|_{L_{x, v}^{2}}^{2} \leq\left\|g_{\varepsilon}^{-}(0)\right\|_{L_{x, v}^{2}}^{2}+2 \nu \int_{0}^{t} & \left\|g_{\varepsilon}^{-}(s)\right\|_{L_{x, v}^{2}}^{2} \mathrm{~d} s \\
& +2\|F\|_{L_{t, x}^{\infty}}\left\|g_{\varepsilon}-f_{\varepsilon}\right\|_{L_{t, x, v}^{\infty}} \int_{0}^{t}\left\|\partial_{v} f_{\varepsilon}(s)\right\|_{L^{1}} \mathrm{~d} s
\end{aligned}
$$

where we used that $2\left(\partial_{v} f_{\varepsilon}\right) g_{\varepsilon}^{-}=2\left(\partial_{v} f_{\varepsilon}\right)\left(g_{\varepsilon}^{-}-f_{\varepsilon}^{-}\right)-2 \partial_{v}\left(\left(f_{\varepsilon}^{-}\right)^{2}\right)$. The first term of the right-hand side is null since $g_{\varepsilon}(0)=f_{\varepsilon}^{\text {in }} \geq 0$ and uniformly on finite time intervals the last term tends to 0 as $\varepsilon$ tends to 0 . Therefore using a Grönwall argument and taking the limit $\varepsilon \rightarrow 0$ eventually proves that $f \geq 0$.

From the resolution of the VFP equation with a given force field we now build a solution to the nonlinear equation by an iteration argument.

Proposition 2.9. Assume that the interaction potential $K \equiv K(x)$ is such that $\partial_{x} K \in L^{\infty}(\mathbb{R})$ and let $f^{i n}$ be a non-negative integrable function. Then there is a unique mild solution $f \in \mathcal{C}\left([0, \infty), L^{1}\left(\mathbb{R}^{2}\right)\right)$ of the nonlinear Vlasov-Fokker-Planck equation (1). It conserves mass and non-negativity. Moreover the mapping $f^{i n} \in$ $L_{+}^{1}\left(\mathbb{R}^{2}\right) \mapsto f \in \mathcal{C}\left([0, T], L_{+}^{1}\left(\mathbb{R}^{2}\right)\right)$ is Lipschitz continuous, where $L_{+}^{1}\left(\mathbb{R}^{2}\right)$ denotes the cone of non-negative functions in $L^{1}\left(\mathbb{R}^{2}\right)$.
Proof. We use an iteration scheme. Let $f^{0}=f^{\text {in }}$ and define $f^{n+1}$ as the mild solution of (15) with the force field $F^{n}=-I \partial_{x} K * \rho^{n}$. Let us show that $\left(f^{n}\right)_{n}$ is a Cauchy sequence in $\mathcal{Y}_{T}=\mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{2}\right)\right)$. Since

$$
f^{n+1}-f^{n}=\mathcal{H}_{F^{n}}\left(f^{n+1}-f^{n}\right)+\left(\mathcal{H}_{F^{n}}-\mathcal{H}_{F^{n-1}}\right) f^{n}
$$

One has

$$
\begin{aligned}
\left\|f^{n+1}(t)-f^{n}(t)\right\|_{L_{x, v}^{1}} \leq \int_{0}^{t} \frac{C}{\sqrt{t-s}}( & \left\|f^{n+1}(s)-f^{n}(s)\right\|_{L_{x, v}^{1}}\left\|F^{n}(s)\right\|_{L_{x}^{\infty}} \\
& \left.+\left\|F^{n}(s)-F^{n-1}(s)\right\|_{L_{x}^{\infty}}\left\|f^{n}(s)\right\|_{L_{x, v}^{1}}\right) \mathrm{d} s
\end{aligned}
$$

which by Grönwall yields

$$
\begin{aligned}
& \left\|f^{n+1}(t)-f^{n}(t)\right\|_{L_{x, v}^{1}} \\
\leq & \exp \left(\int_{0}^{t} \frac{C}{\sqrt{t-s}}\left\|F^{n}(s)\right\|_{L_{x}^{\infty}} \mathrm{d} s\right) \int_{0}^{t} \frac{C}{\sqrt{t-s}}\left\|F^{n}(s)-F^{n-1}(s)\right\|_{L_{x}^{\infty}}\left\|f^{n}(s)\right\|_{L_{x, v}^{1}} \mathrm{~d} s
\end{aligned}
$$

Using non-negativity and conservation of mass one has $\left\|f^{n}(s)\right\|_{L_{x, v}^{1}}=\left\|f^{\mathrm{in}}\right\|_{L_{x, v}^{1}}$. Combining this with Young's convolution inequality one has $\left\|F^{n}(s)\right\|_{L_{x}^{\infty}} \leq I\left\|\partial_{x} K\right\|_{L^{\infty}}\left\|f^{\text {in }}\right\|_{L_{x, v}^{1}}$. Therefore

$$
\left\|f^{n+1}(t)-f^{n}(t)\right\|_{L_{x, v}^{1}} \leq C_{T} \int_{0}^{t} \frac{1}{\sqrt{t-s}}\left\|f^{n}(s)-f^{n-1}(s)\right\|_{L_{x, v}^{1}} \mathrm{~d} s
$$

with $C_{T}=C I\left\|\partial_{x} K\right\|_{L^{\infty}}\left\|f^{\text {in }}\right\|_{L_{x, v}^{1}} \exp \left(C \sqrt{T} I\left\|\partial_{x} K\right\|_{L^{\infty}}\left\|f^{\text {in }}\right\|_{L_{x, v}^{1}}\right)$. Iterating this bound one obtains,

$$
\left\|f^{n+1}(t)-f^{n}(t)\right\|_{L_{x, v}^{1}} \leq \frac{2 C_{T}^{n}(\pi T)^{\frac{n}{2}}\left\|f^{\mathrm{in}}\right\|_{L_{x, v}^{1}}}{\Gamma\left(\frac{n}{2}+1\right)}
$$

Since the right-hand side is summable $\left(f^{n}\right)_{n}$ is a Cauchy sequence in the Banach space $\mathcal{Y}_{T}$ and its limit $f$ is a non-negative mild solution of (1). Lipschitz continuity (and uniqueness) w.r.t. the initial data can be obtained with a Grönwall type argument on the same type of estimates.
2.3. Hypoelliptic regularity estimates. In this section we investigate the regularization properties of (1).
Proposition 2.10. Under the assumptions of Proposition 2.9, for all $T>0$ and $n, m \in \mathbb{N}$ there is $C_{T, n, m}>0$ such that for $t \in(0, T]$

$$
\left\|\partial_{v}^{n} \partial_{x}^{m} f(t)\right\|_{L_{x, v}^{1}} \leq C_{T, n, m}\left(t^{-\frac{n}{2}-\frac{3 m}{2}}+1\right)\left\|f^{i n}\right\|_{L_{x, v}^{1}}
$$

Proof. The result can be proved by induction on the derivatives. We do not fully detail the proof but just the main ideas and crucial points. As a preliminary comment observe that $f \mapsto F_{f}$ is a bounded operator from $L_{v}^{1}\left(W_{x}^{s, 1}\right)$ to $W_{x}^{s, \infty}$
for any $s \in \mathbb{N}$ with norm equal to $I\left\|\partial_{x} K\right\|_{L^{\infty}}$. Then, similarly to the proof of Proposition 2.7 let us notice that $\partial_{v} f$ should solve

$$
\begin{aligned}
\partial_{v} f(t, x, v)=\iint_{\mathbb{R}^{2}} & \partial_{v} G(t, x, y, v, w) f^{\mathrm{in}}(y, w) \mathrm{d} y \mathrm{~d} w \\
& -\int_{0}^{t} \iint_{\mathbb{R}^{2}} \partial_{v} G(t-s, x, y, v, w) F_{f}(s, y) \partial_{w} f(s, y, w) \mathrm{d} y \mathrm{~d} w \mathrm{~d} s
\end{aligned}
$$

but using the estimate of Proposition 2.4 and the same type of iteration argument as Proposition 2.7. one builds a unique solution to this fixed point equation which satisfies the desired estimate.

For the $x$ derivative observe from formula (8) that if one defines

$$
B(\tau)^{-1}=\left(\begin{array}{cc}
b_{y x}(\tau) & b_{y v}(\tau) \\
b_{w x}(\tau) & b_{w v}(\tau)
\end{array}\right) \sim_{\tau \rightarrow 0}\left(\begin{array}{cc}
1 & -\tau \\
\alpha \tau & 1
\end{array}\right)
$$

then $\partial_{x} G(\tau)=-b_{y x}(\tau) \partial_{y} G(\tau)-b_{w x}(\tau) \partial_{w} G(\tau)$, therefore $\partial_{x} f$ must be the solution of the linear fixed point problem

$$
\begin{aligned}
& \partial_{x} f(t, x, v)=\iint_{\mathbb{R}^{2}} \partial_{x} G(t, x, y, v, w) f^{\mathrm{in}}(y, w) \mathrm{d} y \mathrm{~d} w \\
& \quad+\int_{0}^{t} \iint_{\mathbb{R}^{2}} b_{y x}(t-s) \partial_{w} G(t-s, x, y, v, w) F_{\partial_{y} f}(s, y) f(s, y, w) \mathrm{d} y \mathrm{~d} w \mathrm{~d} s \\
& +\int_{0}^{t} \iint_{\mathbb{R}^{2}} b_{w x}(t-s) \partial_{w} G(t-s, x, y, v, w) F_{f}(s, y) \partial_{w} f(s, y, w) \mathrm{d} y \mathrm{~d} w \mathrm{~d} s \\
& \quad+\int_{0}^{t} \iint_{\mathbb{R}^{2}} b_{y x}(t-s) \partial_{w} G(t-s, x, y, v, w) F_{f}(s, y) \partial_{y} f(s, y, w) \mathrm{d} y \mathrm{~d} w \mathrm{~d} s
\end{aligned}
$$

which again can be solved by the estimate of Proposition 2.4 and the same type of iteration argument as Proposition 2.7. Observe that the key element is the singularity of each term of the right hand side (except the first one) at $s \rightarrow t^{-}$and $s \rightarrow 0^{+}$, which must be integrable to close the estimate.

The argument can be pursued for higher order derivatives with a small modification to take into account the growing singularity appearing in the lower order derivatives. For instance one seeks for $\partial_{x v}^{2} f$ as a solution of

$$
\begin{aligned}
& \partial_{x v}^{2} f(t, x, v)=\iint_{\mathbb{R}^{2}} \partial_{x v}^{2} G(t, x, y, v, w) f^{\mathrm{in}}(y, w) \mathrm{d} y \mathrm{~d} w \\
& \quad+\int_{0}^{t} \iint_{\mathbb{R}^{2}} b_{x w}(t-s) \partial_{w} \partial_{v} G(t-s, x, y, v, w) F_{f}(s, y) \partial_{w} f(s, y, w) \mathrm{d} y \mathrm{~d} w \mathrm{~d} s \\
& \quad+\int_{0}^{t / 2} \iint_{\mathbb{R}^{2}} b_{x y}(t-s) \partial_{v} \partial_{y} G(t-s, x, y, v, w) F_{f}(s, y) \partial_{w} f(s, y, w) \mathrm{d} y \mathrm{~d} w \mathrm{~d} s \\
& \quad+\int_{t / 2}^{t} \iint_{\mathbb{R}^{2}} b_{x y}(t-s) \partial_{v} G(t-s, x, y, v, w) F_{\partial_{y} f}(s, y) \partial_{w} f(s, y, w) \mathrm{d} y \mathrm{~d} w \mathrm{~d} s \\
& \quad+\int_{t / 2}^{t} \iint_{\mathbb{R}^{2}} b_{x y}(t-s) \partial_{v} G(t-s, x, y, v, w) F_{f}(s, y) \partial_{y w}^{2} f(s, y, w) \mathrm{d} y \mathrm{~d} w \mathrm{~d} s
\end{aligned}
$$

Notice the splitting of the time integral and the appropriate distribution of the $\partial_{y}$ derivative to ensure integrability of singularities in time. The reasoning can be
continued for higher order derivatives and one obtains that $\partial_{v}^{n} \partial_{x}^{m} f(t)$ has the same singularity as $\partial_{v}^{n} \partial_{x}^{m} G(t)$ when $t \rightarrow 0$.

Corollary 2.11. Under the assumptions of Proposition 2.9, any mild solution (1) is a smooth classical solution $f \in \mathcal{C}\left([0, \infty), L^{1}\left(\mathbb{R}^{2}\right)\right) \cap \mathcal{C}^{\infty}\left((0, \infty) \times \mathbb{R}^{2}\right)$ satisfying the first two equations of (1) point-wise for all $t>0$ and $(x, y) \in \mathbb{R}^{2}$ and the last equation a.e. $(x, y) \in \mathbb{R}^{2}$.
2.4. Proof of Theorem 1.1. The proof of Theorem 1.1 is completed by combining Proposition 2.9, Proposition 2.10 and Corollary 2.11.
2.5. Additional properties. We end Section 2 with additional properties on the Vlasov-Fokker-Planck equation.

Lemma 2.12 ( $L^{p}$ norms). For any $T>0$ and $p \in[1,+\infty]$ one has

$$
\|f\|_{L^{\infty}\left(0, T ; L^{p}\left(\mathbb{R}^{2}\right)\right)} \leq\left\|f^{i n}\right\|_{L^{p}\left(\mathbb{R}^{2}\right)} e^{2 \nu(1-1 / p) T}
$$

Proof. Let $p<+\infty$. One has

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\|f(t)\|_{L^{p}\left(\mathbb{R}^{2}\right)}^{p} & =\iint_{\mathbb{R}^{2}}\left(-\partial_{x}\left(v f^{p}\right)+\partial_{v}\left(\left(F_{f}(t, x)-\alpha x\right) f^{p}\right)+2 \nu p f^{p-1} \partial_{v}\left(v f+\partial_{v} f\right)\right) \mathrm{d} v \mathrm{~d} x \\
& =-\iint_{\mathbb{R}^{2}} 2 \nu p(p-1) f^{p-2} \partial_{v} f\left(v f+\theta \partial_{v} f\right) \mathrm{d} v \mathrm{~d} x \\
& \leq-\iint_{\mathbb{R}^{2}} 2 \nu(p-1) v \partial_{v} f^{p} \mathrm{~d} v \mathrm{~d} x=2 \nu(p-1)\|f(t)\|_{L^{p}\left(\mathbb{R}^{2}\right)}^{p}
\end{aligned}
$$

The claim is obtained after a Grönwall lemma. The case $p=+\infty$ is obtained as a limit.

In the next lemma we recall the continuity equation.
Lemma 2.13 (Continuity equation). It holds that

$$
\begin{equation*}
\partial_{t} \rho+\partial_{x} j=0, \quad \text { where } \quad j(t, x)=\int_{\mathbb{R}} v f(t, x, v) \mathrm{d} v \tag{17}
\end{equation*}
$$

Proof. Integrate (1) in the $v$ variable.

## 3. Steady states and LONG-Time behavior

3.1. Haissinski solutions. In this section we investigate the existence and uniqueness of stationary solutions to equation (1) of the form

$$
f^{\infty}(x, v)=\frac{\mathcal{M}}{\sqrt{2 \pi \theta}} e^{-\frac{v^{2}}{2 \theta}} \sigma^{\infty}(x)
$$

where $\mathcal{M}>0$ denotes the mass and $\sigma^{\infty}$ is normalized, namely

$$
\frac{1}{\mathcal{M}} \iint_{\mathbb{R}^{2}} f^{\infty}(x, v) \mathrm{d} v \mathrm{~d} x=\int_{\mathbb{R}} \sigma^{\infty}(x) \mathrm{d} x=1
$$

In order to solve (1), one observes that $\sigma^{\infty}$ should be a fixed point of the mapping

$$
\begin{equation*}
\mathcal{T}(\sigma)(x):=\frac{e^{-\frac{\alpha x^{2}}{2 \theta}-\frac{I \mathcal{M}}{\theta} K * \sigma(x)}}{\int_{\mathbb{R}} e^{-\frac{\alpha y^{2}}{2 \theta}-\frac{I \mathcal{M}}{\theta} K * \sigma(y)} \mathrm{d} y} \tag{18}
\end{equation*}
$$

Let us introduce the Banach spaces

$$
\mathcal{X}=\left\{\sigma \in \mathcal{C}(\mathbb{R}) \text { such that } \sup _{x \in \mathbb{R}}|\sigma(x)| e^{\frac{\beta x^{2}}{2}}<+\infty\right\}
$$

with $0<\beta<\alpha / \theta$ endowed with the norm

$$
\|\sigma\|_{\mathcal{X}}=\sup _{x \in \mathbb{R}}|\sigma(x)| e^{\frac{\beta x^{2}}{2}}
$$

We use Schaefer's fixed point theorem to show that $\mathcal{T}$ has a fixed point.
Proposition 3.1. Assume that $K \in L^{\infty}$ and $\partial_{x} K \in L^{p}$ for some $p \in[1, \infty]$. Then there exists a fixed point $\sigma^{\infty}$ to the map $\mathcal{T}: \mathcal{X} \rightarrow \mathcal{X}$. Moreover, $\sigma^{\infty}$ is positive, has integral $\int_{\mathbb{R}} \sigma^{\infty}=1$ and $\partial_{x}^{n} \sigma^{\infty} \in \mathcal{X}$ for all $n \geq 0$.
Proof. To begin with, observe that thanks to Young's convolution inequality and Hölder inequality, for any $G \in L^{p}$, one has the estimate

$$
\|G * \sigma\|_{L^{\infty}} \leq\|G\|_{L^{p}}\|\sigma\|_{L^{p^{\prime}}} \leq C_{p}\|G\|_{L^{p}}\|\sigma\|_{\mathcal{X}}
$$

with a finite $C_{p}>0$ and $p^{\prime}=\left(1-p^{-1}\right)^{-1}$. Then we complete the proof in three steps.
Step 1: $\mathcal{T}$ is compact.
Let $R>0$ such that $\|\sigma\|_{\mathcal{X}} \leq R$. Then for $\varepsilon=(\alpha / \theta)-\beta>0$.
$0<\mathcal{T}(\sigma)(x) e^{\frac{\beta x^{2}}{2}} \leq(2 \pi \theta / \alpha)^{\frac{1}{2}} e^{2 I \mathcal{M}\|K\|_{L^{\infty}}\|\sigma\|_{L^{1}}-\frac{\varepsilon x^{2}}{2}} \leq(2 \pi \theta / \alpha)^{\frac{1}{2}} e^{2 I \mathcal{M} C_{1}\|K\|_{L^{\infty}} R-\frac{\varepsilon x^{2}}{2}}$
and

$$
\left|\partial_{x} \mathcal{T}(\sigma)(x)\right| e^{\frac{\beta x^{2}}{2}} \leq(2 \pi \theta / \alpha)^{\frac{1}{2}} e^{2 I \mathcal{M} C_{1}\|K\|_{L^{\infty}} R}\left(|x|+I \mathcal{M} C_{p}\left\|\partial_{x} K\right\|_{L^{p}} R\right) e^{-\frac{\varepsilon x^{2}}{2}}
$$

In particular $\mathcal{T}(\sigma) \in \mathcal{X}$ and there is $C_{R}>0$ depending on $\|K\|_{L^{\infty}},\left\|\partial_{x} K\right\|_{L^{p}}$ and the parameters such that

$$
\mathcal{T}(\sigma) \in Y_{R}:=\left\{\nu \in \mathcal{X},\|\nu\|_{\mathcal{X}}+\left\|\partial_{x} \nu\right\|_{\mathcal{X}} \leq C_{R}\right\}
$$

Let $\left(\nu_{n}\right)_{n}$ be a sequence in $Y_{R}$ and for any positive integer $m$ define $K_{m}=[-m, m]$. Then $\left(\left.\nu_{n}\right|_{K_{m}}\right)_{n}$ is equicontinuous, so by Arzela-Ascoli and a diagonal argument one can find a subsequence $\left(n_{k}\right)_{k}$ and a continuous function $\nu$ such that for all $m \geq 1$

$$
\left\|\nu_{n_{k}}-\nu\right\|_{\mathcal{C}\left(K_{m}\right)} \rightarrow 0, \text { as } k \rightarrow \infty
$$

but since the sequence and limit belong to a ball of $\mathcal{X}$ of radius at most $C_{R}$, one has

$$
\left\|\nu_{n_{k}}-\nu\right\|_{\mathcal{X}} \leq\left\|\left(\nu_{n_{k}}-\nu\right) e^{\beta x^{2} / 2}\right\|_{\mathcal{C}\left(K_{m}\right)}+2 C_{R} e^{-\varepsilon m^{2} / 2}
$$

so one can take $m$ large enough and then $k$ large enough to make the r.h.s. as small as desired. It follows that $Y_{R}$ is sequentially compact, and thus $\mathcal{T}$ is compact.
Step 2: Schaefer's condition.
Let $\lambda \in[0,1]$ and consider $\sigma \in \mathcal{X}$ such that

$$
\lambda \mathcal{T}(\sigma)=\sigma
$$

Then $\|\sigma\|_{L^{1}}=\lambda \leq 1$ therefore

$$
\|\sigma\|_{\mathcal{X}} \leq\|\mathcal{T}(\sigma)\|_{\mathcal{X}} \leq(2 \pi \theta / \alpha)^{\frac{1}{2}} e^{2 I \mathcal{M}\|K\|_{L^{\infty}}}
$$

so $\mathcal{T}$ has a fixed point $\sigma^{\infty}$.

Step 3: Properties of fixed points $\sigma^{\infty}$.
First, since $\sigma^{\infty}=\mathcal{T}\left(\sigma^{\infty}\right), \sigma^{\infty}$ is positive and has an integral equal to 1. Then, observe that by successive differentiation that

$$
\partial_{x}^{n+1} \sigma^{\infty}(x)=P\left(x, \partial_{x} K * \sigma^{\infty}, \ldots, \partial_{x} K * \partial_{x}^{n} \sigma^{\infty}\right) \mathcal{T}\left(\sigma^{\infty}\right)
$$

for some multivariate polynomial $P\left(X_{1}, X_{2}, \ldots, X_{n+1}\right)$. We proceed by induction. Assume that $\partial_{x}^{k} \sigma^{\infty} \in \mathcal{X}$ for all $0 \leq k \leq n$, then for any polynomial,

$$
x \rightarrow e^{-\frac{\beta x^{2}}{2}} P\left(x, \partial_{x} K * \sigma^{\infty}(x), \ldots, \partial_{x} K * \partial_{x}^{n} \sigma^{\infty}(x)\right) \in L^{\infty} .
$$

Moreover $x \mapsto \mathcal{T}\left(\sigma^{\infty}(x)\right) e^{\frac{\beta x^{2}}{2}} \in \mathcal{X}$ and therefore $\partial_{x}^{n+1} \sigma^{\infty} \in \mathcal{X}$.
Proposition 3.2 (Uniqueness at low current). If the current intensity is such that

$$
I<I^{\text {thres }}:=\frac{C \theta}{\mathcal{M}\|K\|_{L^{\infty}}}
$$

with $C>0$ a universal constant, then $\mathcal{T}: L^{1} \rightarrow L^{1}$ has at most one fixed point.
Proof. From the proof of Proposition 3.1, it is clear that $\mathcal{T}: L^{1} \rightarrow L^{1}$ is a welldefined. Let $\sigma_{1}, \sigma_{2} \in L^{1}$ be two fixed points. Then one obtains
$\left\|\sigma_{1}-\sigma_{2}\right\|_{L^{1}} \leq \frac{\iint_{\mathbb{R}^{2}} e^{-\frac{\alpha\left(x^{2}+y^{2}\right)}{2 \theta}}\left|e^{-\frac{I \mathcal{M}}{\theta}\left(K * \sigma_{1}(x)+K * \sigma_{2}(y)\right)}-e^{-\frac{I \mathcal{M}}{\theta}\left(K * \sigma_{2}(x)+K * \sigma_{1}(y)\right)}\right| \mathrm{d} x \mathrm{~d} y}{\iint_{\mathbb{R}^{2}} e^{-\frac{\alpha\left(x^{2}+y^{2}\right)}{2 \theta}-\frac{I \mathcal{M}}{\theta}\left(K * \sigma_{1}(x)+K * \sigma_{2}(y)\right)} \mathrm{d} x \mathrm{~d} y}$,
which yields, since $\|K * \sigma\|_{L^{\infty}} \leq\|K\|_{L^{\infty}}\|\sigma\|_{L^{1}}$, that

$$
\left\|\sigma_{1}-\sigma_{2}\right\|_{L^{1}} \leq e^{\frac{3 I \mathcal{M}}{\theta}\|K\|_{L^{\infty}} \frac{2 I \mathcal{M}}{\theta}\|K\|_{L^{\infty}}\left\|\sigma_{1}-\sigma_{2}\right\|_{L^{1}} . . . . .}
$$

The contraction property then applies as soon as the condition of the statement is satisfied with $C=\frac{1}{3} W\left(\frac{3}{2}\right) \simeq 0.24$, where $W$ is the Lambert function.

We end this section with upper bounds on the potential associated with the density $\sigma^{\infty}$.

Lemma 3.3. The quantity $V^{\infty}=-\ln \left(\sigma^{\infty}\right)$ can be estimated by

$$
\left|\partial_{x}^{2} V^{\infty}(x)\right| \leq C^{\infty}=\frac{2 \alpha}{\theta}+\left(\frac{I \mathcal{M}}{\theta}\right)^{2}\left\|\partial_{x} K\right\|_{L^{\infty}}^{2}
$$

Proof. Using $V^{\infty}=-\ln \left(\mathcal{T}\left(\sigma^{\infty}\right)\right)$ and Young's convolution inequality one obtains

$$
\left\|\partial_{x}^{2} V^{\infty}\right\|_{L^{\infty}} \leq \frac{\alpha}{\theta}+\frac{I \mathcal{M}}{\theta}\left\|\partial_{x} K\right\|_{L^{\infty}}\left\|\partial_{x} \sigma^{\infty}\right\|_{L^{1}}
$$

Young's inequality then yields
$\left\|\partial_{x} \sigma^{\infty}\right\|_{L^{1}}=\int\left|\partial_{x} V^{\infty}\right| e^{-V^{\infty}} \leq \frac{1}{2} \int\left(\frac{I \mathcal{M}}{\theta}\left\|\partial_{x} K\right\|_{L^{\infty}}+\left(\frac{I \mathcal{M}}{\theta}\left\|\partial_{x} K\right\|_{L^{\infty}}\right)^{-1}\left|\partial_{x} V^{\infty}\right|^{2}\right) e^{-V^{\infty}}$
where

$$
\int\left|\partial_{x} V^{\infty}\right|^{2} e^{-V^{\infty}}=\int \partial_{x}^{2} V^{\infty} e^{-V^{\infty}} \leq\left\|\partial_{x}^{2} V^{\infty}\right\|_{L^{\infty}}
$$

Combining everything yield the result.
3.2. Proof of Theorem 1.2. The proof of Theorem 1.2 is obtained by combining the results of Proposition 3.1 and Proposition 3.2.
3.3. Free energy estimate and symmetry of the interaction kernel. Next we derive a so-called free energy (or entropy) estimate for the solutions of (1). Let us precise that here, free energy does not refer to a particular physical quantity in the context of particle accelerators. The name is chosen by mathematical analogy with global quantities arising in other models. Let us first decompose the interaction potential into an even and an odd part, namely

$$
\begin{equation*}
K^{\mathrm{e}}(x)=\frac{K(x)+K(-x)}{2}, \quad K^{\mathrm{o}}(x)=\frac{K(x)-K(-x)}{2} . \tag{19}
\end{equation*}
$$

We define

$$
\begin{align*}
& \mathcal{E}(t)=\theta \iint_{\mathbb{R}^{2}} f \log f \mathrm{~d} v \mathrm{~d} x+\frac{1}{2} \iint_{\mathbb{R}^{2}} \frac{v^{2}+\alpha x^{2}}{2} f \mathrm{~d} v \mathrm{~d} x  \tag{20}\\
&+\frac{I}{2} \iint_{\mathbb{R}^{2}} K^{\mathrm{e}}(x-y) \rho(t, x) \rho(t, y) \mathrm{d} x \mathrm{~d} y
\end{align*}
$$

Remark 3.4. Observe that for the last term, $K^{e}$ can be replaced by $K$ without changing the value of the integral.

Proposition 3.5 (Entropy estimate). One has

$$
\frac{\mathrm{d} \mathcal{E}(t)}{\mathrm{d} t}+2 \nu \iint_{\mathbb{R}^{2}} \frac{1}{f}\left|v f+\theta \partial_{v} f\right|^{2} \mathrm{~d} v \mathrm{~d} x=-I \iint \partial_{x} K^{o}(x-y) j(t, x) \rho(t, y) \mathrm{d} x \mathrm{~d} y
$$

where $j$ is defined in (17).
Proof. On the one hand,

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\theta \iint_{\mathbb{R}^{2}} f \log f \mathrm{~d} v \mathrm{~d} x+\iint \frac{v^{2}+\alpha x^{2}}{2} f \mathrm{~d} v \mathrm{~d} x\right) \\
= & \iint_{\mathbb{R}^{2}}\left(-\partial_{x}(v f)-\partial_{v}\left(\left(I F_{f}-\alpha x\right) f\right)+2 \nu \partial_{v}\left(v f+\theta \partial_{v} f\right)\right)\left(\theta \log (f)+\theta+\frac{v^{2}}{2}+\frac{\alpha x^{2}}{2}\right) \mathrm{d} v \mathrm{~d} x \\
= & \left.\iint_{\mathbb{R}^{2}}\left(\alpha x v f+\left(I F_{f}-\alpha x\right) v f\right)\right) \mathrm{d} v \mathrm{~d} x-2 \nu \iint_{\mathbb{R}^{2}} \frac{1}{f}\left|v f+\theta \partial_{v} f\right|^{2} \mathrm{~d} v \mathrm{~d} x \\
= & I \iint_{\mathbb{R}^{2}} K(x-y) \partial_{x} j(t, x) \rho(t, y) \mathrm{d} x \mathrm{~d} y-2 \nu \iint_{\mathbb{R}^{2}} \frac{1}{f}\left|v f+\theta \partial_{v} f\right|^{2} \mathrm{~d} v \mathrm{~d} x .
\end{aligned}
$$

On the other hand, since $K^{\mathrm{e}}$ is even, one has

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{I}{2} \iint_{\mathbb{R}^{2}} K^{\mathrm{e}}(x-y) \rho(t, x) \rho(t, y) \mathrm{d} x \mathrm{~d} y\right) & =I \iint_{\mathbb{R}^{2}} K^{\mathrm{e}}(x-y) \partial_{t} \rho(t, x) \rho(t, y) \mathrm{d} x \mathrm{~d} y \\
& =-I \iint_{\mathbb{R}^{2}} K^{\mathrm{e}}(x-y) \partial_{x} j(t, x) \rho(t, y) \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

where we used the continuity equation (17). By summing the two identities one obtains the result.

The equality of Proposition 3.5 shows that $\mathcal{E}$ is a Lyapunov functional only when $K$ is even. More precisely one has the following result.

Corollary 3.6. If $K$ is even, then

$$
\frac{\mathrm{d} \mathcal{E}(t)}{\mathrm{d} t} \leq 0, \quad \forall t \geq 0
$$

Conversely, if $K$ is not even function, there is $f^{i n}$ such that

$$
\left.\frac{\mathrm{d} \mathcal{E}(t)}{\mathrm{d} t}\right|_{t=0}>0
$$

Proof. If $K$ is even, the decay of $\mathcal{E}$ is an immediate consequence of Proposition 3.5. If $K$ is not even then $\partial_{x} K^{\circ} \neq 0$ and one can find a non-zero, non-negative integrable $\rho^{\text {in }}$ such that $-\iint \partial_{x} K^{\mathrm{o}}(x-y) \rho^{\text {in }}(x) \rho^{\text {in }}(y) \mathrm{d} x \mathrm{~d} y>0($ or $<0)$. Take for instance $v_{*}>0($ resp. $<0)$ and define $f^{\text {in }}=e^{-\left(v-v_{*}\right)^{2} /(2 \theta)} \rho^{\text {in }}(x)$. Then, in the entropy balance of Proposition 3.5 the second term of the left hand side is positive and $O\left(v_{*}^{2}\right)$ and the first term of the right hand side is positive and $O\left(v_{*}\right)$. Thus for a small enough $\left|v_{*}\right|$ the entropy increases initially.

Remark 3.7. Observe additionally that critical points of $\mathcal{E}$ coincide with Haissinski steady states iff $K$ is even.
3.4. Hypocoercivity estimates. In this section we investigate the convergence of a solution to (1) to the Haissinski solution $f^{\infty}$ of Theorem 1.2. To that end we decompose the solution $f$ to (1) as

$$
\begin{equation*}
f=f^{\infty}+f^{\infty} g \tag{21}
\end{equation*}
$$

The perturbation $g$ is solution to

$$
\left\{\begin{array}{l}
\partial_{t} g+v \partial_{x} g+\left(F_{f \infty}-\alpha x\right) \partial_{v} g-\frac{v}{\theta} F_{f \infty_{g}}=2 \nu \theta\left(\partial_{v}-\frac{v}{\theta}\right) \partial_{v} g+Q(g, g)  \tag{22}\\
Q(g, g)=F_{f \infty_{g}}\left(\frac{v}{\theta}-\partial_{v}\right) g . \\
g_{\mid t=0}=g^{\text {in }}:=\frac{f^{\text {in }}}{f^{\infty}}-1 .
\end{array}\right.
$$

In the Hilbert space $\mathcal{H}=\left\{g \in L^{2}\left(f^{\infty} \mathrm{d} x \mathrm{~d} v\right), \iint_{\mathbb{R} \times \mathbb{R}} g f^{\infty} \mathrm{d} x \mathrm{~d} v=0\right\}$ we denote the norm by $\|\cdot\|$ and the scalar product by $\langle\cdot, \cdot\rangle$. We introduce the transport operator

$$
\begin{equation*}
T=v \partial_{x}+\left(F_{f \infty}-\alpha x\right) \partial_{v} \tag{23}
\end{equation*}
$$

which is antisymmetric in $\mathcal{H}$, and recognise the adjoint $\partial_{v}^{*}=\frac{v}{\theta}-\partial_{v}$ hence we define the collision operator

$$
\begin{equation*}
L=-2 \nu \theta \partial_{v}^{*} \partial_{v} \tag{24}
\end{equation*}
$$

which is symmetric in $\mathcal{H}$. The equation then reads

$$
\begin{equation*}
\partial_{t} g+T g-\frac{v}{\theta} F_{f \infty_{g}}=L g+Q(g, g) \tag{25}
\end{equation*}
$$

In the framework of hypocoercivity methods of [13] (see also [1] for an application to the Vlasov-Poisson-Fokker-Planck system), we introduce $\Pi$ the orthogonal projection onto the null space of $L$, in our case

$$
\Pi g=\frac{\rho_{g}}{\mathcal{M} \sigma^{\infty}} \text { with } \rho_{g}=\int g f^{\infty} \mathrm{d} v
$$

In other words, with the Gaussian $M_{\theta}=\frac{1}{\sqrt{2 \pi \theta}} e^{-v^{2} / 2 \theta}$ we have $\Pi g=\int g M_{\theta} \mathrm{d} v$. We also introduce the operator $A$ given by

$$
A=\left(\operatorname{Id}+(T \Pi)^{*} T \Pi\right)^{-1}(T \Pi)^{*}
$$

3.4.1. Linear hypocoercivity. Classical hypocoercivity theory then states that if the following four assumptions are satisfied :
(H1) Microscopic coercivity: $\exists \lambda_{m}>0$ s.t. $\forall h \in \mathcal{D}(L)$

$$
-\langle L h, h\rangle \geq \lambda_{m}\|(\operatorname{Id}-\Pi) h\|^{2}
$$

(H2) Macroscopic coercivity: $\exists \lambda_{M}>0$ s.t. $\forall h \in \mathcal{H}, \Pi h \in \mathcal{D}(T)$

$$
\|T \Pi h\|^{2} \geq \lambda_{M}\|\Pi h\|^{2}
$$

(H3) Parabolic macroscopic dynamics: $\forall h \in \mathcal{H}$

$$
\Pi T \Pi h=0
$$

(H4) Bounded auxiliary operators

$$
\|A T(\operatorname{Id}-\Pi) h\|+\|A L h\| \leq C_{M}\|(\operatorname{Id}-\Pi) h\|
$$

then the solution $h$ to the linear equation

$$
\begin{equation*}
\partial_{t} h+T h=L h \tag{26}
\end{equation*}
$$

converges exponentially fast to the steady state in $\mathcal{H}$. The proof relies on the modified entropy functional

$$
\begin{equation*}
H[h]:=\frac{1}{2}\|h\|^{2}+\varepsilon\langle A h, h\rangle . \tag{27}
\end{equation*}
$$

Under the assumptions above and for $\varepsilon$ small enough one can show that $H$ is the square of a norm which is equivalent to $\|\cdot\|$ :

$$
\frac{1-\varepsilon}{2}\|h\|^{2} \leq H[h] \leq \frac{1+\varepsilon}{2}\|h\|^{2}, \quad \forall h \in \mathcal{H} .
$$

If $h$ is solution to the linear problem (26) then

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} H[h(t)]:=-\mathcal{D}_{\varepsilon}[h(t)] & =\langle L h, h\rangle-\varepsilon\langle A T \Pi h, h\rangle+\varepsilon\langle T A h, h\rangle  \tag{28}\\
& -\varepsilon\langle A T(\mathrm{Id}-\Pi) h, h\rangle+\varepsilon\langle A L h, h\rangle
\end{align*}
$$

where $\mathcal{D}_{\varepsilon}$ is called the dissipation of entropy functional. The assumptions (H1)(H4) allow for a control of each term on the right hand side, see [13, Theorem 2], which yields

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} H[h(t)] \leq\langle L h, h\rangle-\varepsilon \frac{\lambda_{M}}{1+\lambda_{M}}\|\Pi h\|^{2}+\varepsilon\left(1+C_{M}\right)\|(\mathrm{Id}-\Pi) h\|\|h\|  \tag{29}\\
& \quad \leq-\lambda_{m}\|(\mathrm{Id}-\Pi) h\|^{2}-\varepsilon \frac{\lambda_{M}}{1+\lambda_{M}}\|\Pi h\|^{2}+\varepsilon\left(1+C_{M}\right)\|(\mathrm{Id}-\Pi) h\|\|h\|
\end{align*}
$$

Choosing $\varepsilon$ small enough one can find $\lambda_{\operatorname{lin}}>0$ depending on $\varepsilon, \lambda_{m}, \lambda_{M}$ and $C_{M}$ such that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} H[h(t)] \leq-\lambda_{\operatorname{lin}} H[h(t)]
$$

and the exponential decay towards the steady-state follows.
In order to derive an hypocoercivity estimate for our nonlinear equation (25) we first prove that the assumption (H1)-(H4) are satisfied.

Lemma 3.8. The operators $T$ and $L$ defined in (23) and (24) satisfy the assumptions (H1)-(H4) with the constants

$$
\lambda_{m}=2 \nu, \quad \lambda_{M}=\frac{\alpha}{\theta} e^{-4 \frac{I \mathcal{M}}{\theta}\|K\|_{L^{\infty}}}, \quad C_{M}=\nu+4 \theta^{2}+4 \alpha \theta+2\left(I \mathcal{M}\left\|\partial_{x} K\right\|_{L^{\infty}}\right)^{2}
$$

Proof. Assumption (H1) follows from the Gaussian Poincaré inequality in $\mathcal{H}$ :

$$
-\langle L h, h\rangle=2 \nu \theta\left\|\partial_{v} h\right\|^{2} \geq 2 \nu\|(\operatorname{Id}-\Pi) h\|^{2}
$$

For assumption (H2) we notice that $T \Pi h=v \partial_{x} \Pi h$ and $\int \Pi h \sigma^{\infty}=0$. Moreover, since $K * \sigma^{\infty} \in L^{\infty}(\mathbb{R})$, the Holley-Stroock perturbation property (see e.g. [2, Section 5.1.2] ensures a Poincaré inequality. More precisely, using the fact that $\sigma^{\infty}=\mathcal{T}\left(\sigma^{\infty}\right)$ and the Gaussian Poincaré inequality we get

$$
\|T \Pi h\|^{2}=\mathcal{M} \int_{\mathbb{R}}\left|\partial_{x} \Pi h\right|^{2} \sigma^{\infty} \mathrm{d} x \geq \lambda_{M} \mathcal{M} \int_{\mathbb{R}}|\Pi h|^{2} \sigma^{\infty} \mathrm{d} x=\lambda_{M}\|\Pi h\|^{2}
$$

with $\lambda_{M}$ as in the statement. Since the velocity profile of $f^{\infty}$ is a centered Gaussian we have immediately assumption (H3): $\Pi T \Pi=0$ by symmetry. Finally, for assumption (H4), we begin with the control of $\|A L h\|$. One can easily check that

$$
(T \Pi)^{*} h=-(\Pi T) h=-\left[\partial_{x}+\theta^{-1}\left(F_{f \infty}-\alpha x\right)\right] \Pi(v h)=\partial_{x}^{*} \Pi(v h)
$$

and

$$
\Pi(v L h)=-2 \nu \theta \int v \partial_{v}^{*} \partial_{v} h M_{\theta} \mathrm{d} v=-2 \nu \Pi(v h)
$$

hence

$$
(T \Pi)^{*} L h=\partial_{x}^{*}(-2 \nu \Pi(v h))=-2 \nu(T \Pi)^{*} h
$$

Moreover, using [13, Lemma 1] we know that assumptions (H1)-(H3) yield

$$
\begin{equation*}
\|A h\| \leq \frac{1}{2}\|(\operatorname{Id}-\Pi) h\|, \quad\|T A h\| \leq\|(\operatorname{Id}-\Pi) h\| \tag{30}
\end{equation*}
$$

hence

$$
\begin{aligned}
\|A L h\| & =\left\|\left(\mathrm{Id}+(T \Pi)^{*} T \Pi\right)^{-1}(T \Pi)^{*} L h\right\|=2 \nu\left\|\left(\mathrm{Id}+(T \Pi)^{*} T \Pi\right)^{-1}(T \Pi)^{*} h\right\| \\
& =2 \nu\|A h\| \\
& \leq \nu\|(\mathrm{Id}-\Pi) h\|
\end{aligned}
$$

For the control of $\|A T(\mathrm{Id}-\Pi) h\|$ we work with the adjoint

$$
[A T(\operatorname{Id}-\Pi)]^{*}=-(\operatorname{Id}-\Pi) T^{2} \Pi\left[\operatorname{Id}+(T \Pi)^{*} T \Pi\right]^{-1}
$$

where

$$
(T \Pi)^{*} T \Pi h=\partial_{x}^{*} \Pi\left(v^{2} \partial_{x} \Pi h\right)=\theta \partial_{x}^{*} \partial_{x} \Pi h
$$

and

$$
(\operatorname{Id}-\Pi) T^{2} \Pi h=(\operatorname{Id}-\Pi)\left(v^{2} \partial_{x}^{2} \Pi h+(F-\alpha x) \partial_{x} \Pi h\right)=\left(v^{2}-\theta\right) \partial_{x}^{2} \Pi h
$$

hence,

$$
[A T(\operatorname{Id}-\Pi)]^{*} h=\left(\theta-v^{2}\right) \partial_{x}^{2}\left(\operatorname{Id}+\theta \partial_{x}^{*} \partial_{x}\right)^{-1} \Pi h
$$

Let us introduce $u=\left(\operatorname{Id}+\theta \partial_{x}^{*} \partial_{x}\right)^{-1} \Pi h$, i.e. $u$ solution to

$$
\begin{equation*}
\sigma^{\infty} u-\partial_{x}\left(\sigma^{\infty} \partial_{x} u\right)=\sigma^{\infty} \Pi h \tag{31}
\end{equation*}
$$

One can easily check using Proposition 3.1 that the steady-state $\sigma^{\infty}$ satisfies the assumptions of [13, Proposition 5] which ensure an elliptic regularity estimate for the solutions of (31). In order to derive explicit constants here we briefly redo the argument. Clearly from (31), one gets $\|u\| \leq\|\Pi h\|$ and $2\left\|\partial_{x} u \mid \leq\right\| \Pi h \|$ from integrating against $u$. Similarly, and using the previous bound $\left\|\left(\sigma^{\infty}\right)^{-1} \partial_{x}\left(\sigma^{\infty} \partial_{x} u\right)\right\| \leq$ $2\|\Pi h\|$ by integrating against $\left(\sigma^{\infty}\right)^{-1} \partial_{x}\left(\sigma^{\infty} \partial_{x} u\right)$. Then by expanding the square
$\left\|\left(\sigma^{\infty}\right)^{-1} \partial_{x}\left(\sigma^{\infty} \partial_{x} u\right)\right\|^{2}=\left\|\partial_{x} V^{\infty} \partial_{x} u\right\|^{2}-\left\langle\partial_{x} V^{\infty}, \partial_{x}\left(\left|\partial_{x} u\right|^{2}\right)\right\rangle+\left\|\partial_{x}^{2} u\right\|^{2}$ and integrating the middle term by parts one concludes

$$
\left\|\partial_{x}^{2} u\right\|^{2} \leq\left(2+C^{\infty}\right)\|\Pi h\|^{2}
$$

with $C^{\infty}$ the bound of Lemma 3.3. As a result, using the fact that $\partial_{x}^{2} u$ does not depend on the variable $v$, we have

$$
\begin{aligned}
\left\|[A T(\operatorname{Id}-\Pi)]^{*} h\right\|^{2} & \leq \mathcal{M} \int_{\mathbb{R}}\left(\theta-v^{2}\right)^{2} M_{\theta}(v) \mathrm{d} v \int_{\mathbb{R}}\left|\partial_{x} u\right|^{2} \sigma^{\infty} \mathrm{d} x \\
& \leq 2 \theta^{2}\left(2+C^{\infty}\right)\|\Pi h\|^{2}
\end{aligned}
$$

Finally, since $\Pi[A T(\mathrm{Id}-\Pi)]^{*} h=\int_{\mathbb{R}}\left(\theta-v^{2}\right) M_{\theta} \mathrm{d} v \partial_{x}^{2}\left(\mathrm{Id}+\theta \partial_{x}^{*} \partial_{x}\right)^{-1} \Pi h=0$ we conclude that for any $h, g \in \mathcal{H}$

$$
\begin{aligned}
|\langle A T(\operatorname{Id}-\Pi) h, g\rangle| & =\left|\left\langle h,[A T(\operatorname{Id}-\Pi)]^{*} g\right\rangle\right| \\
& =\left|\left\langle(\operatorname{Id}-\Pi) h,[A T(\operatorname{Id}-\Pi)]^{*} g\right\rangle\right| \\
& \leq 2 \theta^{2}\left(2+C^{\infty}\right)\|(\operatorname{Id}-\Pi) h\|\|g\|
\end{aligned}
$$

and (H4) follows.
3.4.2. Nonlinear hypocoercivity. Let us now turn to the nonlinear system (22).

Proposition 3.9. Let $g$ solve (22). There are $\lambda, C, \varepsilon_{0}>0$ depending only on $\alpha, \theta, \nu,\|K\|_{W^{1, \infty}}$ such that if $\mathcal{M I}<C$ and $\varepsilon<\varepsilon_{0}$, then

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} H[g](t) \leq-\lambda H[g](t)+C\|\Pi g\|_{L^{1}(\mathbb{R})}^{2} H[g](t) \tag{32}
\end{equation*}
$$

Proof. For $g$ a solution to (22), differentiating the modified entropy function $H$ of (27) yields

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} H[g](t)= & -\mathcal{D}_{\varepsilon}[g(t)]+\left\langle g, \frac{v}{\theta} F_{f \infty_{g}}\right\rangle+\langle g, Q(g, g)\rangle+\varepsilon\left\langle A \frac{v}{\theta} F_{f \infty g}, g\right\rangle \\
& +\varepsilon\left\langle A g, \frac{v}{\theta} F_{f \infty g}\right\rangle+\varepsilon\langle A Q(g, g), g\rangle+\varepsilon\langle A g, Q(g, g)\rangle .  \tag{33}\\
= & -\mathcal{D}_{\varepsilon}[g(t)]+\left\langle g, \frac{v}{\theta} F_{f \infty_{g}}\right\rangle+\langle g, Q(g, g)\rangle+\varepsilon\left\langle A \frac{v}{\theta} F_{f \infty_{g} g}, \Pi g\right\rangle \\
& +\varepsilon\langle A Q(g, g), \Pi g\rangle .
\end{align*}
$$

Indeed since $A g=\Pi A g$ and $F_{f \infty g}=\Pi F_{f \infty g}$, one has for the

$$
\left\langle A g, \frac{v}{\theta} F_{f{ }_{g}}\right\rangle=0
$$

as the first moment of a centered Gaussian is zero. Furthermore, since $Q(g, g)=$ $\partial_{v}^{*}\left(F_{f \infty g} g\right)$ we also have

$$
\langle A g, Q(g, g)\rangle=\left\langle\partial_{v} \Pi A g, F_{f \infty g} g\right\rangle=0
$$

We already know the control (29) of $\mathcal{D}_{\varepsilon}[g](t)$. For the following term we have

$$
\begin{aligned}
\left\langle g, \frac{v}{\theta} F_{f^{\infty} g}\right\rangle & =\left\langle(\operatorname{Id}-\Pi) g, \frac{v}{\theta} F_{f^{\infty} g}\right\rangle \\
& \leq\left\|F_{f{ }_{f}{ }_{g}}\right\|_{L^{\infty}}\left\|\frac{v}{\theta}\right\|\|(\operatorname{Id}-\Pi) g\| \\
& \leq I \sqrt{\frac{\mathcal{M}}{\theta}}\left\|\partial_{x} K\right\|_{L^{\infty}}\left\|\rho_{g}\right\|_{L_{x}^{1}}\|(\operatorname{Id}-\Pi) g\| \\
& \leq I \frac{\mathcal{M}}{\sqrt{\theta}}\left\|\partial_{x} K\right\|_{L^{\infty}}\|\Pi g\|\|(\mathrm{Id}-\Pi) g\| .
\end{aligned}
$$

For the third term of the right-hand side, one has

$$
\begin{aligned}
\langle Q(g, g), g\rangle & =\left\langle F_{f \infty} g, \partial_{v} g\right\rangle \\
& \leq\left\|F_{f^{\infty} g}\right\|_{L^{\infty}}\|g\|\left\|\partial_{v} g\right\| \\
& \leq I\left\|\partial_{x} K\right\|_{L^{\infty}}\left\|\rho_{g}\right\|_{L_{x}^{1}}\|g\|\left\|\partial_{v} g\right\|
\end{aligned}
$$

Then we can control the fourth term using (30)

$$
\begin{aligned}
\left\langle A \frac{v}{\theta} F_{f \infty g}, \Pi g\right\rangle & \leq \frac{1}{2}\left\|\frac{v}{\theta} F_{f \infty}\right\|\|\Pi g\| \\
& \leq \frac{1}{2}\left\|F_{f^{\infty} g}\right\|_{L^{\infty}}\left\|\frac{v}{\theta}\right\|\|\Pi g\| \\
& \leq \frac{I \mathcal{M}}{2 \sqrt{\theta}}\left\|\partial_{x} K\right\|_{L^{\infty}}\|\Pi g\|^{2}
\end{aligned}
$$

For the last term, we notice that $A \partial_{v}^{*}=\left(\operatorname{Id}+\theta \partial_{x}^{*} \partial_{x}\right)^{-1}\left(\partial_{x} \Pi\right)^{*}$ and therefore using that the operator norm of $\partial_{x}\left(\operatorname{Id}+\theta \partial_{x}^{*} \partial_{x}\right)^{-1}$ is bounded by $1 / 2$,

$$
\begin{aligned}
\langle A Q(g, g), \Pi g\rangle & =\left\langle F_{f{ }_{g}} \Pi g, \partial_{x}\left(\mathrm{Id}+\theta \partial_{x}^{*} \partial_{x}\right)^{-1} \Pi g\right\rangle \\
& =\frac{1}{2}\left\|F_{f{ }^{\infty} g} \Pi g\right\|\|\Pi g\| \\
& =\frac{1}{2}\left\|F_{f^{\infty} g}\right\|_{L^{\infty}}\|\Pi g\|^{2} \\
& =\frac{I}{2}\left\|\partial_{x} K\right\|_{L^{\infty}}\left\|\rho_{g}\right\|_{L_{x}^{1}}\|\Pi g\|^{2}
\end{aligned}
$$

Altogether, (33) reads

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} H[g](t) \leq & -2 \nu \theta\left\|\partial_{v} g\right\|^{2}-\varepsilon \frac{\lambda_{M}}{1+\lambda_{M}}\|\Pi g\|^{2}+\varepsilon\left(1+C_{M}\right) \sqrt{\theta}\left\|\partial_{v} g\right\|\left(\|\Pi g\|+\sqrt{\theta}\left\|\partial_{v} g\right\|\right) \\
& +I \mathcal{M}\left\|\partial_{x} K\right\|_{L^{\infty}}\|\Pi g\|\left\|\partial_{v} g\right\|+\frac{\varepsilon I \mathcal{M}}{2 \sqrt{\theta}}\left\|\partial_{x} K\right\|_{L^{\infty}}\|\Pi g\|^{2} \\
& +I\left\|\partial_{x} K\right\|_{L^{\infty}}\left\|\rho-\rho^{\infty}\right\|_{L^{1}}\|\Pi g\|\left\|\partial_{v} g\right\|+\frac{\varepsilon I}{2}\left\|\partial_{x} K\right\|_{L^{\infty}}\left\|\rho-\rho^{\infty}\right\|_{L^{1}}\|\Pi g\|^{2}
\end{aligned}
$$

with $\lambda_{M}$ and $C_{M}$ given in Lemma 3.8 and where we have used the triangle inequality to bound $\|g\| \leq\|\Pi g\|+\|(\operatorname{Id}-\Pi) g\|$ and the Gaussian Poincaré inequality to get $\|(\operatorname{Id}-\Pi) g\|^{2} \leq \theta\left\|\partial_{v} g\right\|^{2}$. The five first terms define a quadratic form on
$\left(\|\Pi g\|, \sqrt{\theta}\left\|\partial_{v} g\right\|\right)$ with matrix

$$
M=\left(\begin{array}{cc}
-2 \nu+\varepsilon\left(1+C_{M}\right) & \frac{\varepsilon\left(1+C_{M}\right) \sqrt{\theta}+I \mathcal{M}\left\|\partial_{x} K\right\|_{L^{\infty}}}{2 \sqrt{\theta}} \\
\frac{\varepsilon\left(1+C_{M}\right) \sqrt{\theta}+I \mathcal{M}\left\|\partial_{x} K\right\|_{L^{\infty}}}{2 \sqrt{\theta}} & -\varepsilon\left(\frac{\lambda_{M}}{1+\lambda_{M}}-\frac{I \mathcal{M}\left\|\partial_{x} K\right\|_{L^{\infty}}}{2 \sqrt{\theta}}\right)
\end{array}\right) .
$$

By replacing $C_{M}$ by its expression and introducing $a=\frac{I \mathcal{M}\left\|\partial_{x} K\right\|_{L} \infty}{\sqrt{\theta}}, b=1+\nu+$ $4 \theta^{2}+4 \alpha \theta$ and $c=\frac{\lambda_{M}}{1+\lambda_{M}}$ it rewrites

$$
M=\left(\begin{array}{cc}
-2 \nu+\varepsilon\left(b+2 \theta a^{2}\right) & \frac{\varepsilon\left(b+2 \theta a^{2}\right)}{2}+a  \tag{34}\\
\frac{\varepsilon\left(b+2 \theta a^{2}\right)}{2}+a & -\varepsilon c+\varepsilon a
\end{array}\right)
$$

From there, if we assume

$$
\varepsilon<\frac{2 \nu}{b+2 \theta} \quad \text { and } \quad a<\min \{\varepsilon, c\}<1
$$

then the diagonal terms of (34) are negative hence its trace is negative. Moreover since $a<\varepsilon$ and $c=\left(1+\lambda_{M}^{-1}\right)^{-1}>\left(1+\frac{\alpha}{\theta} \exp \left(\frac{4\|K\|_{L^{\infty}}}{\sqrt{\theta}\left\|\partial_{x} K\right\|_{L^{\infty}}}\right)\right)^{-1}:=d$ (because $a<1$ ), one has

$$
\operatorname{det}(M)>\varepsilon\left(2 \nu-\varepsilon\left(b+2 \theta \varepsilon^{2}\right)\right)(d-\varepsilon)-\varepsilon^{2}\left(\frac{b}{2}+\theta \varepsilon^{2}+1\right)^{2} \sim_{\varepsilon \rightarrow 0} 2 \nu d \varepsilon
$$

Therefore there is $\varepsilon_{0}>0$ as well as $a_{0}$ depending only on $\nu, \alpha, \theta, \lambda_{M}$ such that if $a<a_{0}$ and $\varepsilon<\varepsilon_{0}$ then

$$
\frac{\mathrm{d}}{\mathrm{~d} t} H[g](t) \leq-\tilde{\lambda}\left(\theta\left\|\partial_{v} g\right\|^{2}+\|\Pi g\|^{2}\right)+\frac{1}{2}\|\Pi g\|_{L^{1}}\left(2 \sqrt{\theta} a_{0}\left\|\partial_{v} g\right\|+\sqrt{\theta} \varepsilon_{0} a_{0}\|\Pi g\|\right)\|\Pi g\|
$$

for some $\tilde{\lambda}>0$ (the opposite of the smallest eigenvalue of the matrix $M$ ). One concludes with any $\lambda<\tilde{\lambda}$ thanks to Young's inequality and the Gaussian Poincaré inequality.
3.5. Proof of Theorem 1.3. By Cauchy-Schwarz inequality, one has

$$
\|\Pi g\|_{L_{x}^{1}}^{2} \leq\|\Pi g\|^{2} \mathcal{M} \leq \frac{\mathcal{M}}{1-\varepsilon} H[g](t)
$$

which in turn proves that for the constants $\lambda, C, \varepsilon_{0}>0$ of Proposition 3.9 and under the same assumptions

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} H[g](t) \leq-\lambda H[g](t)+\frac{C \mathcal{M}}{1-\varepsilon}(H[g](t))^{2} \tag{35}
\end{equation*}
$$

with $\varepsilon<\varepsilon_{0}$. If $H[g](0)<\frac{(1-\varepsilon) \lambda}{C \mathcal{M}}$ then $H[g]$ decays and therefore, for $\lambda^{*}=\lambda(1-$ $\left.\frac{(1-\varepsilon)}{C \mathcal{M}}\right)$ one has from (32)

$$
H[g](t) \leq H[g](0) e^{-\lambda^{*} t}
$$

Bootstraping this into (35) yields

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} H[g](t) \leq-\lambda\left(1-e^{-\lambda^{*} t}\right) H[g](t)
$$

and Theorem 1.3 follows.

## 4. Derivation of the Vlasov-Fokker-Planck equation

The Vlasov-Fokker-Planck equation (1) arises in the modeling of the longitudinal dynamics of electron bunches in the storage ring of synchrotron particle accelerator. An electron storage ring is used to store ultrarelativistic electron bunches along a closed orbit. This confinement is achieved by various electromagnetic devices. A schematic drawing can be found in [30, Figure 1.1].

In this section we first provide some elements concerning the derivation of the model, following mainly [30]. Then we put a particular emphasis on the derivation of the interaction kernel $K$ from Maxwell's equation, following Murphy, Krinsky and Gluckstern [28]. On this part we formalize mathematically some formal arguments of the latter paper in Proposition 4.1 and Proposition 4.4.
4.1. Particle dynamics. Consider a charge $e$ traveling in the storage ring of a particle accelerator. The orbit is assumed to be circular with radius $R_{0}$ and the velocity to be a fraction $\beta \in(0,1)$ of the speed of light $c$.

The motion of particles is described relatively to a reference orbit. The ideal particle does one turn of the device in $t_{0}=2 \pi R_{0} /(\beta c)$ and has a relativistic energy $\mathcal{E}_{0}$. At turn $n$ in the ring, a particle is referenced with respect to its (dimensionless) relative energy $\delta^{n}=\left(\mathcal{E}^{n}-\mathcal{E}_{0}\right) / \mathcal{E}_{0}$ and its longitudinal position on the orbit $z^{n}$ in the reference frame of the ideal particle (i.e. $z^{n}=0$ for the ideal trajectory). It is assumed that the length and energy spread of the electron bunch is small so that $z^{n} \ll 1$ and $\delta^{n} \ll 1$. Because an electron in the bunch has an energy which is slightly different from the nominal energy, it deviates from the ideal trajectory with implies an offset at each turn. More precisely

$$
z^{n+1}=z^{n}-2 \pi R_{0} \eta \delta^{n}
$$

with $\eta$ the slippage factor which is related to the fact that the path length for one turn in the ring is greater for a particle with higher energy (see [38] for details). One can write an energy balance to account for energy variation at each turn. It yields

$$
\delta^{n+1} \mathcal{E}_{0}=\delta^{n} \mathcal{E}_{0}+e V_{\mathrm{rf}}\left(z^{n}\right)-2 \pi R_{0} e E_{\varphi}^{n}\left(z^{n}\right)-U\left(\delta^{n}\right)+\mathcal{E}_{0} \sqrt{2 D} \xi^{n}
$$

On the right-hand side, the second term is related to the acceleration of particles by the RF cavity in the ring. The latter in synced with the period of rotation of the ideal particle and will deliver a potential $V_{\mathrm{rf}}\left(z^{n}\right)$ which varies depending on the time lag $z^{n} /(\beta c)$. The third term is related to the collective effects due to the self-consistent tangential electric field $E_{\varphi}^{n}\left(z^{n}\right)$ created by the bunch. The fourth and fifth terms account for the energy damping due to the emmission synchrotron radiation. The term $\xi^{n}$ is a Gaussian white noise which is used to model a stochastic perturbation to the energy loss $-U\left(\mathcal{E}^{n}\right)$, which is due to quantum effects in the emission of photons. Because of the small variation assumption $z^{n} \ll 1$ and $\delta^{n} \ll 1$ one has that

$$
e V_{\mathrm{rf}}\left(z^{n}\right)-U\left(\delta^{n}\right) \approx e V_{\mathrm{rf}}(0)-U(0)+e V_{\mathrm{rf}}^{\prime}(0) z^{n}-U^{\prime}(0) \delta^{n}
$$

The zeroth order term is $e V_{\mathrm{rf}}(0)-U(0)=0$, since the RF cavity is tuned to compensate exactly for synchrotron radiation loss of the ideal particle. Then $V_{r f}^{\prime}(0)>0$ is taken to ensure a confinement effect around the nominal energy and $U^{\prime}(0)>0$.

After rescaling and non-dimensionalisation of the equations, one can introduce the new variables $x^{n}=z^{n} / \sigma_{z}$ and $v^{n}=-\delta^{n} / \sigma_{\delta}$ with suitably chosen $\sigma_{z}$ and
$\sigma_{\delta}$. Moreover since the revolution period is much shorter than the typical time of variation of the electron bunch one can and go from discrete $n \in \mathbb{N}$ to continuous $t \geq 0$ number of turn (or up to a constant, time), and deal with continuous in time processes $x_{t}$ and $v_{t}$ which will satisfy the Langevin type dynamics

$$
\begin{align*}
\mathrm{d} x_{t} & =v_{t} \mathrm{~d} t  \tag{36}\\
\mathrm{~d} v_{t} & =\underbrace{-\alpha x_{t} \mathrm{~d} t}_{\text {RF cavity }} \underbrace{+F_{f}\left(t, x_{t}\right) \mathrm{d} t}_{\begin{array}{c}
\text { Collective } \\
\text { effect }
\end{array}} \quad \underbrace{-2 \nu v_{t} \mathrm{~d} t+4 \sqrt{\nu \theta} \mathrm{~d} B_{t}}_{\begin{array}{c}
\text { synchrotron radiation } \\
\text { losses }
\end{array}} .
\end{align*}
$$

In the equation above the parameters $\alpha, \nu, \theta>0$ are respectively proportional to the physical quantities $V_{\mathrm{rf}}^{\prime}(0), U^{\prime}(0)$ and $D$. The process $\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion. The collective force term $F_{f}\left(t, x_{t}\right)$ is proportional to the self consistent tangential electric field which is going to be derived in the following section. The Langevin equations (36) are the particle counterpart of the Vlasov-Fokker-Planck equation (1).

A more detailed presentation of the latter derivation can be found in [30, Section 2.1] and references therein. We also mention [31, Lecture 6] and [38] for additional material on the topic.
4.2. Wakefield of relativistic particle on a circular orbit. In this section we present the derivation of the synchrotron radiation reaction force for a relativistic charge, rotating on a circular orbit in free space. The associated field is called the free space wakefield of a point charge. Most of the arguments presented in this section follow from the paper [28] (see also the more recent [31, Lecture 24]). It consists in an asymptotic expansion, in the ultrarelativistic limit, of the longitudinal electromagnetic field created by the particle along its orbit.

We assume that a particle of charge $e$ is traveling at position $\mathbf{r}_{0}(t)$ with velocity $c \boldsymbol{\beta}_{0}(t)=\mathbf{r}_{0}^{\prime}(t)$. Writing $\phi \equiv \phi(t, \mathbf{x}) \in \mathbb{R}$ and $\mathbf{A} \equiv \mathbf{A}(t, \mathbf{x}) \in \mathbb{R}^{3}$ the resulting scalar and vector potentials at time $t$ and position $\mathbf{x} \in \mathbb{R}^{3}$, Maxwell equations in the vacuum with the Lorentz gauge yields in SI units that $\square \phi=\varepsilon_{0}^{-1} e \delta\left(\mathbf{x}-\mathbf{r}_{0}(t)\right)$ and $\square \mathbf{A}=\mu_{0} c e \beta_{0}(t) \delta\left(\mathbf{x}-\mathbf{r}_{0}(t)\right)$ with $\square=c^{-2} \partial_{t t}^{2}-\Delta_{\mathbf{x}}$ the d'Alembertian operator. Introducing the fundamental solution of the d'Alembertian operator in dimension 3, namely $\delta(|\mathbf{x}|-c t) /(4 \pi|\mathbf{x}|)$, the solutions to the Maxwell equations are given by the Liénard-Wiechert potentials

$$
\begin{equation*}
\phi(t, \mathbf{x})=\frac{e}{4 \pi \varepsilon_{0}} \frac{1}{\left|\mathbf{x}-\mathbf{r}_{0}(\tau)\right|-\boldsymbol{\beta}_{0}(\tau) \cdot\left(\mathbf{x}-\mathbf{r}_{0}(\tau)\right)} \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{A}(t, \mathbf{x})=\frac{c e \mu_{0}}{4 \pi} \frac{\boldsymbol{\beta}_{0}(\tau)}{\left|\mathbf{x}-\mathbf{r}_{0}(\tau)\right|-\boldsymbol{\beta}_{0}(\tau) \cdot\left(\mathbf{x}-\mathbf{r}_{0}(\tau)\right)} \tag{38}
\end{equation*}
$$

The retarded time $\tau \equiv \tau(t, \mathbf{x})$ is implicitly defined as the unique solution of

$$
t=\tau+\frac{\left|\mathbf{x}-\mathbf{r}_{0}(\tau)\right|}{c}
$$

Next, the trajectory of a particle in the storage ring is assumed to be circular with radius $R_{0}$ constant, leading to the parametrization

$$
\mathbf{r}_{0}(t)=R_{0}\left(\cos \left(\omega_{0} t+\delta\right), \sin \left(\omega_{0} t+\delta\right), 0\right)
$$



Figure 1. Parametrization of the particle trajectory.
where $\omega_{0}=\beta c / R_{0}$, with constant relative velocity $\beta=\left|\boldsymbol{\beta}_{0}\right| \in[0,1]$, and a constant phase $\delta \in \mathbb{R}$. We also parametrize the point $\mathbf{x}$ of observation on the orbit as

$$
\mathbf{x}=\left(R_{0} \cos \varphi, R_{0} \sin \varphi, 0\right)
$$

and we introduce the (unique) angles $\alpha, \xi \in(0, \pi)$ such that

$$
\left\{\begin{aligned}
\alpha(t, x) & \equiv \pi-\frac{1}{2}\left(\omega_{0} \tau(t, x)+\delta-\varphi\right) & {[\pi] } \\
\xi(t) & \equiv \pi-\frac{1}{2}\left(\omega_{0} t+\delta-\varphi\right) & {[\pi] }
\end{aligned}\right.
$$

We refer to Figure 1 for an illustration. We have by definition $\left|\mathbf{x}-\mathbf{r}_{0}(\tau)\right|=$ $2 R_{0} \sin (\alpha)$ and since $\boldsymbol{\beta}_{0}$ is tangential to the circular orbit, $\boldsymbol{\beta}_{0}(\tau) \cdot\left(\boldsymbol{x}-\boldsymbol{r}_{0}(\tau)\right)=$ $2 R_{0} \beta \sin (\alpha) \cos (\alpha)$, hence we can rewrite the potentials as

$$
\left\{\begin{aligned}
\phi(t, \mathbf{x}) & =\frac{e}{8 \pi \varepsilon_{0} R_{0}} \frac{1}{\sin \alpha-\beta \sin \alpha \cos \alpha} \\
A(t, \mathbf{x}) & =\frac{c e \mu_{0}}{8 \pi R_{0}} \frac{\boldsymbol{\beta}_{0}(\tau)}{\sin \alpha-\beta \sin \alpha \cos \alpha}
\end{aligned}\right.
$$

and the relation between the angle $\xi$ and the retarded angle $\alpha$ is

$$
\xi=\alpha-\beta \sin \alpha
$$

The limit $\xi, \alpha \rightarrow 0^{+}$and $\xi, \alpha \rightarrow \pi^{-}$correspond respectively to the potentials created just in front and just behind the particle, on the circular orbit. Let us now express the tangential electric field at the observation point, namely

$$
E_{\varphi}(t, \mathbf{x})=-\frac{1}{R_{0}} \frac{\partial \phi}{\partial \varphi}-\frac{\partial \mathbf{A} \cdot \mathbf{e}_{\varphi}}{\partial t}
$$

By definition of the angles, one has the following relations

$$
\frac{\partial}{\partial \varphi}=\frac{1}{2} \frac{\partial}{\partial \xi} \quad \text { and } \quad \frac{\partial}{\partial t}=-\frac{c \beta}{2 R_{0}} \frac{\partial}{\partial \xi}
$$
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As a result, using also that $\varepsilon_{0} \mu_{0} c^{2}=1$, we get

$$
E_{\varphi}=-\frac{e}{8 \pi \varepsilon_{0} R_{0}^{2}} \frac{\partial}{\partial \xi}\left[\frac{1-\beta^{2}\left(1-2 \sin ^{2} \alpha\right)}{2(\sin \alpha-\beta \sin \alpha \cos \alpha)}\right] .
$$

We extend the previous formula to the negative angles $\xi, \alpha \in(-\pi, 0)$ using the $\pi$ periodicity of the parametrization. It yields

$$
\begin{equation*}
E_{\varphi}=-\frac{e}{8 \pi \varepsilon_{0} R_{0}^{2}} \frac{\partial V}{\partial \xi} \tag{39}
\end{equation*}
$$

with a dimensionless potential $V$ given by

$$
\begin{array}{r}
V(\xi)=\frac{1-\beta^{2}\left(1-2 \sin ^{2} \alpha\right)}{2(|\sin \alpha|-\beta \sin \alpha \cos \alpha)}, \\
\xi=\alpha-\beta|\sin \alpha|, \tag{41}
\end{array}
$$

for $\xi, \alpha \in(-\pi, \pi)$. Let us now decompose the potential into two parts

$$
V(\xi)=V^{\mathrm{C}}(\xi)+V^{\mathrm{S}}(\xi)
$$

The first part corresponds to the singular Coulomb part of the potential defined by

$$
\begin{equation*}
V^{\mathrm{C}}(\xi)=\frac{1-\beta^{2}}{2|\sin \xi|} \tag{42}
\end{equation*}
$$

The second part is related to the synchrotron radiation reaction force and reads

$$
\begin{equation*}
V^{\mathrm{S}}(\xi)=\frac{\left(1-\beta^{2}\right)(|\sin \xi|-|\sin \alpha|+\beta \sin \alpha \cos \alpha)+2 \beta^{2} \sin ^{2} \alpha|\sin \xi|}{2|\sin \xi|(|\sin \alpha|-\beta \sin \alpha \cos \alpha)} \tag{43}
\end{equation*}
$$

It turns out that on the appropriate scale, $V^{S}$ has an interesting equivalent in the ultra-relativistic limit (when the velocity of the particle tend to the speed of light). The formula for this equivalent is due to Murphy, Krinsky and Gluckstern [28]. We formalize this in the next proposition.

Proposition 4.1. Let $\gamma=\left(1-\beta^{2}\right)^{-\frac{1}{2}}$ be the Lorentz factor and let

$$
\begin{equation*}
\mu=3 \gamma^{3} \xi \tag{44}
\end{equation*}
$$

be a given non-zero real number. Then in the ultra-relativistic limit $\gamma \rightarrow+\infty$ one has the asymptotic expansion

$$
V^{S}(\xi)=\gamma K^{f s}(\mu)+\left\{\begin{array}{l}
O\left(\gamma^{-1}\right) \text { for } \mu>0  \tag{45}\\
O\left(\gamma^{-3}\right) \text { for } \mu<0
\end{array}\right.
$$

with

$$
K^{f s}(\mu)= \begin{cases}2 \frac{\cosh \left[\frac{5}{3} \sinh ^{-1} \mu\right]-\cosh \left[\sinh ^{-1} \mu\right]}{\sinh \left[2 \sinh ^{-1} \mu\right]} & \text { if } \mu>0  \tag{46}\\ 0 & \text { if } \mu<0\end{cases}
$$

Proof. Using the relations (41) and (44) between $\alpha$ and $\mu$, one finds that $\alpha$ has the Taylor expansion
$\alpha=\left\{\begin{array}{r}\left(\Omega^{\frac{1}{3}}-\Omega^{-\frac{1}{3}}\right) \gamma^{-1}+\frac{\Omega^{\frac{5}{3}}+5 \Omega-35 \Omega^{\frac{1}{3}}+35 \Omega^{-\frac{1}{3}}-5 \Omega^{-1}-\Omega^{-\frac{5}{3}}}{60\left(\Omega^{\frac{2}{3}}+\Omega^{-\frac{2}{3}}-1\right)} \gamma^{-3}+O\left(\gamma^{-5}\right) \text { if } \mu>0, \\ \frac{\mu}{6} \gamma^{-3}+O\left(\gamma^{-5}\right) \text { if } \mu<0 .\end{array}\right.$


Figure 2. Free space wakefield potentials
as $\gamma \rightarrow \infty$ with

$$
\Omega=\mu+\sqrt{\mu^{2}+1}
$$

Then, a Taylor expansion of $V^{S}$ using the expansion of $\alpha$ leads to (45)-(46).
Remark 4.2. Observe that because of (44) the angle $\xi$ behaves like $O\left(\gamma^{-3}\right)$ and therefore, this approximation is valid for only small angles. Therefore, when one considers collective dynamics with many interacting electrons on a given circular orbit, formula (46) will be valid to describe collective interactions only for a bunch with small longitudinal spread. A striking fact following from (45)-(46) is that at principal order the wakefield created by a particle is non-zero only in front of it.

Remark 4.3. It is immediate to perform the same expansion as in Proposition 4.1 for the Coulomb part of the potential, and in this case one has that as $\gamma \rightarrow \infty$,

$$
V^{C}(\xi)=\frac{3 \gamma}{2 \mu}+O\left(\gamma^{-5}\right)
$$

Observe that unlike for $V^{S}$ (see Figure 2), the equivalent of $V^{C}$ is singular at the origin.

In the particle physics literature, it is argued that the Coulomb part $V^{\mathrm{C}}(\xi)$ is negligible compared to the synchrotron radiation reaction part $V^{\mathrm{S}}(\xi)$ and $\gamma K^{\mathrm{fs}}\left(3 \gamma^{3} \xi\right)$ is taken as an approximation of $V(\xi)$. On the scale of $\xi$, one can indeed check that $V^{\mathrm{C}}(\xi)$ is $O\left(\gamma^{-2}\right)$ compared to $V^{\mathrm{S}}(\xi)$. However on the scale of $\mu$ (when $\xi=O\left(\gamma^{-3}\right)$ ) where the approximation $\gamma K^{\mathrm{fs}}\left(3 \gamma^{3} \xi\right)$ is derived, the Coulomb term is not negligible anymore (see Remark 4.3). In the next Proposition we show that $\gamma K^{\mathrm{fs}}\left(3 \gamma^{3} \xi\right)$ is indeed a good approximation of the potential $V=V^{C}+V^{S}$ in front of the charge (i.e. $\xi>0$ ) on the scale

$$
\gamma^{-3} \ll \xi \ll 1
$$

Behind the charge (i.e. $\xi<0$ ), it can be assumed that the potential vanishes (and therefore $\gamma K^{\mathrm{fs}}\left(3 \gamma^{3} \xi\right)$ is again a suitable approximation) on the scale

$$
\gamma^{-2} \ll-\xi \ll 1
$$

More precisely one has the following result.

Proposition 4.4. Let $\xi=\xi_{0} \varepsilon(\gamma)$ with $\varepsilon$ a continuous positive function of the Lorentz factor $\gamma$ such that $\varepsilon(\gamma)=o(1)$ and $\gamma^{-3}=o(\varepsilon(\gamma))$ as $\gamma \rightarrow \infty$. Then

$$
\begin{equation*}
V(\xi) \sim \gamma K^{f s}\left(3 \gamma^{3} \xi\right) \quad \text { as } \gamma \rightarrow \infty, \quad \text { if } \xi_{0}>0 \tag{47}
\end{equation*}
$$

If additionally $\gamma^{-2}=o(\varepsilon(\gamma))$, then

$$
\begin{equation*}
\lim _{\gamma \rightarrow \infty} V(\xi)=0, \quad \text { if } \xi_{0}<0 \tag{48}
\end{equation*}
$$

Proof. Since $\xi(\gamma)=\alpha(\gamma)-\sqrt{1-\gamma^{-2}}|\sin \alpha(\gamma)|$ and $\xi(\gamma) \rightarrow 0$ as $\gamma \rightarrow \infty, \alpha(\gamma)$ also tends to 0 as $\gamma \rightarrow \infty$.

In the case $\xi_{0}>0$, an asymptotic expansion of (41) yields that $\xi=\frac{1}{2} \gamma^{-2} \alpha+$ $\frac{1}{6} \alpha^{3}+o\left(\gamma^{-2} \alpha+\alpha^{3}\right)$. Since $\gamma^{-3}=o(\xi)$, one shows that $\gamma^{-2} \alpha=o\left(\alpha^{3}\right)$ and therefore

$$
\xi=\frac{\alpha^{3}}{6}+o\left(\alpha^{3}\right), \quad \text { if } \xi_{0}>0
$$

In particular $\gamma^{-1}=o(\alpha)$. Inserting this expansion into the expression (43) one finds

$$
V^{\mathrm{S}}(\xi) \sim \frac{2^{\frac{2}{3}}}{(3 \xi)^{\frac{1}{3}}}, \quad \text { if } \xi_{0}>0
$$

One finds the same equivalent for $\gamma K^{\mathrm{fs}}\left(3 \gamma^{3} \xi\right)$ as $\gamma \rightarrow \infty$.
In the case $\xi_{0}<0$, an asymptotic expansion of (41) shows that $\gamma^{-1}=o\left(|\alpha|^{\frac{1}{3}}\right)$ and

$$
\xi=2 \alpha-\frac{1}{2} \gamma^{-2} \alpha-\frac{1}{8} \gamma^{-4} \alpha-\frac{\alpha^{3}}{6}+o\left(|\alpha|^{3}\right), \quad \text { if } \xi_{0}<0
$$

Inserting this expansion into the expression (43) one finds

$$
V^{\mathrm{S}}(\xi) \sim-\frac{\xi^{2}}{8}, \quad \text { if } \xi_{0}<0
$$

Finally

$$
V^{\mathrm{C}}(\xi) \sim \frac{\gamma^{-2}}{|\xi|}
$$

as $\gamma \rightarrow \infty$ for $\xi_{0} \neq 0$. The combination of the previous asymptotic expansions and the hypotheses $\gamma^{-3}=o(\xi)$ for $\xi_{0}>0$ and $\gamma^{-2}=o(\xi)$ for $\xi_{0}<0$ allow to prove the claims.

Remark 4.5. (Other wakefields) The interaction potential $K^{f s}$ is too idealized to model an actual storage rings where interactions between the electromagnetic field and the boundaries of the vacuum chamber are non negligible. The computations above can be adapted to take into account these effects, for instance using the parallel plate wakefield where the circular orbit is assumed to be between two infinite conductive plates. In this case computations can still be carried on and the resulting potential is typically of the form

$$
K=K^{f s}+G
$$

up to rescalings. The function $G$ is bounded and smooth and encodes the effect of the reflections of the fields on the boundary. Unlike $K^{f s}, G$ is typically not supported only on the half line meaning that electron can interact with an electron behind it, thanks to reflected fields. For more details we refer to [28, 30].
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