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We study a one-dimensional gas of N Brownian particles that diffuse independently, but are
simultaneously reset to the origin at a constant rate r. The system approaches a non-equilibrium
stationary state (NESS) with long-range interactions induced by the simultaneous resetting. Despite
the presence of strong correlations, we show that several observables can be computed exactly, which
include the global average density, the distribution of the position of the k-th rightmost particle and
the spacing distribution between two successive particles. Our analytical results are confirmed by
numerical simulations. We also discuss a possible experimental realisation of this resetting gas using
optical traps.

While the properties of a gas of noninteracting parti-
cles are well understood, those of an interacting gas, in
particular in the presence of a long-range interaction be-
tween particles, are much less so. A notable exception
is the celebrated Dyson log-gas in one-dimension, that
appears in the spectral statistics of random matrix the-
ory (RMT). Indeed, the statistics of the eigenvalues of
Gaussian random matrices play a major role in several
areas of science, from nuclear physics, quantum chaos,
mesoscopic transport, all the way to finance and infor-
mation theory [1–4]. For an N × N matrix (real sym-
metric, complex Hermitian or quaternionic symplectic)
with independent Gaussian entries, the joint probabil-
ity distribution function (JPDF) of the N real eigen-
values {xi} can be expressed as a Boltzmann weight
P [{xi}] ∝ exp(−βE[{xi}]) with the energy given by

E[{xi}] = 1
2

∑N
i=1 x

2
i − 1

2

∑
i ̸=j ln |xi − xj |, where the

Dyson index β = 1, 2, 4 corresponds to the three symme-
try classes mentioned above [1, 2]. Thus, the eigenvalues
xi can be interpreted as the positions of N particles on
a line in the presence of a confining harmonic potential,
with pairwise logarithmic repulsion between them. This
is Dyson’s log-gas [5], which has been a fundamental cor-
nerstone [2] in understanding the role of strong correla-
tions on several spectral observables such as the average
density of eigenvalues [6], the largest eigenvalue [8–11]
(i.e., the position of the rightmost particle in the gas)
and the spacing distribution between successive eigenval-
ues [1, 2, 7]. These observables can be computed exactly
for the log-gas, thanks to a special analytical structure of
the particular form of the JPDF [1, 2]. Moreover, they
have been measured experimentally in a variety of sys-
tems, from nuclear physics and quantum chaos [17] to
liquid crystals [18] and fiber lasers [19]. Unfortunately,
there exist very few long-ranged correlated gases, even
in one-dimension, for which these observables can be
computed, with perhaps the exception of the 1d-jellium
model where the pairwise repulsion is linear [20–26].

It is therefore natural to look for other experimen-
tally realisable long-ranged correlated particle systems
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FIG. 1. Schematic trajectories of N = 3 Brownian motions
undergoing simultaneous resetting to the origin at random
times. The observation time is marked by t and the time of
the last reset before t is marked by t − τ . During the last
period τ , the particles evolve independently as free Brownian
motions.

for which these observables can be computed analyti-
cally. Motivated by the recent theoretical and experi-
mental advances in the field of stochastic resetting [27–
30], in this Letter we propose a new many-particle model
that, despite the presence of strong correlations induced
by dynamics, is solvable for all the spectral observables
mentioned above.

A single particle subjected to stochastic resetting has
been studied extensively over the last decade [31–47].
Consider, for simplicity, a single Brownian particle dif-
fusing on a line with diffusion constant D, starting at the
origin. With rate r, the particle’s position is reset back
to the origin and the free diffusion restarts. This reset-
ting move breaks detailed balance and drives the system
into a non-equilibrium stationary state (NESS) where the
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position distribution becomes non-Gaussian [31, 32]

Pstat(x) =
1

2

√
r

D
e−|x|

√
r
D . (1)

This simple analytical prediction has been verified in re-
cent experiments using holographic optical tweezers [44].
In this Letter, we consider N independent Brownian par-
ticles on a line, all starting at the origin, that are simul-
taneously reset to the origin with rate r (this is different
from independently reset Brownian particles studied be-
fore [31, 48]). This simultaneous resetting makes the sys-
tem strongly correlated, and this correlation persists even
in the resulting many-body NESS at long times. To see
this, let us first compute the joint distribution Pr[{xi}, t]
of the positions xi of the particles at time t (all starting
at the origin), where the subscript r denotes the resetting
with constant rate r. For r = 0, the particles evolve as N
independent Brownian motions and their joint distribu-
tion just becomes a product of N independent Gaussians,
given by

P0[{xi}, t] =
N∏

i=1

1√
4πDt

e−
x2
i

4Dt . (2)

To see how a nonzero r makes the particles correlated, we
proceed as follows. We consider the interval [0, t] and see
how many resetting events occur in that interval. With
a probability e−rt there will be no resetting in [0, t] – in
that case, the joint distribution at time t will be simply
P0[{xi}, t] e−rt. When there is at least one resetting event
in [0, t], we remark that the state of the system at time t
depends only on the time elapsed since the last resetting
before t. This is because every resetting event brings back
all the particles to the origin and hence we only need to
keep track of the time since the last resetting. This idea
is illustrated in Fig. 1 where t is the observation time
and t − τ is the time at which the last resetting occurs
before t. Since the evolution between t − τ and t is free
(i.e., without resetting), clearly the joint distribution of
the positions at time t is simply P0[{xi}, τ ]. However,
τ itself is a random variable, with a probability density
r e−rτ and τ can vary from 0 to t. Hence we need to
multiply P0[{xi}, τ ] by r e−rτ dτ and integrate τ from 0 to
t. Adding these two contributions, i.e., no-resetting event
and the multiple resettings, we get the joint distribution
at time t as

Pr[{xi}, t] = e−rtP0[{xi}, t] + r

∫ t

0

dτe−rτP0[{xi}, τ ] .
(3)

In the long-time limit, the first term in (3) drops out
and we obtain the exact JPDF in the stationary state

Pstat[{xi}] = r

∫ ∞

0

dτe−rτ
N∏

i=1

1√
4πDτ

e−
x2
i

4Dτ . (4)

1
N

1
ln N

ρ(x, N)

x0
M1 ∼ ln N

∼ D
r

FIG. 2. The solid blue line shows the average density

ρ(x,N) =
√

r
4D

e−
√

r/D|x|. The positions of the particles in
a typical sample are shown schematically on the line with
most particles living over a distance

√
D/r around the ori-

gin. The typical spacing in the bulk ∼ 1/N , while it is of order

∼ 1/
√
lnN near the extreme edges of the sample. The typical

position of the rightmost particle M1 ∼
√
lnN for large N .

This is one of our main results, which merits a few re-
marks. We note that the joint distribution in the station-
ary state does not factorize (even though the integrand
inside the integral has a factorized form), indicating that
the particles are correlated in the steady state. The phys-
ical origin of these correlations can be traced back to the
fact that, via simultaneous resetting, the particles are
pushed together towards the origin, which creates an ef-
fective attraction between the particles. Note that these
correlations or the effective interactions between parti-
cles in the steady state have a purely dynamical origin
and are not inherent interactions between particles as in
Dyson’s log-gas or in the 1d jellium model. The integral
in (4) can, in fact, be performed explicitly

Pstat[{xi}] =
( r

2πD

)N
2

R
2−N

2

N KN
2 −1 (RN ) , (5)

where RN =
√

r
D

√
x2
1 + · · ·+ x2

N and Kν(z) is the mod-
ified Bessel function of index ν. This makes the corre-
lated nature of the gas manifest, since the JPDF does
not factorize, though unlike the log-gas the correlation is
not pairwise but rather “all-to-all”. Finally, to see that
this resetting gas indeed has long range correlations, we
compute the two-point correlations from the JPDF in
Eq. (4). Noting that ⟨xixj⟩ − ⟨xi⟩⟨xj⟩ = 0 (for i ̸= j)
trivially, the first non-trivial correlator is given by

⟨x2
ix

2
j ⟩ − ⟨x2

i ⟩⟨x2
j ⟩ =

4D2

r2
∀ i, j , (6)

which manifestly demonstrates the long-range correla-
tions.
Given the JPDF in Eq. (4), our goal, motivated by the

studies in the Dyson log-gas, is to compute three natural
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observables, namely: (i) the average density, (ii) extreme
statistics and (iii) the spacing distribution between con-
secutive particles. The reason why these observables can
be computed exactly can be seen in the structure of the
JPDF in Eq. (4), where the integrand (modulo e−rτ )
just corresponds to a set of N independent and Gaussian
distributed random variables, parametrised by τ . For a
fixed τ , we first compute the statistics of these observ-
ables for N independent and identically distributed (IID)
Gaussian random variables and then integrate over τ . We
will see that this simple mechanism leads to rather rich
and interesting behaviors of these observables.

We start with the first basic observable, namely the
average density of particles in the stationary state, de-
fined by ρ(x,N) = 1

N ⟨∑N
i=1 δ(x − xi)⟩, where ⟨· · · ⟩ de-

notes the average over the stationary measure in (4). The
density ρ(x,N) is normalised to unity and measures the
average fraction of particles in [x, x + dx]. Using the
invariance of the JPDF in (4) under exchange of i and
j, one sees that ρ(x,N) is also the one-point function
ρ(x,N) =

∫∞
−∞ dx2 · · · dxNPstat(x, x2, · · · , xN ). Then,

given the factorisation property in Eq. (4), we find that
ρ(x,N) coincides with the position distribution Pstat(x)
of a single particle given in Eq. (1) and plotted in Fig. 2.
However, this does not mean that the particles are uncor-
related, as seen from the fact the JPDF in Eq. (4) does
not factorise. Thus, ρ(x,N) is independent of N and
is supported over the full line. This is in contrast with
other models with long-range pairwise repulsion, such as
the Dyson log-gas and the 1d jellium model, where the
average density is supported over a finite interval. In
the former case, it is the celebrated Wigner semi-circular
law [6] while, for the jellium, the average density is flat
over a finite interval [20–23].

Moreover, from Eq. (1), one sees that the density de-
creases exponentially over a length scale

√
D/r where

most particles are concentrated in a typical sample (see
Fig. 2). Hence the typical spacing between particles in
the bulk scales as ∼ O(1/N) for large N . While the
average density extends over the full space, in a typical
sample, the rightmost (or leftmost) particle is located at
a distance of order O(

√
lnN) from the center (see later).

In addition, the spacing between two particles near these
extremes scales as 1/

√
lnN ≫ 1/N . Thus in a typical

sample the gas is denser near the center and sparser near
the extremes, as illustrated in Fig. 2.

Having computed the global density, we now probe the
gas at a local level by studying the statistics of the po-
sitions of individual particles and the spacing between
them. For this, it is convenient to first order the positions
{x1, x2, · · · , xN} and label them as {M1 > M2 > · · · >
MN} where Mk denotes the position of the k-th particle
counted from the right. ThusM1 = max{x1, x2, · · · , xN}
denotes the global maximum, i.e., the position of the
rightmost particle. This observable M1 is well studied
when the underlying random variables xi are uncorre-

a) b)

Λ(α)P(Mk)

Mk /Λ(α) dk /λN(α)

λN(α)P(dk)

FIG. 3. a) Scaled distribution of the position Mk of the k-
th particle from the right: P (Mk) ≈ Λ−1(α)f(MkΛ

−1(α))
with Λ(α) given below Eq. (8). The symbols represent the
results of simulations, while the solid curve shows the scaling
function f(z) in Eq. (8). b) Scaled distribution of the gap
dk = Mk −Mk+1 between the k-th and the (k+1)-th particle
counted from the right: numerical simulations are in perfect
agreement with the analytical scaling function h(z) in Eq.
(12). We used the parameter values D = 0.5 and r = 1.

lated and its distribution is known to belong to the three
famous universality classes, namely Gumbel, Fréchet and
Weibull depending on the tails of the distribution of
xi [49–52]. There has been a lot of interest in comput-
ing the distribution of M1 in the case where the random
variables xi are strongly correlated and very few results
are known in that case [52]. One well known example
corresponds to the Dyson log-gas, where M1 represents
the largest eigenvalue of a Gaussian random matrix. In
this case, the distribution of M1, appropriately centered
and scaled, follows the celebrated Tracy-Widom distribu-
tion [8–11]. Another solvable example corresponds to the
1d jellium model where the distribution is known to be
different from the Tracy-Widom law [23, 24]. Similarly,
the statistics of the k-th maximum have been studied for
Dyson’s log-gas [8, 9]. One of the main results of this Let-
ter is to compute exactly the distribution of Mk for all
k in the correlated resetting gas. Notably, for k = 1, we
find a new extreme value distribution, which is different
from the ones mentioned above.
We start by computing the PDF of Mk, i.e., the k-th

maximum of the ordered positions xi that are distributed
via the JPDF Pstat[{xi}] in Eq. (4). As for the JPDF, it
is convenient to exploit the renewal structure in Eq. (3),
also depicted graphically in Fig. 1. It is clear, then, that
in the stationary state (t → ∞ limit), the PDF of Mk

can be expressed as

Prob.(Mk = w) = r

∫ ∞

0

dτe−rτ Prob.(Mk(τ) = w) , (7)

where Mk(τ) is the k-th maximum of a set of
N independent Brownian motions each of dura-
tion τ , i.e., drawn from the Gaussian distribution
exp [−x2

i /(4Dτ)]/
√
4πDτ . The distribution of the k-th

maximum of N IID Gaussian random variables is well
studied in the literature and is reproduced in the Sup-
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plemental Material [53]. Here we just state the main
results. We set k = αN and take the limit of large
N , keeping 0 < α < 1 fixed. In this limit, the dis-
tribution of Mk(τ) approaches a Gaussian form with
mean w∗ =

√
4Dτ erfc−1(2α) and variance ∝ 1/N (here

erfc−1(z) is the inverse of the complementary error func-

tion erfc(z) = (2/
√
π)

∫∞
z

e−u2

du). In the large N
limit, the distribution of Mk(τ) essentially approaches
a δ-function centred at w∗, i.e., Prob.(Mk(τ) = w) →
δ(w −

√
4Dτ erfc−1(2α)). Substituting this behavior in

Eq. (7) we arrive at

Prob.(Mk = w) ≈ 1

Λ(α)
f

(
w

Λ(α)

)
, f(z) = 2ze−z2

(8)

with z ≥ 0 and Λ(α) =
√

4D/r erfc−1(2α). In the large
N limit, the scaling function f(z) is thus supported only
over z ≥ 0 and is universal, i.e., it is independent of α.
For α = O(1), this gives us the behavior for the k-th max-
imum in the bulk, while setting α = k/N with k = O(1)
we can probe the k-th maximum near the global maxi-
mum M1. In this limit, using erfc−1(2k/N) ≈

√
lnN to

leading order for large N (independently of k), we see
that Λ(α) → LN =

√
4D ln(N)/r. However, the dis-

tribution of Mk has exactly the same scaling function
f(z) = 2 z e−z2

θ(z) as in (8) except that the scale factor
Λ(α) gets replaced by LN . These results are confirmed
in our numerical simulations as shown in Fig. 3a for dif-
ferent values of α. Indeed the global maximum M1, in
particular, typically scales as LN ∼

√
lnN for large N .

Thus, even though, on average, the gas is spread over the
full real line, in a typical sample, it is supported over an
interval with length LN ∼

√
lnN .

The behavior of Mk in our correlated gas model is thus
very different from the Dyson log-gas or the 1d jellium
model. In our model, the distributions of the k-th max-
ima, both in and out of the bulk, are described by the
same universal scaling function f(z) = 2z e−z2

θ(z). This
is in marked contrast to the Dyson log-gas where the
distributions of the maxima near the edge are similar to
theTracy-Widom distribution while, in the bulk, they are
Gaussian [54]. Thus our result for f(z) is a new extreme
value distribution that was not encountered before.

We now turn to the distribution of the spacing (or gap)
between two consecutive particles dk = Mk −Mk+1. We
can exploit again the renewal structure in Eq. (3) and
write

Prob.(dk = g) = r

∫ ∞

0

dτe−rτ Prob.(dk(τ) = g) , (9)

where dk(τ) = Mk(τ) − Mk+1(τ) is the k-th gap of N
independent Brownian motions, each of duration τ . The
distribution of the gap dk(τ) can be computed in the
large N limit, by setting k = αN and using a saddle
point method, detailed in [53]. We find that dk(τ) has a

simple exponential distribution

Prob.(dk(τ) = g) ≈ bN√
τ
e
− bN√

τ
g
, (10)

where b = exp
(
−[erfc−1(2α)]2

)
/
√
4πD is just a constant,

independent of τ and N . Inserting this result in Eq.
(9), and performing the change of variable u =

√
r τ , we

obtain

Prob.(dk = g) ≈ 1

λN (α)
h

(
g

λN (α)

)
, λN (α) =

1

b
√
rN
(11)

where the normalised scaling function h(z) is given by

h(z) = 2

∫ ∞

0

du e−u2− z
u . (12)

The scaling function h(z) → √
π as z → 0 and has a

stretched exponential tail h(z) ∼ e−3 (z/2)2/3 for large z
(see [53]). Since α = k/N , by choosing k = 1, 2, 3, . . .,
one can probe the first, second, third gap, etc. In this
case α ∼ O(1/N) is small for large N . We show in [53]
that in this case, λN (α) → ℓN (k) =

√
D/(r k2 lnN).

While the scale factor changes, the scaling function h(z)
is universal, i.e., independent of α. This universal result
for h(z) is verified in numerical simulations in Fig. 3b.
From Fig. 3b, it is clear that h(z) is a monotonically
decreasing function of z with a maximum at z = 0. Thus
two consecutive particles are most likely to be next to
each other (with a zero gap), indicating an effective at-
traction between the particles. This is in stark contrast
with the Dyson log-gas case where, due to the pairwise
repulsion between eigenvalues, the spacing distribution
vanishes as the gap g → 0: this is the celebrated Wigner
surmise for the level repulsion in RMT. In addition, in
the Dyson log-gas as well as in the 1d jellium model,
the scaling functions of the spacing distribution are very
different in the bulk and at the edges, again in sharp
contrast with our result for the correlated resetting gas
where the gap scaling function h(z) in Eq. (12) is uni-
versal, i.e., independent of the index k of the gap.
To summarise, we have presented the exact solution of

a resetting gas with long range correlations in the steady
state and computed several observables of interest. This
includes the global average density, the distribution of the
position of k-th rightmost particle and the spacing distri-
bution between two consecutive particles. Our technique
can be easily extended to compute other observables, e.g.,
the full counting statistics, i.e., the distribution of the
number of particles in a given interval (this is presented
in [53]). Our results can be generalized to higher dimen-
sions in a straightforward way. Apart from the celebrated
log-gas, this is one of the few solvable models with strong
correlations. In addition, this resetting gas is also ex-
perimentally realisable. A single diffusing particle with
resetting has been recently realised in optical trap exper-
iments [45, 46], where the particle is allowed to diffuse
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freely for a random time after which a trap is switched
on. The particle is relaxed to its equilibrium in the trap
using the ”engineering swift equilibration” (ESE) tech-
nique [56]. This mimics the resetting move of the par-
ticle to its equilibrium distribution. The same protocol,
via ESE, can possibly be implemented to simultaneously
reset many noninteracting particles in the same optical
trap. We thus hope that our analytical predictions will
stimulate further experimental studies of such a resetting
gas.
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I. DISTRIBUTION OF THE k-TH MAXIMUM

As mentioned in the Letter, we consider the resetting gas in the steady state with positions {x1, x2, · · · , xN}
ordered as {M1 > M2 > · · · > MN}, where Mk denotes the position of the k-th maximum, i.e., the position of the
k-th particle counted from the right. As explained in the letter, exploiting the renewal structure of the system we can
relate the probability distribution function (PDF) of Mk to the one of the k-th maximum of a set of N independent
Brownian motions each of duration τ denoted by Mk(τ). This is done through equation (7) of the main text which
we recall

Prob.(Mk = w) = r

∫ ∞

0

dτe−rτ Prob.(Mk(τ) = w) , (1)

Hence to study Mk we first need to study Mk(τ).

A. Derivation of extreme value statistics for Mk(τ)

The maximum ofN independent and identically distributed (IID) Gaussian variables is well known from the calssical
literature of extreme value statistics [1, 2]. we recall this derivation here for completeness. As mentioned previously,
Mk(τ) is the k-th maximum of a set of N independent Brownian motions each of duration τ . We recall the position
of Brownian motion of duration τ is drawn from the Gaussian distribution

p(y, τ) =
1√

4πDτ
e−

y2

4Dτ . (2)

We first set k = αN and take the large N limit, keeping α fixed. Let us first work out the limiting distribution of the
k-th maximum Mk(τ) for fixed τ and k = αN . The PDF of the k-th maximum of N IID random variables is given by

Prob.(Mk(τ) = w) =
N !

(k − 1)!(N − k)!
p(w, τ)

[∫ ∞

w

p(y, τ) dy

]k−1 [∫ w

−∞
p(y, τ) dy

]N−k

. (3)

This formula can be understood as follows. Out of N IID variables, we fix the value of the k-the maximum to be
w, then there are (k − 1) variables above w and (N − k) variables below w. Using the independence of the variables
and taking into account the number of ways of arranging this ordering (this is encoded in the combinatorial factor in
Eq. (3)), one arrives at Eq. (3). We now set k = αN and rewrite this as

Prob.(Mk(τ) = w) =
N !

Γ(αN)Γ[(1− α)N + 1]

p(w, τ)∫∞
w

p(y, τ)dy
e−NΦα(w) (4)

where

Φα(w) = −α ln

(∫ ∞

w

p(y, τ)dy

)
− (1− α) ln

(∫ w

−∞
p(y, τ)dy

)
. (5)

Note that, for convenience, we have expressed the factorials in terms of Gamma functions in Eq. (4). This formula (4)
is exact for all N . As N → ∞, this PDF gets sharply peaked around the minimum of Φα(w), say at w∗. The location
of this minimum w∗ can be easily computed by minimising Φα(w). Setting Φ′

α(w = w∗) = 0 one immediately gets
∫ ∞

w∗
p(y, τ)dy = α . (6)

Note that w∗ is called the α-quantile as it denotes the location of y above which the average fraction of particles is
α. In our case p(y, τ) is a Gaussian distribution given in (2) and this relation (6) reads explicitly

w∗ =
√
4D τ erfc−1(2α) , (7)

where erfc(z) = 2√
π

∫∞
z

e−u2

du is the complementary error function and erfc−1(z) is its inverse. Expanding Φα(w)

around w = w∗ up to quadratic order, one finds after straightforward algebra that around w = w∗, and for large N ,
the PDF of Mk(τ) takes a Gaussian form

Prob.(Mk(τ) = w) ≈
√

N

2πα(1− α)
p(w∗, τ) exp

(
−N p2(w∗, τ)

2α(1− α)
(w − w∗)2

)
. (8)
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This is a normalised Gaussian distribution centered around w∗ and with a width that decays as 1/
√
N for large N .

Indeed, for large N , it essentially approaches a delta-function, centered at w = w∗ given in Eq. (7).
Now, substituting this limiting Gaussian distribution in Eq. (1) it is easy to see that to leading order for large N ,

one can ignore the fluctuations of Mk(τ) around its mean w∗ (since its variance decays as 1/N) and just replace the
Gaussian by a delta function centered at w∗,

Prob.(Mk(τ) = w) ≈ δ(w − w∗) = δ
(
w −

√
4D τ erfc−1(2α)

)
. (9)

Performing the resulting integral over τ trivially, we get for the PDF of Mk

P (Mk) ≈
1

Λ(α)
f

(
Mk

Λ(α)

)
with Λ(α) =

√
4D

r
erfc−1(2α) , (10)

where f(z) = 2 z e−z2

for z ≥ 0 is the normalized scaling function given in the main text in Eq. (8).

B. Limiting (α → 0) behavior.

From Eq. (10) we see that the scaling function f(z) = 2 z e−z2

θ(z) is completely independent of α, only the scale
factor Λ(α) depends on α. In order to probe the behavior of the gas close to the first maxima, i.e., k = O(1) we then
have to take the α = k/N ≪ 1 limit. To do so, note that erfc−1(2α) becomes very large as α → 0, hence we can use

the well known large-z asymptotic of erfc(z) ∼ e−z2

/(z
√
π) to write

2α = erfc
(
erfc−1 [2α]

)
=

e−[erfc−1(2α)]2

erfc−1(2α)
√
π
. (11)

Hence to leading order, when α = k/N with k ∼ O(1) and N ≫ 1, we have that

erfc−1(2α) =
√

− ln(2α) =
√

ln(N/(2k)) ∼
√
lnN, (12)

and plugging this back in Eq. (10) we get

Λ(α)
α=k/N−→ LN =

√
4D lnN

r
. (13)

Note that close to the global maximum the scale factor, which is now given by LN , becomes completely independent
of k to leading order for large N . Hence the whole distribution P (Mk) is identical for particles close to the global
maximum. Strikingly, as pointed out in the main text, we see that the behavior of our gas is universal in and out of
the bulk. The scaling function which determines the successive positions of the maxima is everywhere the same and
only the scale factor changes, smoothly crossing over from Λ(α) in the bulk to LN close to the global maximum.

C. Check for k = O(1)

In proving the universality of f(z) above, we have extrapolated our bulk calculation, performed above with k = αN
with α fixed and N large, to the case when α ∼ O(1/N). In this subsection, we present an alternative derivation
specific to the case k = O(1) and show that indeed we reach the same result, i.e., his extrapolation is fully justified.

It is well known from the EVS of IID random variables that in the large N limit, the PDF of Mk(τ), for fixed
k = O(1), converges to the following distribution [2–4]

Prob.(Mk(τ) = w) → 1

bN (τ)
Gk

(
w − aN (τ)

bN (τ)

)
, (14)

where

aN (τ) ≈
√
4D τ lnN , bN (τ) ≈

√
D τ

lnN
(15)
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and Gk(z) is the generalized Gumbel PDF

Gk(z) =
1

(k − 1)!
e−kz−e−z

. (16)

We now insert this scaling form (14) in the integral in Eq. (1) and perform the change of variable τ → z with

w − aN (τ)

bN (τ)
= z =⇒ τ =

lnN

D

w2

(z + 2 lnN)
2 . (17)

Taking the scaling limit N → ∞, w → ∞ but keeping w/
√
lnN fixed and using the normalization

∫∞
−∞ Gk(z)dz = 1,

one gets from Eq. (1)

Prob.(Mk = w) ≈ r w

2D lnN
exp

(
− r w2

4D lnN

)
. (18)

Then the PDF P (Mk) of the k-th maximum can be written in the scaling form

P (Mk) ≈
1

LN
f

(
Mk

LN

)
with LN =

√
4D lnN

r
(19)

and the scaling function f(z) is given by

f(z) = 2z e−z2

, z ≥ 0 . (20)

Thus we recover the exact same result as the one derived previously in Eq. (13), justifying the extrapolation of the
bul result with α ∼ O(1) to the case when α ∼ O(1/N).

II. DISTRIBUTION OF THE k-TH GAP

Here we consider the behavior of the k-th gap dk = Mk − Mk+1. As explained in the Letter, by exploiting the
renewal structure of the system we can relate the PDF of dk to the PDF of the k-th gap, dk(τ) = Mk(τ)−Mk+1(τ),
of a set of N independent Brownian motions each of duration τ . This is demonstrated in Eq. (9) of the main text
which we recall

Prob.(dk = g) = r

∫ ∞

0

dτ e−rτ Prob. [Mk(τ)−Mk+1(τ) = g] = r

∫ ∞

0

dτ e−rτ Prob. [dk(τ) = g] , (21)

whereMk(τ), as before, is the k-th maximum ofN IID random variables, each distributed via the Gaussian distribution
p(y, τ), parametrised by τ , in Eq. (2). Thus we need to first find the distribution of the gap dk(τ) = Mk(τ)−Mk+1(τ)
for fixed τ .

A. Derivation of the PDF of dk(τ)

To study the behavior of dk(τ) we need to start with the joint distribution of Mk(τ) and Mk+1(τ) for N IID
Gaussian random variables drawn from p(y, τ), parametrised by τ and defined in Eq. (2). Then

Prob. [Mk(τ) = x,Mk+1(τ) = y] =
N !

(k − 1)!(N − k − 1)!
p(x, τ)p(y, τ)

[∫ ∞

x

p(x′, τ)dx′
]k−1 [∫ y

−∞
p(x′, τ)dx′

]N−k−1

(22)

for x > y. The interpretation is again simple, as in Eq. (3). We choose two out of N variables and fix their positions
at x and y < x. There are (k − 1) variables above x and N − k − 1 variables below y. The combinatorial factor just
counts the number of ways of ordering.

We now set k = αN and rewrite Eq. (22) as

Prob. [Mk(τ) = x,Mk+1(τ) = y] =
Γ(N + 1)

Γ(αN)Γ[(1− α)N ]
U(x, τ)V (y, τ) eNSα(x,y) , (23)



5

where

U(x, τ) =
p(x, τ)∫∞

x
p(x′, τ)dx′ , V (y, τ) =

p(y, τ)∫ y

−∞ p(y′, τ)dy′
, (24)

and Sα(x, y) reads

Sα(x, y) = α ln

[∫ ∞

x

p(x′, τ)dx′
]
+ (1− α) ln

[∫ y

−∞
p(x′, τ) dx′

]
. (25)

From this joint distribution (23) one can compute the gap distribution by setting x = y + g and integrating over y
with g ≥ 0 fixed. This gives

Prob.(dk(τ) = g) =
Γ(N + 1)

Γ(αN)Γ[(1− α)N ]

∫ ∞

−∞
dy U(y + g, τ)V (y, τ) eNSα(y+g,y) . (26)

In the large N limit, this form suggests to evaluate the integral over y using a saddle point method. The saddle point
is attained at y = y∗ where ∂S/∂y|y=y∗ = 0. We expect that, in the bulk, the typical gap scales as O(1/N) and hence
is small. Therefore one can find the solution of the saddle point equation y∗ in powers of g and one finds that

y∗ = w∗ +Ag +O(g2) with

∫ ∞

w∗
p(y, τ)dy = α . (27)

where A is a computable constant, whose actual value turns out to be irrelevant to leading order in the large N limit.
In our case w∗ is given exactly in Eq. (7). Evaluating the saddle-point action at y = y∗ one gets,

S(y∗ + g, y∗) = α lnα+ (1− α) ln(1− α)− p(w∗, τ) g +O(g2) . (28)

The first two terms in Eq. (28) cancel exactly the combinatorial factor in (26), expanded using Stirling’s formula for
large N . Evaluating this integral over y by the saddle point method and carefully collecting all the factors, we find,
after a bit of algebra, a rather simple expression, namely

Prob.(dk(τ) = g) ≈ Np(w∗, τ) e−N p(w∗,τ) g where w∗ =
√
4D τ erfc−1(2α) (29)

and p(w∗, τ) reads explicitly

p(w∗, τ) =
1√

4πD τ
exp

(
−[erfc−1(2α)]2

)
. (30)

For simplicity, let us introduce

p(w⋆, τ) =
b√
τ

where b =
exp(−[erfc−1(2α)]2)√

4πD
. (31)

Finally, substituting this scaling form (29) in Eq. (21), one finds after a simple change of variable (u =
√
rτ) that

the PDF of the k-th gap with k = αN can be expressed in the scaling form [see Eq. (11) in the main text]

Prob.(dk = g) ≈ 1

λN (α)
h

(
g

λN (α)

)
with λN (α) =

1

b
√
rN

, (32)

where the normalized scaling function h(z) defined for z ≥ 0 is given by

h(z) = 2

∫ +∞

0

du e−u2− z
u . (33)

Hence recovering the result given in Eq. (12) of the main text.

B. Limiting (α → 0) behavior

From Eq. (32) we see that the scaling function h(z) is completely universal, i.e., independent of α. Only the scale
factor λN (α) depends on α. This is similar to what happened for the k-maximum Mk before. Now to probe the
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behavior close to the global maximum, i.e., when k = O(1) and α = k/N ≪ 1 we use the asymptotic we previously
derived for Mk in Eq. (11). Replacing the result in the expression for b given in Eq. (31) we obtain

b =
exp(−[erfc−1(2α)]2)√

4πD

α≪1−→ 2α erfc−1(2α)√
4D

. (34)

Now replacing with α = k/N and using Eq. (12) we get

b
α=k/N−→ 2k

√
lnN

N
√
4D

, (35)

and placing this result back in Eq. (32) we get

λN (α)
α=k/N−→ ℓN (k) =

√
D

rk2 lnN
. (36)

Notice that, unlike Mk, the scale factor is still dependent on k close to the global maximum. However, as for Mk, the
behavior of the gap is universal in and out of the bulk, i.e. the scaling function never changes. Only the scale factor
changes smoothly crossing over from λN (α) in the bulk to ℓN (k) close to the global maximum.

C. Check for k = O(1)

As in the case of Mk, we can also derive the result for dk when k ∼ O(1) independently. The case k = O(1) has
been studied extensively in the literature for IID random variables [3, 4] and one can show, starting from Eq. (22)
that, in the limit N → ∞ with k fixed,

dk(τ) → bN (τ) sk , (37)

where bN (τ) =
√
D τ/ lnN and sk is a random variable (independent of N) distributed via the exponential law

Prob.(sk = s) = k e−k s , s ≥ 0 . (38)

By substituting the result (37) in (21) and performing a simple change of variable, one arrives at the PDF of the k-th
gap when k = O(1)

P (dk) ≈
1

ℓN (k)
h

(
dk

ℓN (k)

)
with ℓN (k) =

√
D

r k2 lnN
. (39)

Hence we recover the same scale factor as derived in Eq. (36) and the same scaling function

h(z) = 2

∫ ∞

0

du e−u2− z
u , (40)

as derived previously in Eq. (33).

D. Asymptotic behavior of the scaling function h(z)

We derive the asymptotic behaviors of the scaling function h(z) given in Eq. (33), namely

h(z) = 2

∫ ∞

0

du e−u2− z
u . (41)

For z → 0, one trivially has h(0) =
√
π. However, one sees that the function is not analytic near z = 0 since a naive

Taylor expansion of the integrand in powers of z yields diverging integrals. One can actually split the integral into
two intervals [0, z] and [z,+∞). The contribution from the first interval is linear in z for small z. The leading singular
correction comes from the second interval where we can expand e−z/u in powers of z. The first term gives

√
π as
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z → 0, the second term behaves as −2z
∫∞
z

e−u2

/u, which to leading order for small z behaves as 2z ln z. Hence, for
small z we get

h(z) =
√
π + 2z ln z +O(z) . (42)

The large z behavior can be obtained easily by a standard saddle point method (we do not provide details here). In
summary, the asymptotic behaviors of h(z) are given by

h(z) ≈





√
π + 2z ln z , z → 0

2
√

π
3 exp

(
−3

(
z
2

)2/3)
, z → ∞ .

(43)

Thus the universal scaling function h(z) has rather nontrivial asymptotic behaviors. Its derivatives diverges logarith-
mically at z = 0 and it has a stretched exponential tail for large z, with a stretching exponent 2/3. A plot of this
function is shown in Fig. 2b in the main text.

III. NUMERICAL SIMULATIONS

We briefly outline here the method of numerical simulations used in the main text. We consider N Brownian
particles on a line, each with the same diffusion constant D. They all start at the origin at t = 0. Let xi(t) denote
the position of the i-th particle at time t. These positions evolve by the following stochastic rule. In a small time ∆t

xi(t+∆t) =





0 with prob. r∆t ,

xi(t) +
√
2D∆t ηi(t) with prob. 1− r∆t

(44)

where r is the resetting rate and ηi(t) are IID Gaussian random variables with zero mean and unit variance. Note
that this equation holds for all i, in particular the first line in Eq. (44) shows that when a resetting event happens,
the particles are all simultaneously reset to the origin. This gives us the trajectories of the gas of N particles, i.e.,
the vector {x1(t), x2(t), · · · , xN (t)} at all time t. In the long time limit, the distribution of {x1(t), x2(t), · · · , xN (t)}
approaches a non-equilibrium stationary state Pstat[{xi}] as given in Eq. (3) of the main text. Numerically, we keep
track of this trajectory vector {x1(t), x2(t), · · · , xN (t)} and measure different observables from it in the stationary
state. The results presented in the main text in Fig. 2 are then obtained by averaging over 105 samples. We used the
parameter values D = 0.5 and r = 1.

IV. FULL COUNTING STATISTICS

So far we have presented exact results in the corelated resetting gas in its stationary state for three basic observables
namely the global average density, the k-th maximum Mk and the k-th gap dk. In fact, our method can be easily
generalized to compute other observables, such as the full counting statistics (FCS), i.e., the distribution P (NL, N)
of the number of particles NL contained in a symmetric interval [−L,+L] around the resetting position x = 0. Once
more, exploiting the renewal structure of the system, as done in the main text, we can write it as

P (NL, N) = r

∫ ∞

0

dτ e−rτ

(
N

NL

)
[q(τ)]

NL [1− q(τ)]
N−NL. (45)

Here q(τ) =
∫ L

−L
p(y, τ) dy = erf(L/

√
4Dτ) with erf(z) = 1 − erfc(z) which denotes the probability that a single

Brownian particle, at time τ , is inside the interval [−L,+L]. The binomial distribution inside the integrand just
denotes the probability that NL, out of N independent particles, are in the interval [−L,+L] at time τ . Setting
NL = κN , with 0 < κ < 1 fixed, the binomial distribution converges to a Gaussian distribution with mean N q(τ)
and variance Nq(τ)(1− q(τ)). As in the case of the maximum Mk, the fluctuations of this Gaussian variable do not
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a) b)

Λ(α)P(Mk)

Mk /Λ(α)

λN(α)P(dk)

κ = NL /N

NP(NL, N)

FIG. 1. Numerical results for FCS in [−L,+L] (with L = 0.4) compared with the analytical predictions in Eqs. (47) and (48).
We used the parameter values D = 0.5 and r = 1.

contribute to the integral in the large N limit and one can replace the Gaussian by a delta-function δ(NL −N q(τ))
leading to

P (NL, N) ≈ r

N

∫ ∞

0

dτ e−rτδ(κ− q(τ)) . (46)

Using the explicit form of q(τ), the integral over τ can now be performed by a change of variable and P (NL, N) takes
the scaling form

P (NL, N) ≈ 1

N
H

(
NL

N

)
, (47)

where the scaling function H(κ) (with 0 ≤ κ ≤ 1) is given by

H(κ) = γ
√
π [u(κ)]

−3
exp

[
− γ

u(κ)2
+ [u(κ)]2

]
. (48)

Here γ = rL2/(4D) and u(κ) = erf−1(κ). The PDF H(κ) of 0 ≤ κ ≤ 1 is normalised to unity
∫ 1

0
H(κ) dκ = 1 and

has an unusual non-trivial shape [see Fig. 1]. As κ → 0, the function H(κ) ≈ 8 γ
πκ3 exp

(
− 4γ

πκ2

)
vanishes very fast,

while it diverges (though still integrable) as H(κ) ≈ γ
√
π

(1−κ)| ln(1−κ)|3/2 as κ → 1. Numerical simulations are in very

good agreement with our analytical prediction in Eq. (48). Thus the scaling form of the FCS in Eqs. (47)-(48)
is fundamentally different from the log-gas case. Here the mean and standard deviation of NL both scale as N ,
while in the log-gas the mean scales as N and the Gaussian fluctuations around the mean have standard deviation
∼

√
lnN [5–9].
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