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Abstract

Lattice distortions, i.e. small atomic displacements away from the average lattice, are linked to a number of functional
and mechanical properties of concentrated metallic alloys, particularly their yield strength. Here we develop an elastic
model of lattice distortions where every atom is modeled as an Eshelby inclusion in a homogeneous elastic matrix.
Local environment effects are included by considering fluctuating anisotropic eigenstrain tensors associated to the
inclusions. The model is tested on several concentrated alloys, face-centered cubic (FCC) AlMg and FeNiCr alloys,
as well as a fictitious body-centered cubic (BCC) binary alloy to study systematically and independently the effects of
a size and an elastic modulus mismatch between the constituents. The elastic model predicts lattice distortions well
when the size and elastic modulus mismatches are typically less than 5% and 25%, respectively. Interestingly, we
find that when the size mismatch is small, as in FeNiCr alloys, the lattice distortion is dominated by the fluctuations
of the dilatational eigenstrains rather than their average value as often assumed in elastic models of concentrated
alloys. Moreover, models usually assume homogeneous elastic constants, while the limit obtained here of 25% is
often exceeded in concentrated alloys, particularly with a BCC structure.

Keywords: High entropy alloys, Elasticity, Lattice distortion,

1. Introduction

Concentrated single-phase solid solutions, including
medium- and high-entropy alloys [1, 2], form a new
class of materials that attract significant interest due
to their exceptional functional and structural proper-
ties [3, 4]. In these alloys, atoms of different chemi-
cal natures are distributed at random on lattice sites, as
schematically represented in Fig. 1, with possibly some
short-range order as in the case of the NiCoCr alloy
[5, 6].

In random alloys, the interactions between atoms
with different bond strengths and different sizes induce
atomic displacements away from the ideal lattice sites
shown schematically in Fig. 1. These displacements are
referred to as lattice distortions. The associated local
strains and stresses are the source of the strengthening
of solid solutions, as recognized early on in the semi-
nal works of Fleisher [7] and Labusch [8], and revisited
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Figure 1: Illustration of lattice distortions in a random concentrated
BCC alloy. To model these atomic displacements, we consider that an
atom of type α located on site n is described by an Eshelby inclusion
of eigenstrain tensor εα(n).

more recently for concentrated alloys [9, 10]. For a N-
atom system, the magnitude of the lattice distortions can
be characterized by the mean square atomic displace-
ment (MSAD) defined as:

⟨u2⟩ =
1
N

N∑
n=1

||rn − r0
n||

2, (1)

where r0
n and rn denote respectively the position of the

nth atom in the ideal lattice and in the distorted lattice.
The quantity ||rn − r0

n|| thus simply represents the dis-
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placement of the nth atom with respect to its reference
lattice site. The amplitude of the MSAD is the subject
of intense research (for reviews, see Refs. [11, 12]) be-
cause many properties of concentrated alloys, including
but not limited to their yield strength, have been shown
directly related to their lattice distortion [13–16].

Interestingly, so far, mostly the effect of the mismatch
between atomic sizes has been studied, while the con-
trast between atomic bonds, related to the mismatch of
elastic constants between constituents, is generally ac-
cepted as a weaker effect [9, 10]. Moreover, usually,
only the effect of the average size mismatch is consid-
ered. The latter is quantified by the size mismatch pa-
rameter,

δ = (
∑

i

ci(1 − ri/r̄)2)1/2, (2)

where the sum runs over the chemical elements, ci is
their concentration in the alloy, ri their atomic radius
and r̄ =

∑
i ciri the average radius [17]. Indeed, δ has

proved a useful figure of merit to design alloys with
high mechanical properties, for example in the case of
TiNbHfTaZr alloys [18]. But δ does not tell the whole
story. For instance, both Coury et al [19] and Lai et al
[20] have shown that the shear modulus mismatch has a
strong effect on the yield strength of body-centered cu-
bic (BCC) concentrated alloys. We thus expect that the
lattice distortions in these alloys are affected by both the
size and elastic modulus mismatches.

Moreover, an average size mismatch does not capture
the local variations of lattice distortions expected from
the chemical complexity of concentrated random al-
loys. In metallic alloys, due to charge transfers [21, 22],
the effective size of an atom depends on its local en-
vironment, which varies from atom to atom in concen-
trated random alloys. Asymmetric environments may
also lead to local shear strains in addition to the size
effect. Wide fluctuations of local strains are measured
experimentally [23, 24] as well as in atomistic models
[25, 26]. Moreover, fluctuations in bond strength, or
force constants, are also evident in experiments [27, 28],
although their potential effect has not been considered
so far.

In this context, it appears valuable to develop models
to estimate or even predict lattice distortions in concen-
trated alloys, including as many effects as possible. Sev-
eral models have been developed [29–31] that rely on
different elastic descriptions of the random alloys. Of
particular interest here is the elastic model proposed by
Geslin and Rodney [32, 33]. This model avoids the issue
of distinguishing between solutes and solvents [11] by
representing every atom in the alloy as an Eshelby inclu-
sion embedded in an elastically homogeneous medium.

Inclusions are defined as regions of space where a finite
eigenstrain (also referred to as a transformation strain)
is defined with respect to the surrounding matrix [34–
36]. Solving for the elastic equilibrium yields the dis-
placement field around the inclusion. The displacement
of a given atom is then expressed by the sum of the dis-
placements due to all surrounding atoms [37]. As a first
step, the model only accounted for an average size mis-
match effect by using strong simplifying assumptions:
(i) only spherically symmetrical dilatational inclusions
were considered, without anisotropic shear components,
(ii) the effect of the local chemical environment, which
induces fluctuations in the inclusion eigenstrains [38]
was not included, each species having a given constant
eigenstrain, (iii) the medium was considered elastically
homogeneous and the potential effect of fluctuations of
elastic constants was neglected. Discussing this last
effect requires to distinguish elastic inclusions and in-
homogeneities [36]. While inclusions denote a region
with a finite eigenstrain tensor embedded in an elas-
tic medium of homogeneous elastic constants, inhomo-
geneities denote a region characterized by elastic con-
stants different from the surrounding medium.

Concentrated AlMg alloys that served as a model sys-
tem in Refs. [32, 33] suit well the assumptions men-
tioned above because the size difference between both
species is significant and depends only marginally on
the local chemical environment, as confirmed by the
present work. In addition, elastic constants of Al and
Mg are comparable such that the elastic medium can be
considered as homogeneous. However, applicability of
the model to more complex alloys has proved limited.

In the present paper, we extend the elastic model in-
troduced in Refs. [32, 33] to use the full eigenstrain
tensor including dilatational and shear terms and to ac-
count for fluctuations of the eigenstrains due to the
local chemical environment (Section 2). We test the
model in Section 3 on several concentrated alloys mod-
eled with embedded atom method (EAM) potentials,
namely face-centered cubic (FCC) AlMg binary alloys
and FeNiCr medium entropy alloys. We show that (1)
shear terms are less important than dilatation terms and
(2) fluctuations in the dilatational term may dominate
the size effect. In order to retain an analytical model,
we have not included elastic inhomogeneities. How-
ever, to evaluate systematically their potential effect, we
study in Section 4 the properties of a fictitious body-
centered cubic (BCC) binary alloy where the size and
elastic mismatches between both species can be varied
at will. Comparison between the model prediction and
the atomistic calculations allows identifying when elas-
tic inhomogeneities should be accounted for. We chose

2



to study in this section BCC concentrated alloys because
they tend to exhibit larger size and elastic contrasts than
FCC alloys [20, 39].

2. Elastic model for the mean-square atomic dis-
placement

2.1. Elastic description of random alloys

We consider a random alloy, where N atoms of Nelem
different species (α, β, γ..) are randomly distributed on
a crystalline lattice. Randomness is modeled by using
site occupancy variables sα(n) that describes if an atom
of type α occupies lattice site n. The statistical distribu-
tions of the occupancy variables are given by Bernoulli
distributions:

P[sα(n)] =

cα for sα(n) = 1
1 − cα for sα(n) = 0,

(3)

where cα is the average concentration of element α in
the alloy. This mathematical description of the random
alloy is common to previous studies [32, 33, 37]. We
consider that occupancy variables are not correlated be-
tween different lattice sites, meaning that we assume a
fully random system without order. In the following, we
will make use of the following relations for the statisti-
cal properties of the occupancy variables [32] :

⟨sα(n)sβ(m)⟩ =


cα if α = β and n = m,
c2
α if α = β and n , m,

0 if α , β and n = m,
cαcβ if α , β and n , m,

(4)

where ⟨...⟩ denotes the statistical average over all pos-
sible configurations. The third equality stems from the
fact that a given site cannot be occupied simultaneously
by atoms of different types, such that one of the corre-
sponding occupancy variables is necessarily zero. The
fourth equality translates the fact that occupancy vari-
ables are not correlated on different lattice sites.

Atoms are described as elastic inclusions embedded
in a continuous elastic medium. For simplicity reasons,
the shape of these inclusions is considered spherical
with a radius a = (3vat/4π)1/3, where vat is the aver-
age atomic volume of the random alloy. As illustrated
in Fig. 1, each inclusion is characterized by an eigen-
strain tensor [ε] that describes the stress-free strain of
the inclusion [35, 36].

In the following, tensors are written as vectors using
Voigt notation:

εα(n) = [εαi (n)]i∈{1..6} (5)
= [εα11(n), εα22(n), εα33(n), εα23(n), εα13(n), εα12(n)].

As initially pointed out by Varvenne et al. [10], the
size of an atom can vary depending on the chemical en-
vironment (see also Fig. 2). We will therefore consider
that the components of the eigenstrain tensor associated
with a given element are random variables described
by normal distributions. Additionally, it is convenient
to consider that the reference frame used to define the
eigenstrains is the average alloy, such that for any com-
ponent of the tensor, the eigenstrain averaged over lat-
tice sites and realizations is 0:〈 N∑

n=1

Nelem∑
α=1

sα(n)εαi (n)
〉
= 0, (6)

which reduces to:

Nelem∑
α

cα⟨εαi ⟩ = 0. (7)

Here we used the fact that the occupancy variable and
atomic eigenstrains of a given site n are statistically in-
dependent. Indeed, the fluctuations of the eigenstrain
at a site n depend on the occupancy of the surrounding
sites (sα(m) with m , n) but not on the occupancy of
site n itself (sα(n)).

We consider that the eigenstrains are defined with re-
spect to the canonical basis (e1, e2, e3) of cubic crys-
talline structures (FCC or BCC), such that we can take
advantage of the high symmetry of the lattice to deduce
relations on the statistical distributions. In particular,
the axes e1, e2 and e3 are indistinguishable, such that
the statistical distributions of the diagonal components
εα1 , εα2 and εα3 are the same. We will denote their aver-
age and standard deviation by εαd and σαd respectively.
In addition, we will account for the fact that two dif-
ferent diagonal terms εi and ε j may be correlated. The
symmetry of the structure imposes that this correlation
is the same for all pairs of diagonal components and is
defined with the following Pearson correlation parame-
ter bounded between −1 and 1:

ραd =
cov(εαi , ε

α
j )

(σαd )2 for i, j ≤ 3 and i , j (8)

Symmetry arguments can also be used to clarify the
statistical distributions of the shear components. If a
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(a) (b) (c)

Figure 2: Illustration of the effect of the local chemical environment on the atomic eigenstrains.

specific environment leads for example to a shear eigen-
strain ε6, the mirror symmetry of this environment with
respect to the plane of normal e1 will result in a shear
eigenstrain −ε6 (see schematics in Fig. 2.b-c). Since
both environments have the same probability of occur-
rence, the statistical distribution of this shear component
is symmetrical and its average is 0. In addition, since the
axes e1, e2, and e3 are equivalent, the statistical distribu-
tions of the three shear components are necessarily the
same. We note σαs the standard deviation of the shear
components associated with element α.

Symmetry arguments can also be used to show that
the covariance between two shear components is zero.
If a given environment leads to shear components εα4 , ε

α
5 ,

a mirror symmetry with respect to the plane of normal
e1 leads to shear components εα4 and −εα5 , and therefore
⟨εα4ε

α
5 ⟩ = 0. Similar symmetry arguments can be used

to show that the covariance between diagonal and shear
components is also equal to zero.

The following equation summarizes the above con-
siderations:

⟨εαi ε
α
j ⟩ =


(εαd )2 + (σαd )2 for i = j ≤ 3
(εαd )2 + ραd (σαd )2 for i , j and i, j ≤ 3
(σαs )2 for i = j ≥ 4
0 for i , j and i ≥ 4

(9)

2.2. Mean-square atomic displacement

We assume that the elastic medium is homogeneous
and isotropic, characterized by a shear modulus µ and

Poisson’s ratio ν. In such a medium, the displacement
field around a spherical elastic inclusion is known ana-
lytically [35, 40]. In particular, the displacement field
uk(r) along a specific direction k of the canonical basis
is written as:

uk(r) =
6∑

i=1

εαi fik(r), (10)

with fik(r) known analytical functions (see Appendix
A). The validity of this elastic description of atomistic
systems is tested in Appendix B where the displace-
ment field around an atom characterized by a misfitting
volume is successfully compared to the elastic solution
of Eq. (10).

Based on the principle of superposition of linear elas-
ticity [36], the displacement of an atom (arbitrarily lo-
cated at the origin) in direction k is expressed as the sum
of displacements due to all the atoms in the system:

uk = −

N∑
n=1

Nelem∑
α=1

6∑
i=1

sα(n)εαi (n) fik(Rn), (11)

where the first sum runs over all the lattice sites of the
cubic crystalline lattice located at positions Rn, the sec-
ond sum runs over the potential elements occupying the
sites and the third sum runs over the components of the
eigenstrain tensor.

The displacement uk is a random variable that de-
pends on the realization, i.e. on the specific value of
the occupancy variables sα(n). Considering all possible
realizations, it is apparent that the average of this dis-
placement, with regard to the average alloy, is zero. On
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the other hand, the variance is non-zero and is expressed
as:

⟨u2
k⟩ =

〈 N∑
n,m

Nelem∑
α,β

6∑
i, j

εαi (n)εβj (m)sα(n)sβ(m) fik(Rn) f jk(Rm)
〉

=

N∑
n,m

Nelem∑
α,β

6∑
i, j

〈
εαi (n)εβj (m)sα(n)sβ(m)

〉
fik(Rn) f jk(Rm).

(12)

As mentioned above, εαi (n) is a priori correlated with
sα(m), for a lattice site m surrounding n, since the eigen-
strain on a given site depends on its local environ-
ment. Following previous works [10], we make how-
ever the simplifying assumption that the fluctuations of
the eigenstrains can be modeled without explicitly ac-
counting for this dependence. We can then write〈
εαi (n)εβj (m)sα(n)sβ(m)

〉
=

〈
εαi (n)εβj (m)

〉〈
sα(n)sβ(m)

〉
.

(13)

Using this assumption, and following previous works
[10, 32, 37], we decompose Eq. (12) into the three sums:

⟨u2
k⟩ =

N∑
n,m

Nelem∑
α,β

6∑
i, j

⟨εαi (n)εβj (m)⟩⟨sα(n)sβ(m)⟩ fik(Rn) f jk(Rm)

(14)

=

N∑
n

Nelem∑
α

6∑
i, j

⟨εαi (n)εβj (n)⟩⟨sα(n)sβ(n)⟩ fik(Rn) f jk(Rn)︸                                                             ︷︷                                                             ︸
S 1

+

N∑
n

Nelem∑
α,β,α

6∑
i, j

⟨εαi (n)εβj (n)⟩⟨sα(n)sβ(n)⟩ fik(Rn) f jk(Rn)︸                                                              ︷︷                                                              ︸
S 2

+

N∑
n,m,n

Nelem∑
α,β

6∑
i, j

⟨εαi (n)εβj (m)⟩⟨sα(n)sβ(n)⟩ fik(Rn) f jk(Rm)︸                                                                ︷︷                                                                ︸
S 3

.

Since a given lattice site cannot be occupied by two
different atoms (see Eq. (4)) S 2 = 0. Also, using Eq. (4)
again, S 3 can be written as:

S 3 =

N∑
n,m,n

Nelem∑
α,β

6∑
i, j

⟨εαi (n)εβj (m)⟩cαcβ fik(Rn) f jk(Rm)

=

6∑
i, j

Nelem∑
α

cα⟨εαi ⟩
Nelem∑
β

cβ⟨ε
β
j⟩

N∑
n,m,n

fik(Rn) f jk(Rm)

= 0, (15)

because of the average alloy’s condition expressed in
Eq. (7). Thus, Eq. (14) reduces to:

⟨u2
k⟩ = S 1 =

N∑
n

Nelem∑
α

6∑
i, j

⟨εαi (n)εβj (n)⟩cα fik(Rn) f jk(Rn).

(16)
Using the relations between different components of

the eigenstrain tensor summarized in Eq. (9), the above
equation can be written as

⟨u2
k⟩ =

Nelem∑
α=1

((εαd )2 + (σαd )2)cα
N∑

n=1

 3∑
i=1

fik(Rn)


2

(17)

+

Nelem∑
α=1

2(σαd )2(ραd − 1)cα
N∑

n=1

3∑
i< j

fik(Rn) f jk(Rn)

+

Nelem∑
α=1

(σαs )2cα
N∑

n=1

6∑
i=4

f 2
ik(Rn).

The last step consists in combining the three equiva-
lent directions (k = 1, 2, 3) and replacing the functions
fik(Rn) by their analytical expressions obtained from
Refs. [40, 41] and reported in Appendix A. Finally,
the mean square displacement is expressed by the sum
of three contributions, associated with isotropic dilata-
tions, anisotropic eigenstrains, and shears:
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⟨u2⟩ = ⟨u2
iso⟩ + ⟨u

2
aniso⟩ + ⟨u

2
shear⟩ (18)

=
v2

at

16π2

(
1 + ν
1 − ν

)2 Nelem∑
α=1

(
(εαd )2 + (σαd )2

)
cα︸                     ︷︷                     ︸

A

N∑
n=1

1
R4

n

+

(
3vat

8π(1 − ν)

)2 { Nelem∑
α=1

2(σαd )2(ραd − 1)cα︸                     ︷︷                     ︸
B

N∑
n=1

(
R′n

4
(

a4

5R12
n
−

2a2(19 − 20ν)
15R10

n
−

(8ν − 7)
3R8

n

)

−
3a4

25R8
n
−

2a2(4ν − 5)
15R6

n
−

(2ν − 1)(2ν − 7)
9R4

n

)
+

Nelem∑
α=1

(σαs )2cα︸        ︷︷        ︸
C

N∑
n=1

(
R′n

4
( a4

5R12
n
−

2a2(19 − 20ν)
15R10

n
−

8ν − 7
3R8

n

)

+
2a4

25R8
n
−

4a2(2ν − 1)
15R6

n
+

2(2ν − 1)2

9R4
n

) }
,

where ν is the Poisson ratio of the alloy, a is the radius
of the spherical inclusions, and vat =

4
3πa

3, the associ-
ated atomic volume. In addition, denoting (xn, yn, zn) the
coordinates of lattice vector Rn, the quantities Rn and R′n
are respectively defined as:

Rn =

√
x2

n + y2
n + z2

n and R′n =

√
x2

ny2
n + x2

nz2
n + y2

nz2
n

x2
n + y2

n + z2
n
.

The mean-square displacement is therefore defined as
a function of material parameters and geometric sums
running over the crystalline lattice. The specific values
of these sums depends on the crystalline lattice (FCC
or BCC) and are listed in Appendix C. These sums are
computed in the limit of infinite lattices (N → ∞), ef-
fectively yielding the MSAD in an infinite system. We
note that, if we considered the limiting case where the
eigenstrain tensor associated with each atom’s type is
isotropic and unique, σαd = σ

α
s = 0 and Eq. (18) reduces

to

⟨u2⟩ =
v2

at

16π2

(
1 + ν
1 − ν

)2 Nelem∑
α=1

(εαd )2cα
N∑

n=1

1
R4

n
, (19)

in accordance with previous work [32].
We note that we took advantage of the high symme-

try of cubic structures (FCC or BCC) to simplify the

analytical expressions. Applying the same approach to
lower symmetry crystals (such as hexagonal close pack-
ing structures) is straightforward and would yield a sim-
ilar (but lengthier) expression than Eq. (18).

Computing the MSAD in Eq. (18) requires evaluat-
ing the terms A, B, and C, which depend on the statisti-
cal properties of the atomic eigenstrain’s distribution of
each element. The average values εαd can be calculated
by computing the change of lattice spacing with respect
to the composition of the alloy [32, 33]. However, the
variance and covariance of the eigenstrains are not as
straightforward to evaluate. To do so, we propose in
the following section a method based on the relation be-
tween the atomic eigenstrains and the equilibrium shape
of finite-sized cells.

2.3. Link between atomic eigenstrains and cell strains
2.3.1. Cell strain tensor

Let us consider a periodic cubic cell of length l =
lx = ly = lz containing a lattice with N atomic sites.
The sites are occupied by atoms of different species fol-
lowing the Bernoulli distribution defined in Eq. (3). We
assume with no further restriction that the atoms inter-
act through an energy function, which can be minimized
with respect to the atomic positions and cell shape
to obtain equilibrium configurations with zero average
stresses. The cell may then have different dimensions in
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the x, y, and z directions and it may also acquire shear
strains represented by tilt parameters lxz, lxz and lyz. The
tilt factor lxz is defined as shown in Fig. 3(a); lxy and
lyz are defined analogously. In Fig. 3(a), the cell length
of the reference gray alloy, ⟨l⟩, is obtained by averag-
ing over a large number Nsim of relaxations of atomistic
cells containing a few thousand atoms (see below). For
the cubic lattices considered here, we have by symme-
try ⟨l⟩ = ⟨lx⟩ = ⟨ly⟩ = ⟨lz⟩ and ⟨lxy⟩ = ⟨lxz⟩ = ⟨lyz⟩ = 0.
Once the gray alloy is defined, we can compute for each
equilibrium configuration of the random alloy the cor-
responding cell strain tensor [εcell] with diagonal and
shear terms defined as:

εcell
1 =

lx − ⟨l⟩
⟨l⟩

and εcell
4 =

lyz

2⟨l⟩
, (20)

and similar definitions for the other diagonal and shear
terms.

2.3.2. Fluctuations of the cell shape
The equilibrium cell shapes of two realizations of the

random alloy can be different for two reasons: (1) due to
the random choice of the chemical nature of the atoms
using Bernoulli distribution, the concentration of the
different species in a cell can be different from the tar-
get average composition; after relaxation, the lengths of
the cell will depend on its specific composition and (2)
if we consider two different configurations with the ex-
act same composition, the relaxed lengths will be equal
only if the atomic eigenstrains are independent of the
local environment, which is a priori not true. We show
in the following how the fluctuations of the equilib-
rium cell shape are related to the statistics of the atomic
eigenstrains, and how this relation can be used to com-
pute the A, B, and C terms needed to evaluate Eq. (18).

Within linear elasticity, the components of the cell
strain tensor are related to the atomic eigenstrains by:

εcell
i =

1
N

N∑
n

Nelem∑
α

sα(n)εαi (n), (21)

with a zero average since

⟨εcell
i ⟩ =

1
N

N∑
n

Nelem∑
α

cα⟨εαi ⟩ = 0, (22)

as a consequence of the reference to the average alloy
and the fact that we consider occupancy variables and
atomic eigenstrains to be independent. Turning to the
variance of cell strains, we have:

(σcell
i )2 =

1
N2

N∑
n,m

Nelem∑
α,β

〈
sα(n)sβ(m)εαi (n)εβi (m)

〉
. (23)

Using again the independence between occupancy vari-
ables and eigenstrains, we have:

(σcell
i )2 =

1
N2

N∑
n,n

Nelem∑
α,β

⟨sα(n)sβ(m)⟩⟨εαi (n)εβi (m)⟩. (24)

Following the same steps as in Section 2.2, we obtain:

(σcell
i )2 =

1
N2

N∑
n

Nelem∑
α

⟨εαi (n)2⟩cα. (25)

Depending on the component (tensile or shear terms),
the variance of the cell strains is expressed as:

(σcell
i )2 =


(σcell

d )2 =
1
N

Nelem∑
α

((εαd )2 + (σαd )2)cα, i ≤ 3,

(σcell
s )2 =

1
N

Nelem∑
α

(σαs )2cα, i > 3.

(26)
Thus, the terms A and C defined in Eq. (18) are directly
related to the variance of the cell strains:

A = N(σcell
d )2 C = N(σcell

s )2. (27)

Following the same approach, the covariance between
the diagonal terms of the cell strain tensor (i.e for i , j
and i, j ≤ 3) can be expressed as:

⟨εcell
i ε

cell
j ⟩ = cov(εcell

i , ε
cell
j ) + ⟨εcell

i ⟩⟨ε
cell
j ⟩︸       ︷︷       ︸

=0

=
1

N2

N∑
n,m

Nelem∑
α,β

〈
sα(n)sβ(m)εαi (n)εβj (m)

〉
. (28)

As previously, we decompose Eq. (28) into three sums,
eventually yielding:

cov(εcell
i , ε

cell
j ) =

1
N

Nelem∑
α=1

cα
(
(εαd )2 + cov(εαi , ε

α
j )
)

(29)

Combining Eqs. (26) and (29), B can be expressed as a
function of the statistics of the cell strain :

B =
Nelem∑
α=1

2(cov(εαi , ε
α
j ) − (σαd )2)cα

= 2N
(
cov(εcell

i , ε
cell
j ) − (σcell

d )2) (30)

= 2N(σcell
d )2(ρcell

d − 1
)

(31)

where ρcell
d =

cov(εcell
i , ε

cell
j )

(σcell
d )2

is the Pearson correlation

coefficient between the dilatational cell strain compo-
nents. To summarize, the terms A, B, and C of Eq. (18)
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(a) (b)

Figure 3: (a) Sketch of a deformed cell: the blue box represents the cell averaged over all simulations, and the purple cell represents a configuration
after relaxation. (b) Illustration of randomly distributed simulation cells for a binary alloy.

can be expressed as a function of the statistical proper-
ties of the cell strain tensor:

A =
∑
α

(
(εαd )2 + (σαd )2

)
cα = N(σcell

d )2

B =
∑
α 2(σαd )2(ραd − 1)cα = 2N(σcell

d )2(ρcell
d − 1

)
C =

∑
α(σαs )2cα = N(σcell

s )2.
(32)

The cell strains are expressed as sums of indepen-
dent random variables (see Eq. (21)). Applying the
central limit theorem [42] establishes that they follow
normal distributions. Estimating A, B and C thus re-
quires to estimate the variance and covariance of the
normal distributions, which is done from running a large
number Nsim of independent atomistic simulations (see
Fig. 3(b)). Because the distributions are Gaussian, stan-
dard errors on A, B and C decrease as 1/

√
Nsim.

In the following, A, B and C are estimated from
Nsim = 4, 000 independent simulations containing Nat =

4, 000 atoms in FCC systems and Nat = 2, 000 in BCC
systems. Using the fact that directions x, y, and z
are equivalent in cubic systems, the variances (σcell

d )2,
(σcell

s )2 and the covariance cov(εcell
i , ε

cell
j ) are thus cal-

culated from a collection of 12, 000 data points in FCC
systems, 6, 000 in BCC systems. We have checked by
direct calculations of A, B, and C in cells of increas-
ing size that the estimates are well-converged, (see Ap-
pendix D for an example).

Therefore, analyzing the fluctuations of the cell
shape of random alloys gives access to the statistics
of the atomic eigenstrains, thus allowing us to evaluate
Eq. (18) and to predict the MSAD. This elastically pre-
dicted MSAD can be compared to the atomistic MSAD
to evaluate the accuracy of the elastic model as done in
Sections 3 and 4 with different alloys.

3. Results - Environment-dependent anisotropic
eigenstrains

3.1. Systems under study

In this section, we consider two alloys, AlMg, already
used in Refs. [32, 33] to validate the isotropic version
of the elastic model and FeNiCr, a medium-entropy al-
loy [43, 44]. Fe, Ni, and Cr are the main components
of austenitic stainless steels, which are widely used in
a range of applications. These components are also of
interest for the study of multi-component concentrated
alloys as they are present in many FCC high entropy
alloys, including the historic Cantor alloy [2].

An Al80Mg20 alloy was modeled with the EAM po-
tential of Ref. [45] as in previous work, where it was
shown that the MSAD is dominated by the strong size
mismatch between Al and Mg atoms. Therefore, we ex-
pect that the role of environment-dependent and non-
diagonal eigenstrain components will be small com-
pared to the size effect. Concerning FeNiCr, we em-
ployed the EAM potential of Bonny et al. [46]. All
molecular statics simulations were performed with the
Lammps package [47], with the use of two minimiza-
tion algorithms: first, the Fast Inertial Relaxation En-
gine (FIRE) [48] allows for a fast relaxation with fixed
boundary conditions. Second, the conjugate gradient
(CG) also enables to relax the boundaries of the simu-
lations cell to achieve zero pressure conditions. If the
conjugate gradient fails to converge, additional itera-
tions alternating FIRE and CG are performed until a
relaxed configuration is reached. The convergence cri-
terion for both algorithms is set as a maximum force of
fmax = 10−4 eV Å−1.
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3.2. Elastic MSAD

To evaluate the A, B, and C terms of Eq. (32) and
predict the MSAD using the elastic model, we first esti-
mate the average lattice parameter and elastic constants
of the alloys using a cubic simulation cell containing
4, 000 atoms at the target composition. We note that
the elastic anisotropy is quite pronounced in these al-
loys with Zener anisotropy coefficients ranging from 2
to 6 depending on composition. The isotropic shear
modulus and Poisson’s ratio are obtained using Bacon-
Scattergood average [49, 50]. Second, we follow the
methodology detailed in Section 2.3 to compute the A,
B, and C terms from the fluctuations of the shape of
4,000-atom cells. As an example, Fig. 4 displays the
histogram of the dilatational strain εcell

d obtained from
4000 random configurations of the equiatomic FeNiCr
alloy. As expected from Eq. (21), this random variable
follows a Gaussian distribution (shown in red).

Figure 4: Distribution of the dilatational cell strain obtained from
4000 simulations for the equiatomic FeNiCr alloy. The red curve rep-
resents a Gaussian distribution.

For comparison, we also compute the term∑
α cα(εαd )2, which corresponds to A without the

environment-dependent fluctuations, by applying
small changes to the composition around the alloy
composition [10, 32, 51]. This corresponds to the initial
isotropic version of the elastic model.

Tab. 1 lists the results for Al80Mg20, Fe80Ni20 and
equiatomic FeNiCr alloys. In addition, Fig. 5 shows
the correlations between εcell

1 and εcell
2 obtained from the

4, 000 atomistic calculations used for the statistics.
In the case of the Al80Mg20 alloy, A ≃

∑
α cα(εαd )2, i.e.

the fluctuations of the dilatational eigenstrain is negligi-
ble compared to its average. In addition, Fig. 5(a) shows
a strong correlation between different eigenstrain com-
ponents. For finite simulation cells, the composition of

the cell changes slightly between realizations. As de-
picted by the color-coded plot, the strong correlation
seen in Fig. 5(a) can be explained by these composi-
tion fluctuations: if the simulation cell contains more
Mg atoms than the target composition, εcell

1 and εcell
2 are

both larger than the average. Fig. 5(a) also confirms the
weak effect of the environment on the dilatational eigen-
strains: the values of εcell

1 and εcell
2 are primarily con-

trolled by the composition of the alloy, and not by the
atomic environments that change from one realization
to the other. The strong correlation shown in Fig. 5(a)
results in a value of ρcell

d ≃ 1 and, as a consequence, in
a small value of B≪ A. Tab. 1 also reveals that C ≪ A,
showing that the role of the shear eigenstrains is negli-
gible in this system. The MSAD is thus dominated by
the average isotropic contribution, which explains why
the isotropic model developed in Refs. [32, 33] worked
well with this alloy.

The situation is strikingly different for the FeNi sys-
tem. Fig. 5(b) shows that the values of the cell strains
fluctuate greatly between two simulation cells with the
same composition: even if simulation cells with less Ni
tend to have larger values of εcell

1 and εcell
2 , these quan-

tities are not primarily controlled by the composition
of the cell, but rather by the atomic environment that
changes between cells of identical composition. This is
confirmed in Tab. 1 where A ≫

∑
α cα(εαd )2. A is thus

dominated by the fluctuation term in Fe80Ni20. Inter-
estingly, the correlation between εcell

1 and εcell
2 is nega-

tive, which implies that the atomic eigenstrains associ-
ated with Fe and/or Ni atoms are anisotropic (e.g. with
ε1 > 0 and ε2, ε3 < 0), with an orientation that de-
pends on the local environment. The importance of
environment-dependent anisotropic eigenstrains for this
system can be partly explained by the small size contrast
between Fe and Ni atoms, resulting in a very small value
of

∑
α cα(εαd )2 compared to the AlMg case (see Tab. 1).

The situation is similar for the equiatomic FeNiCr al-
loy where the size contrast between the different atoms
is not prevalent. Fig. 5(c) shows that simulation cells
with more Cr tend to be larger but again with a strong
influence of the environment-dependent anisotropic
eigenstrains. For both Fe20Ni80 and equiatomic FeNiCr
alloys, the shear contribution ⟨u2

shear⟩ is negligible, i.e.
the off-diagonal terms of the atomic eigenstrain ten-
sor remain small compared to the diagonal compo-
nents. In addition, in both systems, ⟨u2

aniso⟩ is smaller
than ⟨u2

iso⟩ but not negligible (about a factor 3 smaller),
which translates the importance of accounting for the
anisotropic effect to estimate the MSAD in these alloys.
But primarily, the MSAD is dominated by the fluctua-
tions of the isotropic dilatation for both alloys. These
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Eigenstrain terms (×104) MSAD contributions (×104 Å2)∑
α cα(εαd )2 A B C ⟨u2

iso⟩ ⟨u2
aniso⟩ ⟨u2

shear⟩ ⟨u2⟩

Al80Mg20 21.8 23.1 -4.39 1.89 68.3 -1.72 1.54 68.1
Fe80Ni20 0.057 1.58 -4.41 0.0492 3.46 -1.37 0.032 2.12
FeNiCr 2.59 7.11 -14.1 0.296 18.1 -5.88 0.204 12.4

Table 1: Computed values of the
∑
α cα(εαd )2, A, B, and C terms for different alloys and corresponding contributions to the MSAD (see Eq. (18)).

The last column corresponds to the total predicted MSAD: ⟨u2⟩ = ⟨u2
iso⟩ + ⟨u

2
aniso⟩ + ⟨u

2
shear⟩.

(a) (b) (c)

Figure 5: Cross-correlation between εcell
1 and εcell

2 . Each dot represents a realization of a random alloy with average composition: (a) Al80Mg20
(b) Fe80Ni20 (c) equiatomic FeNiCr. The colors indicate the composition of the particular realization, showing the effect of this parameter on the
measured strains. The overall cross-correlations are indicated by correlation coefficients ρcell

d on each graph.

results are in accordance with previous atomistic cal-
culations [52] that show the wide distribution of misfit
volumes of Ni and Cr in an austenitic steel.

3.3. Atomistic MSAD

Figure 6: MSAD averaged over realizations of an equiatomic FeNiCr
alloy as a function of the number of unit cells along a side of the cubic
cell (Nlat) and the number of atoms in the cell (Nat). The dashed line
represents a fitted function of the form ⟨u2⟩∞ − Cste/Nlat .

The atomistic MSAD of a given atomic system is
computed using Eq. (1) after relaxing the atomic po-
sitions and the cell volume, using the average lattice of
the relaxed cell as a reference. However, as pointed out

in Ref. [33], the MSAD measured in a finite atomic sys-
tem depends significantly on the system size due to the
spatial correlations of the displacement field that dis-
play a long-range 1/r decay. Fig. 6 illustrates this ef-
fect in the case of an equiatomic FeNiCr alloy in cu-
bic cells of increasing size. Here Nlat denotes the num-
ber of unit cells along the side of the cell and Nat is
the corresponding number of atoms in the cell. For
smaller simulation cells, the distribution of MSAD ob-
tained with various configurations is wider, making it
more difficult to estimate the average value. To com-
pensate for this effect, the MSAD is averaged over
an increasing number of configurations in smaller cell
sizes (Nsim = 4096, 512, 64, 8 for Nlat = 5, 10, 20, 40).
With these settings, the standard error on the estimated
MSADs is independent of the cell size and the corre-
sponding error bars are smaller than the symbol size in
Fig. 6. As explained in Ref. [33], the MSAD converges
with the size of the cell as 1/Nlat. A simple non-linear
fit shown as a dashed line in Fig. 6 enables to extract the
MSAD for infinite systems, represented as a horizontal
line.

We note that the smallest simulation cell considered
here contains 500 atoms and underestimates the MSAD
by 17%. Extrapolating to simulation cells of size Nlat =

3 containing 108 atoms typical of DFT studies [13, 21,
23, 24, 53, 54], the error is as high as 30%.
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The slow convergence of the MSAD with the cell size
contrasts with the rapid convergence of A, B, and C (see
Appendix D). This is a consequence of the different
nature of both quantities: the MSAD results from the
long-range displacement fields of inclusions, explain-
ing the slow convergence with the system size. On
the other hand, estimating the parameters A, B, and C
only requires having large enough cells to explore the
statistically-relevant chemical environments.

We also note that the obtained value of ⟨u2⟩∞ = 1.63 ·
10−3 Å

2
found here for FeNiCr is within a factor 2 of

⟨u2⟩exp = 2.35 · 10−3 Å
2

(±0.04 · 10−3 Å
2
) measured by

X-Ray diffraction for an equiatomic FeNiCrMnCo alloy
[13]. We expect that the presence of Mn and Co adds
chemical complexity and therefore increases the value
of the MSAD compared to the ternary FeNiCr alloy.

3.4. Comparison between elastic and atomistic MSADs
for FeNiCr alloys

We now proceed with a comparison of the elasti-
cally predicted and atomistically computed MSAD in
the case of FeNiCr alloys. Following the methodol-
ogy detailed in section 3.3, we compute the value of
the MSAD in the limit of an infinite system from atom-
istic simulations. We compare in Fig. 7 this direct mea-
surement (blue symbols) to three predictions of the elas-
tic model: the isotropic version of Ref. [32] (green
squares), the current extended model (red squares) that
includes all terms, i.e. non-diagonal eigenstrain com-
ponents and environment-dependent contributions (red
squares) and a simplified version of the model, which
includes only the dilatational term and its fluctuations
(dashed red curve, with B = C = 0 and A , 0). The dif-
ference between the green and dashed red curves is thus
only due to the fluctuation of the isotropic dilatations.

As shown in Fig. 7, the full elastic model is close to
the atomistic MSAD over the entire composition range,
generally within 10 to 20% at most. This proves the
capability of the elastic model to represent accurately
lattice distortions in random concentrated alloys. This
successful comparison also constitutes an a posteriori
justification of the assumption embedded in Eq. (13)
that consists in decorrelating environment statistics with
occupancy variables.

Fig. 7 also reveals that the isotropic version of the
elastic model underestimates significantly the atomistic
MSAD. Comparing the prediction including (dashed
red) or not (green) dilatational fluctuations, we see that
the latter are very important and dominate over the size
mismatch, as already observed in the previous section.

On the other hand, only incorporating the A term
leads to an overestimation of the MSAD as compared

to the direct atomistic calculations. Indeed, for this sys-
tem, B < 0 for all compositions, which translates the
fact that ραd < 1 for some of the species. This reveals the
presence of anisotropic eigenstrain components (with
ε1 , ε2 , ε3) with different orientations depending
on the local environment. The influence of this type
of environment-dependent anisotropic eigenstrain ten-
sor can only be modeled accurately by accounting for
the interplay between the A and B terms.

In the case of FeNiCr alloys, the main contribution
to the MSAD comes from the fluctuations of the atomic
eigenstrains. The role of these fluctuations, although
discussed in the literature [10], is often neglected upon
numerical application. We see however here that de-
pending on the alloy considered, this term can play an
important role and should not be neglected without jus-
tification.

The differences between elastic and atomistic MSAD
can be attributed to factors that have been neglected to
keep the model analytically tractable: (i) the role of
chemical short-range interactions and (ii) the influence
of the elastic medium anisotropy, which is pronounced
in FeNiCr alloys.

The FeNiCr alloy presents the advantage of hav-
ing relatively homogeneous elastic constants and can
therefore be modeled as an elastically homogeneous
medium. This assumption, which is central to apply our
elastic model, is however not valid for all systems. We
discuss this assumption in detail in the following.

4. Results - Role of heterogeneous elastic constants

Spatial heterogeneities of elastic constants are diffi-
cult to include in elastic models, which then require
self-consistent formulations [36, 55]. However, there
is clear experimental evidence of fluctuations in the
atomic force constants of HEA [27, 28], which begs the
question of the influence of the elastic constants’ het-
erogeneities compared to the size mismatch. To answer
this question, we propose a model potential for a fic-
titious BCC binary system, called W − W̃. W denotes
tungsten, with interactions described with the EAM po-
tential developed by Marinica et al. [56] while W̃ de-
notes a fictitious atom species. We will see how to mod-
ify the W potential to model W̃ atoms that are bigger or
smaller and/or stiffer or softer than W with controlled
mismatches. We chose a BCC crystal because large
elastic modulus mismatches are met in BCC concen-
trated solid solutions. Tungsten is also convenient be-
cause of its elastic isotropy. However, the approach de-
tailed below applies to any element and any crystalline
structure.
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(a) (b)

(c) (d)

Figure 7: Comparison between the atomistic MSAD (circular symbols) and different versions of the elastic model (square symbols) for FeNiCr
alloys with different compositions of Ni: (a) 0% (b) 10% (c) 20% (d) 30%.

4.1. Model potential for a binary alloy

4.1.1. Expression of the potential
The original EAM potential is described by the fol-

lowing potential energy:

E(r1, ..., rN) =
N∑

i=1

∑
j>i

ΦW (ri j) + FW

∑
j,i

ρW (ri j)


 ,
(33)

where ΦW (r) is a pair potential between atoms of type
W, ρW (r) the effective electron density and FW the em-
bedding function. The modification of the EAM poten-
tial is performed by adjusting simultaneously the em-
bedding function and the pair potential with two param-
eters that we note αsize and αmodulus. They control re-
spectively the size and the elastic moduli of W̃ atoms
(αsize = 1 and αmodulus = 1 to recover the original W
potential).

Considering the expressions of the elastic constants
with EAM potentials [57], the elastic constants can be
rescaled by multiplying the total energy, and thus the
pair potential and the embedding function, by a factor
αmodulus. As a consequence, choosing αmodulus > 1 (resp.
< 1) makes W̃ stiffer (resp. softer) than W.

To change the size of W̃ atoms and therefore the asso-
ciated lattice constant, we can divide all distances by a
parameter αsize. However, this changes the equilibrium
atomic volume, which enters in the expression of the
elastic constants. To correct for this effect, both the pair
potential and the embedding function need to be mul-
tiplied by α3

size. Finally, the EAM potential associated
with element W̃ is described by the following functions:
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C11 [GPa] C12 [GPa] C44 [GPa]
Ta 266 158 87
Mo 450 173 125
W 533 205 163
V 232 119 46

Nb 253 133 31

Table 2: Elastic constants of some BCC metals taken from Ref. [59].

ΦW̃ (x) = α3
sizeαmodulusΦW (x/αsize)

ρW̃ (x) = ρW (x/αsize) (34)

FW̃ (ρW̃ ) = α3
sizeαmodulusFW (ρ)

The pair interactions between W and W̃ atoms are set
by averaging the parameters αsize and αmodulus:

ΦW−W̃ (x) = ᾱ3
sizeᾱmodulusΦW

(
x
ᾱsize

)

with


ᾱmodulus =

1 + αmodulus

2
ᾱsize =

1 + αsize

2

(35)

We also note that modifying the EAM potential as de-
tailed above results in variations of the cohesion energy
of the alloy. In particular, the energy associated with
W − W, W̃ − W̃ and W − W̃ bounds will be different
for αsize, αmodulus , 1. Therefore implementing a size
and/or a modulus mismatch will also introduce different
solute-solute interactions in the system, an effect that is
not accounted for in our elastic approach.

4.1.2. Range of variation of the size and elastic moduli
mismatches

For classical alloys, the Hume-Rothery law fixes at
15% the maximum size difference between atoms to al-
low for crystallization [58]. However, since it has been
shown that the Hume-Rothery law breaks down in some
BCC HEA [24], we will explore variations of αsize from
1 to 1.2.

There is no equivalent of the Hume-Rothery law for
the difference in elastic constants. But elastic constants
of the pure metals forming concentrated solid solutions
can vary greatly, in particular in BCC alloys. For exam-
ple, Ta-Mo, W-Mo, Ta-Nb, and V-W binary alloys and
their mixtures form BCC solid solutions across wide
composition and temperature ranges while presenting
large contrasts of elastic constants as shown in Tab. 2.
To mimic the contrast of elastic constants found in these

systems, we will explore variations of αmodulus between
1 to 2. This corresponds to an average modulus mis-
match parameter (defined in analogy with the size mis-
match parameter δ) between 0 and 0.5, the typical range
visited by BCC refractory multi-principal element al-
loys [20].

4.1.3. Lattice parameter and elastic constants of W−W̃

Figure 8: Average lattice parameter of W − W̃ alloys as a function of
the W̃ concentration with no modulus mismatch (αmodulus = 1) and
different size mismatches controlled by αsize.

To determine the properties of W − W̃ alloys, we first
build a family of binary potentials with no modulus mis-
match (αmodulus = 1) and a size mismatch between 0% to
20%, i.e. αsize from 1 to 1.2. We show in Fig. 8 the av-
erage lattice parameter of the random alloys plotted as a
function of the concentration of W̃. These results are ob-
tained after the relaxation of 2, 000-atom cells with the
target composition. For reasonable values of αsize < 1.1,
the lattice constant evolves linearly with the composi-
tion, i.e. the alloys follow Vegard’s law [60]. A devia-
tion from this linear behavior is obtained for large size
mismatches, which is attributed to non-linearities in the
interatomic potential that are visited because of atomic
displacements induced by the large size contrast.

In a second step, to characterize the effect of αmodulus
on the elastic constants, we build a family of poten-
tials where αmodulus ranges from 1 to 2, in two cases:
no size mismatch (αsize = 1) and a size mismatch of
5% (αsize = 1.05). We show in Fig. 9 the evolution
of the average shear modulus as a function of the con-
centration in W̃. The reference value for pure W is
µW = 160.9 GPa, whereas the value obtained for pure
W̃ is by construction given by µW̃ = αmodulusµW , with
both αsize = 1.0 and 1.05. The situation is more compli-
cated in the case of the W − W̃ alloys: in absence of size
mismatch (Fig. 9(a)), the elastic constant increases close
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(a) (b)

Figure 9: Shear modulus of W − W̃ alloys as a function of the W̃ concentration for different modulus mismatches controlled by the αmodulus
parameter. Two size mismatches are considered: (a) αsize = 1 (i.e. no size mismatch) and (b) αsize = 1.05.

to linearly with composition, especially for the smaller
values of αmodulus. When a size mismatch is included
(Fig. 9(b)), the elastic modulus no longer varies linearly.
This is probably again due to non-linear effects induced
by the introduction of both αsize and αmodulus , 1: the
atomic displacements resulting from introducing a size
mismatch may be affected by the elastic constant of the
alloy.

4.2. MSAD with homogeneous elastic constants

We first consider the case of homogeneous elastic
constants (αmodulus = 1) and investigate the role of αsize
on the MSAD and how it is reproduced by the elastic
model. For different values of αsize ranging from 1.01
to 1.075, we compute the elastic constants of the alloy
and the parameters A, B, and C of the elastic model as
detailed in Section 3.2, employing simulation cells con-
taining 2, 000 atoms populating a BCC lattice. Because
the EAM potential for W − W̃ is built to only include
a size misfit, the influence of the terms B and C are
negligible as compared to A, which itself is dominated
by the size effect and not the fluctuations. Using Veg-
ard’s law, the eigenstrains associated to W and W̃ are ex-
pected to be respectively εW ≃ −cW̃ (αsize − 1) and εW̃ ≃

(1− cW̃ )(αsize − 1), such that A ≃ (αsize − 1)2cW̃ (1− cW̃ ).
For reasonable values of the size misfit αsize ≤ 1.05, the
values of A found numerically fall within 25% of this
estimate. The discrepancy increases with the size misfit
due to non-linear effects modifying this simple scaling.

As presented in Figs. 10a, 10b and 10c, when the
size mismatch is typically ≤ 5%, the elastic model pre-
dicts accurately the atomistic MSAD. Both follow the
parabolic dependence on composition and scale with

the square of the size mismatch as expected from Ve-
gard’s law. The model slightly overestimates the atom-
istic MSAD, which could be due to the fact that the pa-
rameter αsize affects the cohesion energy of the crystal,
through the α3

size factor in Eqs. (34-35) and therefore in-
troduces different energies for different types of bonds.
Such ”chemical” effects might have an additional influ-
ence on the MSAD that is not incorporated in the elastic
model.

On the other hand, going beyond about 5% of size
mismatch, the elastic model underestimates the value
of the atomistic MSAD (see Fig. 10d), especially for
low contents of W̃ in the alloy. For high values of the
size mismatch, atomic displacements are larger, which
might induce non-linearities. In particular, for low con-
tents of W̃, most bonds are in compression, where these
non-linearities are stronger. In the following, to avoid
non-linearities, we consider αsize = 1.05 to probe the in-
fluence of the elastic modulus mismatch on the MSAD.

4.3. MSAD with heterogeneous elastic constants
To test the effect of heterogeneous elastic constants

on the MSAD, we perform a series of calculations at
fixed αsize = 1.05 Å

2
with αmodulus varying from 1.1 to

2. The elastic constants and the parameters of the elastic
model are computed as explained previously. Again,
we find that A ≫ B,C, such that the MSAD estimated
with the elastic model is dominated by the size contrast
between W and W̃ atoms.

Fig. 11 displays the MSAD obtained for different val-
ues of αmodulus from atomistic calculations (blue cir-
cles) and from the full elastic model (red squares). In
Figs. 11a and 11b, the elasticity mismatch is respec-
tively 10% and 20%, which can be considered as low
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(a) (b)
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Figure 10: MSAD of W − W̃ alloys computed using atomistic simulations (blue circles) or the elastic model (red squares) as a function of the W̃
concentration in W-W̃ alloys. Different size mismatches are considered: (a) αsize = 1.01, (b) 1.025, (c) 1.05, (d) 1.075 with no modulus mismatch
(αmodulus = 1). Confidence bounds are shown as colored areas.

to moderate. In these cases, the MSAD obtained from
atomistic simulations is not much affected, remain-
ing close to the case with only a size mismatch (see
Fig. 10c), and the elastic model is in good agreement
with the atomistic calculations across the composition
range. This comes as a confirmation of the validity of
the elastic model for systems presenting low to moder-
ate elastic heterogeneities.

However, we see in Figs. 11c and 11d that when the
elastic constant mismatch is 50% or 100%, the MSAD
obtained from atomistic calculations increases signifi-
cantly. It is interesting to note that for αmodulus = 2, the
values of the MSAD are approximately doubled com-
pared to αmodulus = 1 (see Fig. 10c). This suggests a
linear scaling discussed below.

On the other hand, the values of the MSAD obtained
from the elastic model do not vary significantly with
αmodulus: the peak value of the predicted MSAD remains

⟨u2⟩ ≃ 1.5 · 10−3 for all the values of αmodulus. Indeed,
Eq. (18), derived with the assumption of homogeneous
elastic constants, depends on Poisson’s ratio ν but not
on the shear modulus µ of the average alloy. We find
that ν (and therefore the MSAD) depends only weakly
on the value of αmodulus.

5. Discussion and conclusion

5.1. Environment-dependent anisotropic eigenstrains

We introduced an elastic model to estimate the
MSAD in concentrated random alloys, by modeling the
atoms as Eshelby inclusions embedded in a continuous
elastic medium. This kind of elastic framework is at the
basis of strengthening models of random concentrated
alloys [10, 61, 62]. It is particularly attractive for al-
loy design since it is computationally inexpensive and
allows to screen large compositional domains [63, 64].
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Figure 11: MSAD of W − W̃ alloys computed using atomistic simulations (blue) or the elastic model (red) as a function of the W̃ concentration.
Different modulus mismatches are considered: (a) αmodulus = 1.1, (b) 1.2, (c) 1.5, (d) 2.0 for a given size mismatch (αsize = 1.05). Confidence
bounds are shown as colored areas.

For this specific goal, atoms of different natures are rep-
resented as purely dilatational inclusions and are char-
acterized by a single misfit volume. The same assump-
tions can be used to yield a simple prediction of the
MSAD in concentrated alloys (see Eq. (19)), which has
been shown to compare well with atomistic calculations
in simple systems such as AlMg alloys [32]. But ef-
fects other than a size mismatch can affect the MSAD,
as shown here.

We considered in this work the MSAD, which is
straightforward to measure atomistically, although one
should be careful about cell size effects as illustrated in
Fig. 6. Our strategy was to employ the MSAD as a prob-
ing tool to assess the assumptions of the elastic model,
assuming that the present conclusions also apply to solid
solution strengthening since it was shown both experi-
mentally [13] and theoretically [62] that the magnitude
of solute strengthening is directly related to the magni-

tude of the MSAD in random concentrated alloys.
In the present work, we relaxed some assumptions

of the initial elastic approach by modeling each atom
as an anisotropic eigenstrain tensor that varies depend-
ing on the local chemical environment. We obtained
an improved prediction of the MSAD of complex al-
loys. Through a systematic study of a fictitious model,
we found that the elastic model predicts accurately the
MSAD for size misfits up to about 5 % and elastic mod-
ulus misfits up to about 25 %. Moreover, in the case
of FeNiCr alloys that have a relatively small size misfit,
we have shown that the fluctuations of the atomic eigen-
strains with the local environment give rise to the main
contribution of the MSAD. Likewise, we expect these
fluctuations to play an important role in solute strength-
ening.

Environment-dependent fluctuations emerge from
mixing elements of different natures and cannot be cap-
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tured by simplifying the problem and considering atoms
embedded in an effective average-atom model [65]. As
such, the environmental fluctuations can be seen as a
”cocktail effect” emerging from the synergy between
the alloy components. This cocktail effect was first
mentioned in the seminal literature on high entropy al-
loys [1, 2, 66] as one of the core effects in high entropy
alloys. Its influence on strengthening later became con-
troversial because of the lack of experimental evidence
and the success of solid solution models that neglect
this contribution [10, 61]. However, there is now clear
experimental evidence of wide fluctuations in medium-
and high-entropy alloys. In particular, Sohn et al. [67]
have shown that replacing Cr with V in an equiatomic
CrCoNi alloy not only brings a significant size effect at-
tributed to the large atomic size of V but also introduces
larger fluctuations in the bond lengths of Co-Co and Co-
Ni and Ni-Ni bonds. Similarly, Tong et al. [23] com-
pared the amplitude of lattice distortions in Ni80Pd20
and equiatomic FeCoNiCrPd and revealed the role of ”a
synergetic effect of chemical complexity” on the wide
distribution of atomic bonds in the FeCoNiCrPd HEA.
The resulting fluctuations in local lattice distortions may
explain why dilute alloys, which do not show fluctu-
ations since solutes mostly see the same matrix envi-
ronment, have a lower yield strength than HEAs even
when they have comparable size mismatch parameters
[43, 68].

We note that the strengthening model proposed
by Varvenne et al. [10] incorporates the effect of
environment-dependent size misfits but neglects their
contribution when applying the model to specific sys-
tems. The methodology proposed in Section 2.3 offers
the possibility to estimate the magnitude of these fluctu-
ations by the means of atomistic calculations. Such sim-
ulations are easily performed with classical interatomic
potentials and are not out of reach of ab initio calcula-
tions as shown in Appendix D. Estimating the magni-
tude of environment-dependent fluctuations and apply-
ing the model of Varvenne et al. [10] would allow to es-
timate their influence on strengthening, in particular in
systems where experimental observations contradict the
prediction of elastic models. For example, Thiel et al.
[69] have shown that the yield stress of (AuNiPdPt)1−x

Cux alloys decreases with x while Varvenne’s model
predicts the opposite if the environment-dependent con-
tribution is neglected.

In addition, using ab-initio calculations would allow
to explore more systems and would enable to incorpo-
rate additional effects such as magnetism that can play
an important role in random alloys [70].

Another strategy to investigate the role of

environment-dependent eigenstrains in strengthen-
ing is to employ a dislocation dynamics framework.
In this context, we plan to investigate the role of these
fluctuations on the amplitude and correlations of the
stress fields [32, 33] and use these statistical properties
to investigate dislocation dynamics in a correlated
stress environment [62].

5.2. Influence of elastic constant mismatch

Figure 12: MSAD rescaled by 1/(1− αsize)2αmodulus, computed using
atomistic simulations for different W − W̃ alloys.

The results discussed in Section 4 show that the con-
trast of elastic constants between components of an al-
loy also contributes to the MSAD, although it is not ac-
counted for in elastic models.

It is valuable to investigate the relative effect of both
size and modulus mismatch parameters on the MSAD.
Fig. 12 displays the atomistic MSAD reported in Fig. 10
and 11 rescaled by the product (1 − αsize)2αmodulus. It
shows a satisfactory collapse of the data on a master
curve of the type ⟨u2⟩ ∼ (1 − αsize)2αmoduluscW̃ (1 −
cW̃ ) shown with a dashed line. Deviations from this
parabolic ideal curve are attributed to non-linear effects
emerging when the size parameter αsize ≥ 1.05. As
mentioned above, the quadratic scaling with the size
mismatch is expected from the elastic model, but the lin-
ear scaling with αmodulus was rather unexpected and can
not be derived from the elastic model presented here.

This scaling can be qualitatively compared with sem-
inal strengthening models. Indeed, the effect of elastic
constant mismatch and lattice mismatch was incorpo-
rated in the early strengthening models [7, 8] as well
as in more recent approaches [9] through an effective
misfit parameter

(
η2

i + Aδ2i
)1/2

where δi = 1
alat

∂alat
∂ci

and

ηi =
1
µ
∂µ
∂ci

correspond respectively to the size and elas-
tic mismatch contributions and A is a constant gener-
ally adjusted on experimental data. The effective misfit
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parameter is thus a geometric average of both effects,
while the scaling evidenced in Fig. 12 is multiplicative.
At this stage, such comparison remains qualitative as
the MSAD is only an indirect measure of solid strength-
ening.

As shown in Section 4, our elastic model does not
reproduce the MSAD in alloys with strong misfit con-
trasts because it relies on an assumption of homoge-
neous elasticity. Overcoming this limitation appears as
desirable as challenging. Indeed, solving for the elastic
equilibrium with elastic inclusions and heterogeneities
is a non-linear problem [36]. While efficient numerical
methods have been developed [36, 55], a close-packed
analytical solution to this problem still seems out of
reach.
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[37] W. G. Nöhring, W. A. Curtin, Correlation of microdistortions
with misfit volumes in high entropy alloys, Scripta Materialia
168 (2019) 119–123.

[38] C. Varvenne, G. P. M. Leyson, M. Ghazisaeidi, W. A. Curtin,
Solute strengthening in random alloys, Acta Materialia 124
(2017) 660–683.

[39] G. D. Samolyuk, Y. Osetsky, G. M. Stocks, J. Morris, Role
of static displacements in stabilizing body centered cubic high
entropy alloys, Physical Review Letters 126 (2021) 025501.

[40] A. F. Bower, Applied mechanics of solids, CRC press, 2009.
[41] T. Albaret, A. Tanguy, F. Boioli, D. Rodney, Mapping between

atomistic simulations and eshelby inclusions in the shear defor-
mation of an amorphous silicon model, Physical Review E 93
(2016) 053002.

[42] P. Billingsley, Probability and measure, John Wiley & Sons,
2008.

[43] K.-H. Lin, C.-M. Tseng, C.-C. Chueh, S.-Y. Chang, Y.-C. Lo,
C.-C. Wang, S.-J. Lin, J.-W. Yeh, Different lattice distortion
effects on the tensile properties of Ni-W dilute solutions and Cr-
FeNi and CoCrFeMnNi concentrated solutions, Acta Materialia
221 (2021) 117399.

[44] M. Schneider, G. Laplanche, Effects of temperature on mechan-
ical properties and deformation mechanisms of the equiatomic
CrFeNi medium-entropy alloy, Acta Materialia 204 (2021)
116470.

[45] X.-Y. Liu, J. B. Adams, Grain-boundary segregation in Al–
10% Mg alloys at hot working temperatures, Acta Materialia
46 (1998) 3467–3476.

[46] G. Bonny, D. Terentyev, R. Pasianot, S. Poncé, A. Bakaev, In-
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atom interatomic potential for random alloys, Physical Review
B 93 (2016) 104201.

[66] J.-W. Yeh, Recent progress in high entropy alloys, Annales De
Chimie - Science des Materiaux 31 (2006) 633–648.

[67] S. S. Sohn, A. Kwiatkowski da Silva, Y. Ikeda, F. Körmann,
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Appendices

Appendix A. Displacement field outside an inclu-
sion

The elastic displacement field u(r) =

[u1(r), u2(r), u3(r)] outside a spherical inclusion
characterized by an eigenstrain tensor [εα1 , . . . , ε

α
6 ] can

be written as the sum:

uk(r) =
6∑
i

εαi fik(r) (A.1)

where the elastic functions fik(r) = fik(x, y, z) can be
found in Ref. [35, 40] and are reported below:

f11 =
3vat x
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−

a2x2
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3a2 + 5x2
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f51 =
3vatz

4π(1 − ν)

( 1
15R5 (3a2 − 5R2)

+
x2

R7 (R2 − a2) +
2(1 − ν)

3R3

)

f61 =
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( 1
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2(1 − ν)

3R3
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,

with
R2 = x2 + y2 + z2

Elastic functions fi2(x, y, z) and fi3(x, y, z) are ob-
tained by circular permutations.

Appendix B. Displacement field around a solute
atom.

To assess the validity of the elastic description
of atomistic systems, we compare the displacements
around a misfitting solute atom with the elastic ana-
lytical solution. For simplicity, we focus on the W-
W̃ system introduced in section 4 where W̃ atoms are
characterized by a positive volume misfit with respect
to W. In particular, different values of αsize (αsize =

1.01, 1.025 and 1.05) corresponding to different atomic
volume misfits between the components of the alloy,
were considered while we used αmodulus = 1 to maintain
the same elastic constants between W and W̃. A W̃ atom
is introduced in a large cubic cell containing 432000
W atoms. The atomic system is then relaxed follow-
ing the procedure described in section 3.1. The atomic
displacements around the W̃ atom can be compared to
the elastic solution detailed in Appendix A. Because of
the symmetry of the simulation cell, the eigenstrain ten-
sor characterizing the W̃ atom is necessarily diagonal
and characterised by a dilatational eigenstrain denoted
ε. The displacement field around such inclusion is ra-
dial and reduces to:

u(r) = ε
vat

4π
1 + ν
1 − ν

1
r2 (B.1)

Fig. B.13 compares the atomic displacements ob-
tained from atomistic calculations with the analytical
solution of Eq. (B.1). For the different values of αsize,
the atomistic displacements match well the analytical
solution, especially at long-range. The differences ob-
tained for short distances can be explained by the non-
linearities of the interatomic potential and by the dis-
crete nature of the atomic lattice, that contrasts with
the isotropic elastic medium considered in the elastic
model.

Appendix C. Geometrical sums for BCC and FCC
lattices

The expression of the MSAD in Section 2.2 involves
geometrical sums that need to be computed numerically.
We provide below their values for BCC and FCC lattices
in the limit of infinite systems. For a BCC lattice with
distances scaled by the lattice parameter, we have:

N∑
n=1

1
R4

n
≈ 40.25

N∑
n=1

1
R6

n
≈ 29.05

N∑
n=1

1
R8

n
≈ 32.73

(C.1)
N∑

n=1

R′4n
R8

n
≈ 8.847

N∑
n=1

R′4n
R10

n
≈ 7.193

N∑
n=1

R′4n
R12

n
≈ 8.747
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Figure B.13: Atomic displacements around an isolated W̃ atom in a W
crystal with different choices of volume misfit. The continuous lines
represent the analytical elastic solution.

with R′4n defined by:

R′4n = x2
ny2

n + x2
nz2

n + y2
nz2

n (C.2)

For a FCC lattice:

N∑
n=1

1
R4

n
≈ 101.4

N∑
n=1

1
R6

n
≈ 115.6

N∑
n=1

1
R8

n
≈ 204.8

(C.3)
N∑

n=1

R′4n
R8

n
≈ 21.92

N∑
n=1

R′4n
R10

n
≈ 27.05

N∑
n=1

R′4n
R12

n
≈ 49.59

Appendix D. Convergence of A, B, and C with cell
size

From Section 2.3.2, we expect that the relative error
on the terms A, B, and C should not depend on the sys-
tem size. We checked this through direct atomistic cal-
culations in the case of equiatomic FeNiCr. The result

is shown in Fig. D.14 from 4, 000 cubic simulation cells
of different sizes.

The use of a 32-atom cell (2 × 2 × 2 cubic unit cells)
constrains the second-nearest neighbors because of the
periodic boundary conditions. Therefore, it does not al-
low for the exploration of all the possible neighboring
environments and results in biased estimates of A, B,
and C.

For cells containing at least 108 atoms, the estimated
values of A, B, and C correspond to the limit for large
cells, and no significant size effect is observed. It also
shows that estimating A, B and C is not out of reach
of ab initio calculations: performing 100 simulations
containing 108-atoms and making use of symmetry ar-
guments would enable to compute A, B, and C with an
acceptable uncertainty.

Figure D.14: Convergence of the A, B, C terms with simulation cell
size for an equiatomic FeNiCr alloy. The cell size is expressed as a
function of the number of atoms (Nat) (top horizontal axis) and the
number of unit cells along a side of the cubic cells (Nlat) (bottom
horizontal axis). The error bars associated to the standard error on
A,B and C are smaller than the symbol size. The dashed lines are the
values obtained in large simulation cells containing 4, 000 atoms.
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