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Abstract: 3D laser imaging technology could allow visualizing objects hidden in turbid water.
Such a technology mainly works at short distances (<50 m) because of the high attenuation of
light in water. Therefore, a significant part of the scattering events from the water column is
located out of the optical depth of field (DoF), which could induce optical blur on images. In this
study, a model is proposed to represent such an optical blur, based on geometric optics. The
model is then implemented in a Monte-Carlo scheme. Blur significantly affects the scattered
signal from water before the DoF in monostatic conditions, but has less impact in bi-static
conditions. Furthermore, it is shown that blur enables a very large variance reduction of 2D
images of objects situated within the DoF. Such an effect increases with the extinction coefficient.

© 2023 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

The ocean represents a key environment for many purposes: telecommunication by submarine
infrastructures [1], oil transport by pipelines [2], inspection of resources like hydrocarbons [3]
and minerals [4]. It is therefore crucial to detect and localize objects of different composition,
size and shape, accurately using sensors that could be adapted to autonomous underwater vehicles
(AUV) [5]. Underwater acoustics sensing has successfully been used for applications likes oil
plumes inspection, seabed mapping [6] and 3D reconstruction [7]. Single beam and side-scan
sonars are not able to resolve vertical features [8]. Multi-beam sonars enable 3D imaging with a
fair resolution but are generally power consuming. On the other hand, underwater active optical
sensing is a relevant discrete embeddable technology to detect and localize an object hidden in
turbid water [9]. Such a technology can be based either on triangulation, 2D flash or 3D Time of
Flight (ToF) sensors. Triangulation techniques provide very good depth accuracy (<1 mm) or a
short range (<2.5 m For higher range, 2D flash and 3D sensors are more accurate [10,11] but
these technologies mainly work at moderate distances (<50 m) because of the high attenuation
of light in water. 2D flash allows a powerful filtering of the light backscattered from the turbid
water [12] and therefore provides a 2D image of a given plane of interest. 3D technologies are
based on a matrix sensor [13] or on a scanning system [14,15].

This study focuses on a 3D sensor based on a matrix of independent telemeter, namely a Single
Photon Avalanched Diode (SPAD), coupled with a Time Digital Convertor (TDC). The detector
is triggered with a pulsed laser. Each pixel detects only one photon per laser pulse and returns
a timing or range distance. Such a system requires the integration upon several laser pulses to
rebuild the 3D scene. For the case of high water turbidity and/or for a far target of interest, the
photons collected by the pixels mostly consist of photons that have been scattered by the water
column rather than the target. The optimization of the laser power and the temporal gate driving
the sensor is therefore required. Two-dimensional (2D) laser gated sensors typically use short
temporal gates (1-5 ns), which can be adjusted precisely on the target of interest as far as the
distance of the object is known. The 3D sensors usually work with longer temporal gates, which

#491860 https://doi.org/10.1364/OE.491860
Journal © 2023 Received 28 Mar 2023; revised 26 Jun 2023; accepted 26 Jun 2023; published 24 Jul 2023

https://orcid.org/0000-0003-4157-7693
https://doi.org/10.1364/OA_License_v2#VOR-OA
https://crossmark.crossref.org/dialog/?doi=10.1364/OE.491860&amp;domain=pdf&amp;date_stamp=2023-07-24


Research Article Vol. 31, No. 16 / 31 Jul 2023 / Optics Express 26195

allow both a full reconstruction of the object and its detection without any a priori knowledge
of the sensor-target distance. However, such a longer temporal gate implies the integration of a
higher amount of scattered light from the water column that is in-between the sensor and the target.
For the case of short distance underwater imaging (<50 m), a large part of the scattering events
could be located outside the Depth of Field (DoF). As a result, the evaluation of target and water
scattering magnitudes is not straightforward and blur effects must be taken into consideration.

In this paper, the impact of blur on 3D laser imaging is investigated. A semi-analytical Monte-
Carlo model [16] that is combined with a basic blur analytical model is described. Monte-Carlo
simulations enable to statistically rebuild the signal for any system / scene configuration. It has
been proved useful in a wide range of applications such as the estimation of the impact of multiple
scattering in the atmosphere [17–19], in turbid water [20–22] and for seabed mapping [23].

The model is then applied to a Proof of Concept (PoC) of a 3D laser imaging device developed
at ONERA institute (France). The paper is organized as followed. The blurred-Monte Carlo
scheme is described Section 2. Then, the relevant optical parameters that are used to describe
both the imaging device and the water turbidity are outlined Section 3. The impact of blur on the
signal backscattered from the water column and from the scene is discussed Section 4.

2. Method

2.1. Analytical description of the blur

A target located at a distance L rom an imaging device of focal length f ′ is considered. The tuning
of the focus on this plane of interest requires placing the sensor at a distance x = f ′2/(L − f ′)
rom the focal plane as shown Fig. 1. A scattering event at a shorter distance l<L equires a
sensor at a distance y = f ′2/(l − f ′) >x rom the focal plane to get the optimal focus. A classical
geometrical approach leads to express the blurry circle diameter B as follows (Eq. (1)):

B =
y − x
f ′ + y

×
f ′

NA
(1)

where NA is the numerical aperture, f ′/ NA is the equivalent collection aperture diameter, and
x, y, f ′ are positive numbers. While l decreases from L to 0, B will increase from 0 (blurry circle
reduced to a point) to f ′/ NA

Therefore, a scattering event that occurs on the target plane, or within the Depth of Field
(DoF), reaches only one pixel of the sensor. The collected flux outside the DoF generates a blurry
circle on the focal plane. The photons that are initially dedicated to one pixel are “diluted” over
several pixels thus leading to a large decrease of the signal per pixel. A pixel that is located at the
center of the sensor will not be significantly impacted as this dilution effect can be compensated
by the dilution of its neighbors. A pixel that is located at the edge of the sensor undergoes a
flux migration out of the Field of View (FoV). Conversely, a photon outside the FoV can now
contribute to the total signal since a scattered point source creates a blurry circle on the focal
plane that may intersects the sensor.

For largely off axes scattering events, a cutoff angle (Angle of View - AoV) above which the
light is not transmitted toward the detector is introduced (Fig. 2). Such an angle, which differs
from the FoV, is required for an accurate estimation of the collected scattered flux coming from
out of the DoF and FoV. Note that AoV is independent of the sensor size contrary to FoV. It
should be highlighted that a partial detection occurs when the scattering event happens outside
the DoF within the AoV.

Imaging optics are typically designed for a specific sensor because it remains difficult to cover
large incidence angles while maintaining optimal properties such as stigmatism and Point Spread
Function (PSF). As an example, fish eye lenses show a very large acceptance angle but a poor
resolution. As a result, the Angle of View of commercial camera is generally designed to be
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Fig. 1. Scheme for the modelling of blur effects. The focus at a distance L (orange) is
carried out by placing the sensor at a distance x from the focal plane. Any hydrosols that are
outside the DoF (blue) are not conjugated with the sensor, thus resulting in the occurrence
of blur.

Fig. 2. Illustration of Angle of View (AoV), Field of View (FoV) and Depth of Field (DoF).
The full detection is achieved within the FoV and DoF (referred using *). A partial detection
occurs within the AoV outside the DoF (**). There is no detection outside the AoV nor
outside the FoV within the DoF range (***).

slightly larger than the Field of View and AoV is rarely documented by manufacturers. Yet, the
accurate modelling of blur effects requires knowledge of AoV as it directly drives the magnitude
of collected scattered flux from the water column that is outside the DoF. The estimation of AoV
of a given commercially available optical device is performed Section 3.3. The blur model and
AoV are now implemented in a numerical Monte Carlo scheme here.

2.2. Monte-Carlo photons model accounting for blur and angle of view effects

A detailed description of the photon scattering Monte Carlo modelling approach is provided in
[24]. An overview of the model is presented in this section. The photons are initialized based
on a Gaussian profile. The configuration can be either monostatic, which means that the laser
and the camera are collocated and the baseline is equal to zero, or bi-static, which means that
the laser and the camera are located in separate positions for which the distance is equal to
the baseline. More details about the monostatic and bi-static configurations could be found in
[25]. For a bi-static configuration, the initial direction of the photon is set such that the center
of the laser beam intersects the center of the Field of View at the plane of interest. The first
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interaction distance is randomly fixed using the extinction coefficient Kext and the Beer Lambert
law. Then, the albedo of the turbid water is the parameter that contributes to make the decision
whether the interaction between the photon and the medium is either an absorption process or
a scattering event. If the photon is scattered, the phase function and its associated cumulated
function distribution are used to randomly determine the scattering angle. The photon can then
undergo multiple scattering events. If the plane of interest is reached, the photon is backscattered
using a Lambertian law and its magnitude is multiplied by the local albedo of the scene.

For each scattering event from the water column or from the target surface plane, the analytical
flux that is backscattered toward the detector is computed by considering the extinction of light
over the remaining propagating distance and the angle of the last scattering event. The analytical
flux is calculated only if the scattering event occurs inside the AoV domain. Then, the blurry
circle diameter B is computed based on Eq. (1). The energy that is initially dedicated to a unique
pixel is now diluted on various Npix pixels with Npix = πB2/4Spix where Spix is the surface of
one pixel. Each scattering event in the DoF is associated to a unique pixel, thus the DoF area
is defined by Npix ≤ 1 For Npix>1 the impacted pixels (inside the blurry circle) are looked-up
within the sensor. The collected energy is then diluted by 1/Npix for each impacted pixel.

The detection event is then incremented in a given temporal bin according to the corresponding
global travel time. The overall result is a cube tensor that is characterized by two spatial
coordinates and one temporal dimension. Low water turbidity conditions imply not much
scattering events from the water column. A photon is thus only retrieved in the temporal bin
corresponding to a round trip to the plane of interest. A multiple scattering coupling between
the water column and the target of interest occurs with increased turbidity; the correspondence
between the travel time of the photon and the distance might be lost.

The next step of the modelling process consists in a temporal convolution of the 3D temporal
signal (the cube tensor) with the temporal resolution of our device. The temporal resolution
depends on the laser pulse duration, on the clock frequency of our camera and on additional
internal jitters of the trigger scheme. At that stage, the full wave information is available for
each pixel. An additional random scheme is required to reproduce the single photon statistics
of the SPAD and thus, to obtain a typical experimental data set. Note, however, that such a
photon-counting scheme was not used in this study since the information contained within the
full wave received by the pixels is sufficient to study the impact of the blur.

3. Relevant optical parameters for the Monte Carlo model

3.1. Optical properties of the water constituents

The optical properties of the water constituents that are required for the Monte-Carlo numerical
scheme are derived from the radiative transfer model OSOAA [26,27]. Such a model is able
to simulate the propagation of the light from the top of atmosphere to the bottom of the
ocean (and vice-versa) within a coupled atmosphere-ocean system that includes a rough air-sea
interface. In the current study, only the modules of the OSOAA model that provide the optical
properties (absorption and scattering coefficients) of the water constituents, namely pure seawater
and mineral-like particles are used. The optical properties of pure seawater are known from
theory [28,29] while the extinctions coefficients and phase function of mineral-like particles
are determined using Mie theory [30,31] based on the refractive index, the size distribution
and the concentration of particles. The value of refractive index relative to water used here
is 1.18. The size distribution is assumed to follow a standard Junge power law [32] using a
slope coefficient value of 4, that is representative of oceanic conditions [33]. The mineral-like
particles concentration was varied from 0.02 to 8 mg/m3 to provide a relevant range of extinction
coefficient Kext ∈ 0.05− 1.32 m−1 resulting in an optical depth range of 0.25− 7.6 for a round trip
of 1 m. The overall phase function of the turbid water is mostly influenced by that of mineral-like
particles since pure seawater molecular phase function is fairly isotropic. Thus, the overall phase
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function shows a peak in the forward direction (i.e., scattering angles near 0°). About 50% of
the flux is scattered from a scattering angle ranging from 0° to 15°. The modelling of peaked
phase functions by a Monte Carlo approach remains a challenging numerical task due to the
rapid variations of the phase function with respect to the scattering angle near 0°. To correctly
model the phase function in the forward peak (i.e., scattering angle near 0°), a reverse-sampling
method was used [34]. Such a method consists in searching, based on a numerical optimization
process, a set of scattering angles {θrsi }i∈[1,Nangle] such as the integrated phase function (i.e., the
cumulated distribution function) between two angles is constant. In addition, the number of
scattering angles used is high, namely Nangle = 2000 to make the sampling optimal.

3.2. Description of the PoC

A submersible Proof of Concept (PoC) of a laser imaging device was developed at ONERA
institute (France). Such a PoC is used here to estimate the magnitude of blur effects on the
temporal signal as most of the optical parameters are well documented. The PoC is based on a
POLIMI 32 × 32 SPAD [35]. The laser is triggered on a green pulsed HORUS laser. The SPAD
camera is mounted on a Yamano remote controlled zoom. Therefore, the focus, field of view and
numerical aperture can be fine-tuned during the image acquisition under operational conditions
(prototype in immersion phase). Laser light is brought to the medium using an optical fiber. The
laser divergence is tunable with a translated lens. The optical parameters that characterize the
laser imaging device are reported in Table 1. The Field of View is the ratio between the sensor
diagonal Di and the focal length f ’ as follows (Eq. (2)):

FOV = 2 × atan
(︃

Di
2f ′

)︃
(2)

Table 1. Optical parameters that characterize the laser imaging device.
The baseline is defined as the emitter-receiver distance; the laser

divergence is provided here for the air medium and the water refractive
index is taken into account for underwater imaging; the numerical

aperture is the ratio of the focal length to the diameter of the diaphragm.

Working distance 5 m Numerical Aperture (NA) 1.6 − 16

Baseline 0.14 m Laser divergence 1◦−10◦

Pixel size 150 µm Pulse energy 3 µJ

Sensor diagonal 6.8 mm Pulse duration 0.9 ns

Focal length 10 − 170 mm Repetition rate 10 kHz

3.3. Estimation of the AoV

A large sensor, namely the VOXTEL 256*256 pixel [36], has been used to evaluate the AoV of
the zoom of our device. The zoom can be mounted either on the POLIMI or on the VOXTEL.
The VOXTEL diagonal size is 10.9 mm (versus 6.8 mm for the POLIMI Table 1), and thus
allows probing incidence angles that are not accessible by the well adapted POLIMI. Fig. 3 shows
images which are obtained using VOXTEL sensor over various focal lengths. Figure 3(a)-(b) are
limited by PoC’s windows that are located 1 cm in front of the entrance of the zoom. The dark
part of the image (on the 4 corners) does not significantly vary for Fig. 3(c)-(f). The variation of
AoV thus appears to be linearly related to that of FoV. AoV parameter k is therefore defined as
follows (Eq. (3)):

k =
AoV
FoV

(3)

If k is greater than 1, a given zoom will be adapted to a given sensor. The dark part of the
images Fig. 3(c)-(f) lead to the estimation k = 0.8 for the Yamano zoom combined with the
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VOXTEL camera. The corresponding value of k for the well adapted POLIMI is then evaluated
k = 10.9

6.8 × 0.8 = 1.4.

Fig. 3. Acquisition of images using the VOXTEL 256× 256 pixel camera for focal lengths
that vary from 9 mm to 169 mm. The target is located at a distance of 3.75 m from the
camera. The measurements were carried out for an ambient room light.

Laser imaging requires the use of an interferometric filter centered one the laser wavelength
and mounted on the entrance face of the projective optics to decrease the influence of background
light [37,38]. Off axes incident beam impinging on the filter undergoes a larger filter thickness,
thus resulting in a blue shift of the transmission spectra. This spectral shift increases with the
incidence angle [39]. If the shift is larger than the filter bandwidth, the scattered beam will not
reach the detector thus leading to the consideration of an additional AoV that is intrinsic to the
interferometric filter. Laser images were acquired with and without the presence of the filter
(Fig. 4); the angular transmission of the filter is measured using a 9 mm focal length. The filter
component Edmund Optic EDM/84-114 (λ= 527 nm FWHM= 20 nm) is used. An AoV of 30° is
determined which is in good agreement with Fabry Perot calculation [40] that provides a value of
32°. For larger focal lengths, the AoV and FoV of the zoom decrease while the AoV of the filter

Fig. 4. Laser images acquired (a) without and (b) with filter; (c) laser angular transmission.
The laser angular transmission is based on a horizontal line from the two images ratio. A
three-points moving average was used to reduce oscillations due to the scene inhomogeneity.
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is constant. Therefore, the AoV is dominated by the zoom for focal lens larger than 20 mm. Such
a consideration is only true for our device PoC and its large filter band of 20 nm For daylight
atmosphere applications, narrower filters might be required and the angular acceptance of the
filter might significantly decrease and then drives the total AoV.

4. Results and discussion

4.1. Performance of the blur model

The blur Monte-Carlo model performance is evaluated on a typical configuration which is as
follows: a monostatic imaging laser is used to observe a target plane of interest (seabed model
simplification) located at 5 meters from the sensor. Figure 5 shows a comparison between the
signals integrated over the entire sensor as a function of time for the no-blur (blue) and blur
(orange) Monte-Carlo schemes. A chaotic behavior of the blurred model is observed at the exit
of DoF area. It is likely to be due to the fact that a number of pixels Npix, which is slightly larger
than one, leads to an inaccurate use of the surface ratio to determine the dilution factor as it
deeply impacts the collection efficiency. The orange scheme will thus be labelled as “coarse” blur
Model. Such an issue is handled by developing a more accurate determination of the impacted
pixels. This can be carried out by using a first “lookup” process to count the exact number of
impacted pixels ˜︃Npix and then to apply a global accurate dilution of 1/ ˜︃Npix. The procedure is
only performed for low values of Npix<400.e when the dilution error could be high. The results
obtained for the corrected Monte-Carlo blur model that accounts for this procedure is shown
(green line). It is observed that the corrected model is able to remove the oscillating regime
around 2.5-3.5 m. Such corrected version will be used in the rest of the article.

Fig. 5. Effect of the blur model (coarse and corrected, see text) on the integrated signal
per launched photon. A monostatic condition is considered. The parameters used are:
f ′ = 100 mm, NA = 3.7, div = 5.7◦, Kext = 0.25 m−1, wlaser = 1 mm. The albedo
value of the target plane is uniform and its value is ω = 1. A number of 4 × 1010 photons
were sent. The AoV is not considered here.

For the condition Npix<1 which means an observation within the Depth of Field, the agreement
between the three models is highly satisfactory. Thus, the model without blur could be
systematically used. For the condition 1<Npix<20, an oscillating shape is clearly observed for
the coarse blur model, for which the error is greater than 50%. Npix would be higher or lower
than ˜︃Npix depending on the distance of the object, which directly impacts the collection efficiency.
For Npix>20, a good agreement between the corrected and the “coarse” blur model is observed.



Research Article Vol. 31, No. 16 / 31 Jul 2023 / Optics Express 26201

The blur effect leads to the dilution of the energy outside the FoV near the detector. This latter
point will be examined in Section 4.2.

It should be highlighted that the computation time required for running the blur model is larger
than for no-blur mainly because of the look-up procedure which is performed at each scattering
event. Note that the look-up pixel scheme is restricted to a square having a side size value of
B to minimize the CPU cost. The CPU ratio R which is defined as the ratio between the CPU
time of the “corrected” blur model and that of the “coarse” model, is computed with respect
to the variation of the water turbidity through the parameter Kext (Table 2). It is observed that
R increases with Kext significant values of R are obtained; typically R>3 for very high values
of KextKext > 2.5 m −1). Such a variation of R with turbidity is expected since an increase of
Kext means an increase of the number of scattering events per photon. The number of scattering
events per photon is hereafter referred to as the “scattering multiplicity M(Kext) The scattering
multiplicity M has been calculated for each run. The normalized CPU ratio R̃ = R/M is reported
in Table 2. The variation of R̃ with turbidity is fairly constant. The CPU time per scattering event
is increased by 25% to 33% when using the blur model.

Table 2. Variation of the ratio R between the computing CPU time of the
blur model and that of the coarse model with respect to the extinction

coefficient Kext (i.e., water turbidity). R̃ is defined as the ratio between R
and the scattering multiplicity M (see text).

Extinction coefficient Kext (m−1) 0.05 0.25 0.55 0.82 2.54 3.89

R 1.35 1.90 2.20 2.60 3.19 3.33

R̃ 1.27 1.32 1.25 1.33 1.29 1.30

4.2. Radiometric impact of the blur model outside the DoF

Two standard scenarios are examined here. For the bi-static configuration representative of
imaging system, the detector is located at a given distance from the laser emission, namely 0.14 m,
while the monostatic configuration is similar as a mono-detector Lidar system. The integrated
signal over the entire detector is calculated for both the blur and coarse models. The variation of
the blur ratio, which is defined as the ratio between both models, with the imaging distance is
shown Fig. 6 for various values of the parameter k = AoV/FoV . The range of variation of Kext
is 0.05 m−1 − 0.82 m−1. Since the blur ratio does not show a pronounced sensitivity to the Kext
value (not shown), the results are shown for the value of Kext of 0.25 m−1. The blur effects lead
to a significant decrease of the collected flux close to the detector for k = 1. This is because the
blur circles are much larger than the detector for the case of short distances (<1 m). Thus, the
fluxes are moved out of the detector. The blur effects vanish significantly before the Depth of
Field area is reached (3.8 m). The increase of the parameter k leads to the collection of a higher
light flux coming from out of the FoV. The initial decrease due to the blur effect appears to be
higher for the monostatic configuration. The blur ratio remains lower than 1 even for k>5 which
is unrealistic for a classic imaging device. The impact of k for the bi-static configuration is more
important. The blur ratio could be higher than 1 because the illumination cone is totally outside
the FOV right after the imaging system. Note that our laser imaging device PoC is designed for
a value k = 1.4, which corresponds to a domain where the blur ratio varies significantly with
k. Note that for k = 1, the blur effect leads to a decrease of the signal after the integration of
all scattered flux from the column water (0 − 4.8 m) by a factor of 85 (monostatic) and only
by a factor of 1.13 (bi-static) for Kext = 0.82 m−1. The blur effects are therefore much lower for
bi-static configuration since the most significant impact of the blur on the signal occurs before
the recovering distance.



Research Article Vol. 31, No. 16 / 31 Jul 2023 / Optics Express 26202

Fig. 6. Blur ratio (i.e., ratio of the energy between the blur and the coarse model) as function
of distance range for various values of k = AoV/FoF and for the monostatic and bi-static
(14 cm) configurations. The same parameters as those used in Fig. 5 are used here except for
f ′ = 200 mm. The extinction coefficient value is Kext = 0.25 m−1.

4.3. Variance reduction within the DoF

The snapshot images that have been calculated for a temporal bin corresponding to the target
plane located within the depth of field (5 m) are examined here. As shown Fig. 6, there is no
impact of the blur on the integrated signal. Figure 7 shows images that have been obtained using
the no-blur and the blur models for a contrast target (white rectangular panel with a black circular
panel at the center) located 5 m away from the camera.

Fig. 7. Illustration of the insensitivity of the loss of contrast to the type of model used (i.e.,
blur model or no-blur model) for a low turbidity case (a-b-c, top panel with Kext = 0.1 m−1)
and a high turbidity case (d-e-f, bottom panel with Kext = 0.81 m−1). The observed scene is
a white rectangular panel (ω = 1) with a black circular panel (ω = 0) of radius r = 0.15 m,
located 5 m away from the camera.

A sharp edge object exhibits the same sharp image for both the blur and no-blur models for
both low (Kext = 0.1 m−1) and high (Kext = 0.81 m−1) turbidity conditions. Therefore, the blur
model does not impact the image of an object located on the focus plane. However, the increase
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in turbidity leads to a reduction of the overall contrast of the image. This loss of contrast is
caused by the photons that undergo a scattering event on the way back to the sensor, thus not
reaching the expected pixel.

Figure 7(d), which was obtained with the no-blur model, appears to be more noisy than
Fig. 7(e), which was obtained with the blur model. It is thus likely that the blur model has
an impact on the convergence speed. Such an impact has been studied with a homogeneous
rectangular plane (ω = 1) located 5 m away from the camera, using both the no-blur and blur
models for an increasing number of photon (Fig. 8).

Fig. 8. Images (32 × 32) of the target plane for the no-blur (a)-(b)-(c) and the blur model
(d)-(e)-(f) for an increasing number of photon (left to right). The target signal represents
the normalized photon parts collected by a given pixel for the temporal bin of interest. The
parameters are as follows: f ′ = 100 mm, NA = 3.7, B = 0 m, div = 5.7◦, Kext =
0.82 m−1, wlaser = 1 mm, k = 1. The target is assumed to have a uniform value of albedo
ω = 1 and it is located at L = 5 m.

The image simulated using the blur model is much less noisy than that of the no-blur model.
This could be explained by analyzing light pathways from the target scene toward the detector. On
the way back, the scattering events from turbid water only affect one pixel for the coarse model,
while the blur effects dilute these scattering events ultimately to the entire sensor. The scattered
energy thus enables each pixel to receive more information per scattering event. The blur effect
could therefore be equivalent to an instrumental spatial convolution that smooths the resulting
2D image. Such a convolution cannot be carried out during a post processing because the spatial
smoothing differs for each scattering distance. The blur effects therefore lead to a reduction of the
variance. Images were simulated for increasing numbers of photon Nph to evaluate the speed up
in convergence. The quadratic relative difference Qd(Nph) between an image Ii,j(Nph) produced
using a number of photon Nph and the converged images Iconv

i,j (Fig. 8(f)) has been calculated as
a metric for quantifying the differences between the blur model and the no-blur model in term of
convergence speed. Qd is expressed as follows (Eq. (4)):

Qd(Nph) =
1

Npix

⌜⃓⃓⃓⎷ ∑︂
(i, j)∈[1,Npix]

2

(︄
Ii,j(Nph) − Iconv

i,j

Iconv
i,j

)︄2

(4)

Qd is shown for various Kext values for both the blur (orange) and no-blur (blue) models (Fig. 9).
A requirement of Qd = 1% (red line) is reported as an example. The intersection of the red line
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with the two regression lines leads to the two required numbers of photons. The convergence
speed up enabled by blur effects Sup is therefore defined as the ratio of the two numbers of
photons, no-blur over blur (Table 3).

Fig. 9. Variation of the quadratic relative difference Qd between the fully converged 2D
image and simulations for an increasing number of photons (no-blur model in blue, blur
in orange). Various values of Kext are considered, namely (a) 0.025 m−1, (b) 0.25 m−1,
(c) 0.82 m−1. The same optical parameters as those used in Fig. 6 are used. Log-log linear
fits are shown with their coefficients of determination r2.

Table 3. Ratio (no-blur over blur model) of the
number of photons required to reach a given

quadratic relative difference Qd to the converged 2D
image. The Kext values range from 0.05 to 1.32 m−1

and two levels of accuracies are considered, namely
Qd = 1% and Qd = 0.1%.

Extinction coefficient Kext (m−1) Sup(1 %) Sup(0.1 %)

0.05 1.27 1.39

0.25 4.16 24.9

0.82 190 6474

1.32 876 32680

The convergence speed up is low and fairly insensitive to the required level of accuracies for
very clear waters (Kext = 0.05 m−1). This is because a photon coming back from the scene is
unlikely to be scattered by the water column. The probability of scattering events increases with
Kext thus leading to a greater potential of the reduction of the variance. For Kext = 0.82 m−1,
Sup = 190 which is much larger than the additional CPU cost of the blur calculation (R = 2.6,
see Table 2). The blur model is thus about 73 (i.e. 190/2.6) times faster than the coarse model.
A much higher speed up time is observed for a more accurate convergence Qd = 0.1 %. Since
the poorly converged images such as those shown Fig. 8(c)-(d) show a value of Qd = 0.75 %
while a Qd value of 0.27% is obtained for Fig. 8(e) which means an almost full convergence, the
accuracy value of Qd = 0.1 % is strongly required. Note that similar results were obtained for a
bi-static geometry.

5. Conclusion

3D laser imaging technology generally works with long temporal gates to detect an object without
any a priori knowledge of the sensor-target distance. Such a gate integrates scattered light from the
water column that is in-between the sensor and the target. In the case of short distance underwater
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imaging (< 50 m), a large part of the scattering events is located out of the Depth of Field (DoF).
Therefore, the blur effects must be taken into consideration. A simple analytical model was
presented. Scattering events that occur outside the Depth of Field generates a blurry circle on
the focal plane. The energy dilution over several pixels and outside the sensor was discussed.
Largely off axes scattering events are cut off by the projective optics if the incident angle is larger
than the Angle of View (AoV). The blur model was then combined with a Monte-Carlo scheme.
The optical parameters were derived from a proof-of-concept developed at ONERA institute
(France). The difference between AoV and FoV was discussed; the ratio AoV/FoV was found to
be close to 1.4 for a large focal lengths range. The specific AoV of an interferometric filter was
measured. Such a filter does not appear to be a significant constraint for our setup.

The CPU cost of blur model implementation in the Monte Carlo scheme was then evaluated.
The computing time increases for the blur model since a look-up procedure in the sensor matrix
is performed for each scattering event. The CPU time per scattering event increases by 25% up
to 33%. The blur effects outside the Depth of Field were then examined. It was shown that the
blur effect leads to a decrease of the signal at short range distances (<1 m) as it spreads light
out of the detector. This effect can be counterbalanced while increasing the AoV and collecting
a higher amount of flux from outside the FoV. The cumulated blur effect over the entire water
column was found to be more significant for a monostatic configuration (decrease by a factor 85)
than for a bi-static configuration (decrease by 25%) where most of the blur effect occurs before
the recovering distance.

The images of the target plane located within the Depth of Field were also examined. Despite
the lack of impact on the integrated signal, the images that include the blur effects are much
less noisy than those which are generated using the no-blur model. The blur effects could be
interpreted as an instrumental spatial convolution that leads to a smoothing of the resulting
2D image. A global speed-up of the computation time of Monte-Carlo scheme was observed,
depending on both the extinction coefficient and the convergence accuracy. The total computation
time required to reach an accuracy of 0.1% was reduced by a factor of 2500 for Kext = 0.81 m−1.

Future works could consist in taking into account the real angular transmission of the lens
system, rather than a simple binary cutoff angle. Such an angular transmission could be measured
by the method proposed in Section 3.3, or calculated using a software such as Zemax [41].
Additional comprehensive sensitivity studies will be relevant as well to gain a better understanding
of the blur effect on the performance of an imager with regard to the probability of detection
issue. Particularly, the next step could consist in working on the image quality of a contrast target.
The goal would be to understand the relative contribution of the focus plane (blur model) and the
turbidity on the influence of the contrast within the image.
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