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Abstract

There are two classical very different extensions of the well-known Gaussian fractional
Brownian motion to non-Gaussian frameworks of heavy-tailed stable distributions: the
harmonizable fractional stable motion (HFSM) and the linear fractional stable motion
(LFSM). As far as we know, while several articles in the literature, some of which ap-
peared a long time ago, have proposed statistical estimators for parameters of LFSM, no
estimator has yet been proposed in the framework of HFSM. Among other things, what
makes statistical estimation of parameters of HFSM to be a difficult problem is that, in
contrast to LESM, HFSM is not ergodic. The main goal of our work is to propose a new
strategy for dealing with this problem and constructing strongly consistent and asymptoti-
cally normal statistical estimators for both parameters of HFSM. The keystone of our new
strategy consists in the construction of new transforms of HFSM which allow to obtain, at
any dyadic level and also at any two consecutive dyadic levels, sequences of independent
stable random variables. This new strategy might allow to make statistical inference for
more general non-ergodic hamonizable stable processes and fields than HFSM. Moreover,
it could turn out to be useful in study of other issues related to them.

Running head: Estimation of Harmonizable Fractional Stable Motion
AMS Subject Classification (MSC2020 database): 60G22, 60F15, 60HO5.

Key words: Heavy-tailed stable distributions, hamonizable fractional processes, non-ergodicity,
strong laws of large numbers, central limit theorems.

1 Introduction and statement of the main results

A real-valued harmonizable fractional stable motion! (HFSM), denoted by {X(t)}icr, is a
paradigmatic example of a continuous symmetric stable self-similar stochastic process with
stationary increments. It was introduced, about 35 years ago, by Cambanis and Maejima in

Notice that the HFSM is sometimes called harmonizable fractional stable process.



[8]. Basically, it depends on two parameters: the Hurst parameter H belonging to the open
interval (0,1), and the stability parameter a belonging to the interval (0,2]. Among other
things, the parameter H governs roughness of sample paths of { X (¢)};er and its self-similarity
property:

{a_HX(at)}teR L {X(t)her, for any fixed a € (0, +00),

where = means that the equality holds in the sense of the finite-dimensional distributions.
While the parameter « determines, for each ¢ # 0 (notice that X (0) = 0), heaviness of the tail
of the distribution of the random variable X (¢), whose characteristic function ®x ;) satisfies
Dy () = exp (— o(X(£))*|A|%), for all X € R, where o(X(t)) > 0 is the scale parameter
of X(t). Indeed, except in the very particular Gaussian case o = 2 in which the probability
P(|X(¢)| > z) vanishes exponentially fast when z — +oo, for any other value of «, one has,
for some finite constants 0 < ¢/(t) < (),

A1)z <P(|IX(t)] > 2) <"(¢)27%, forall z € [1,+00),

which in particular implies that E(]X (¢)|”) < +oo only when v € (—1, ).
The HFSM {X (¢) }+er is defined, for all ¢ € R, through the stable stochastic integral in the
frequency domain:

X(t) = Re(AmdMa(g)), (1.1)

where ]\7& is a complex-valued rotationally invariant a-stable random measure with Lebesgue
control measure. A detailed presentation of such a random measure and the corresponding
stable stochastic integral and related topics can for instance be found in Chapter 6 of the
well-known book [19]. The following remark, which provides two very important properties of
this stochastic integral, will play a fundamental role in our work.

Remark 1.1

(i) The stable stochastic integral [ (-) dM, is a linear map on the Lebesgue space L® (R)

such that, for any deterministic function g € L*(R), the real part Re ( [pn g(§) dM, )
is a real-valued Symmetric a-Stable (SaS) random variable with a scale parameter sat-
isfying

r(re{ [ s adiuie)})" = [ lo(o)|" de (12)

The equality (1.2) is reminiscent of the classical isometry property of stochastic Wiener in-

tegrals; it implies that Re { [z gn(&) dﬁa(f)} converges to Re { [ g(£) dM, (&)} in prob-
ability, when a sequence (gy), converges to g in L*(R).

(1) Let m € N be arbitrary and let fi,. .., f,, be arbitrary functions of L*(R) whose supports
are disjoint up to Lebesgue negligible sets, then the real-valued SaS random variables

Re { Jg f1(6) dﬂa(f)}, ...,Re { Jz fm(8) dMa(f)} are independent.

In the very particular Gaussian case where the stability parameter o = 2, the HFSM repre-
sented by (1.1) reduces to the very classical Gaussian fractional Brownian motion (FBM) with



Hurst parameter H, denoted by {Bg(t)}+cr. It is well-known that, up to a deterministic mul-
tiplicative constant, the Gaussian process { By (t) }ter can also be represented as a moving av-
erage stochastic Wiener integral in the time domain, whose integrand is no longer the complex-

valued function £ +— ‘557;1}2 but the real-valued function s ((t — s)f_l/2 — (—s)f_l/z>.

One recalls, in passing, the usual convention that, for all (z,3) € R% one has (33)63r = P if
x>0 and (x)i =0 else.

When the stability parameter a # 2, the HFSM in (1.1) can no longer be represented as
a moving average stable stochastic integral in the time domain. Actually, it is very different
from the real-valued linear fractional stable motion (LFSM) {L(t)}:cr defined, for each t € R,
by

£ = [ (=17 = ) avta(o), (13)

where M, is a real-valued a-stable random measure. The large differences between the two
processes {X (t) }rer and {L(t)}+er can be explained by several reasons. Two important ones
of them are: (i) in contrast to the process {L(t)}icr the process {X(t)}ier is not ergodic,
(74) behavior of sample paths of {L(t)}ter and {X(t) }1er is far from being the same. Indeed,
sample paths of {L(t)}icr are multifractal functions (see [6]), which become discontinuous
when H < 1/a and even unbounded on any interval when H < 1/« (see for example [19, 11]).
While those of { X (¢) }+cr are, on each compact interval, Hélder continuous of any order strictly
less than H, for every value of H € (0,1) (see [12, 13, 19, 11]); namely, for each fixed § > 0
and T > 0, one has almost surely

{ | X(#) — X ()]

sup 7 | } < 400. (1.4)

—T<t'<t"<T

Moreover, sample paths of {X () };cr are monofractal functions; the latter fact results from
their Holderianity property combined with Corollary 4.4 in [5]. Also, for later purposes, one
mentions that as regards their behavior at infinity, one can derive from Corollary 4.2 in [1],
that, for all fixed § > 0, one has, almost surely,

X))
|i‘uzp1 { MHM} < +o00. (1.5)

Let us now present the main motivations behind our present work and its main contribu-
tions. Statistical estimators for the parameters H and « of the LFSM {L(¢)}icr and related
moving average stable processes have been proposed in several articles in the literature (see for
instance [21, 18, 3, 2, 9, 16, 15, 14]), some of which appeared a long time ago. However, as far as
we know, in the framework of the HFSM {X (¢) };er and related harmonizable stable processes
and fields no statistical estimator for any one of these two parameters has yet been proposed
in the literature. Also, according to what is mentioned in Remark 1.2 (D) and on page 2 of the
very recent preprint (arXiv:2302.14034v1) by A. Basse-O’Connor and M. Podolskij entitled
” Asymptotic theory for quadratic variation of harmonizable fractional stable processes”, their
statistical estimation in such a framework is far from being an obvious problem due to the fact
that HFSM and related harmonizable stable processes and fields are not ergodic. The main
idea behind our strategy for dealing with the latter problem is to construct new transforms of
HFSM which allow to obtain, at any dyadic level j € N, a sequence {Y]}ren of independent
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real-valued SaS random variables whose scale parameters o(Y; ;), k € N, are closely connected
to the unknown parameters H and « of HFSM through simple formulas which are rather easy
to handle. Also, we emphasize that the two sequences of random variables {Y} 2,1 }pen and
{Yj+1,2p—1}pen are independent. Roughly speaking, these new transforms Yjj, (j,k) € N2,
of HFSM are at the same time inspired by discrete wavelet transforms W;, (4,k) € N2, of
HFSM and significantly different from them. Indeed, while W;;, is defined (see e.g. [10, 17]),
sometimes up to normalizing factor, as the pathwise Lebesgue integral

Wik ::/R@bj’k(t)X(t) dt,

where '
Yik(t) =192t — k), forallteR, (1.6)
with 1 being a "nice” real-valued function; we define Y as the pathwise Lebesgue integral
2 ~
Viwi=or [ Re(D50(0)X(0) (1.7)
T JR

where 1); . is the Fourier transform of v, .

Remark 1.2 Throughout our work, we use the very classical convention that, for any function
f € LY(R), the Fourier transform f, also denoted by F(f), is defined as

Ff)(t) = flt) := / e f(€)de, forallt € R, (1.8)
R
While, the inverse Fourier transform of f, denoted by F~1(f), is defined as
1 .
T = 5 / S F(t) dt,  for all £ € R. (1.9)
T JR

It is well-known that the two maps F and F~! can be extended to L?(R), and satisfy
F1(F(g) =F(F g)) =g, forevery g € L*(R). (1.10)

We always assume that the function ¢ in (1.6) and (1.7) satisfies the two general assump-
tions (A1) and (Ag) that we are now going to give.

(A1) ¢ is an even (i.e. 1(=&) = (&) for all £ € R), real-valued, continuous function on R,
with a compact non-empty support, denoted by I, such that

I:=suppy :={E€R, (&) A0} C [—47"47"]. (1.11)

Observe that this assumption (A;) implies that 12}\ (the Fourier transform of 1)) is a real-valued,

even, continuous function on R. Thus, it follows from (1.6), (1.7) and elementary properties

of Fourier transform that
217

Yie="5— cos(2 7k ) (277X (¢)dt, for all (j,k) € N2. (1.12)
T

R

In view of (1.5) and continuity on R of sample paths of the HFSM {X(¢)}ier, in order to
guarantee the existence and finiteness of the Lebesgue pathwise integral in (1.12), we impose
the following assumption (Asz) to the Fourier transform of :

4



(A2) There exists a constant ¢ such that

‘{ZJ\(t)‘ <c(1+ |t|)_2, for every t € R. (1.13)

Remark 1.3 Observe that there are many functions satisfying the two general assumptions
(A1) and (Az), as for instance the piecewise linear triangle function:

(&) i= (D ay * D11 (BE) = (2 — [8E]) g1 411(€), for all £ € R,

where denotes the usual convolution product. Also, observe that there is no need to impose
to 1 to have any vanishing moment, while such a condition on moment(s) of ¢ plays a crucial
role in the case of the discrete wavelet transform W; .

7L
*

Before stating the first main theorem of our work, one needs to make the following remark.

Remark 1.4 For all « € (0,2], one denotes by W(a) an arbitrary real valued SaS random
variable with scale parameter equals to 1; thus, its characteristic function @, satisfies, for
all X € R, @, (A) = exp(—|A|%). Notice that in the very special Gaussian case a = 2, the
random variable W(y) has a centered Gaussian distribution with standard deviation equals
to 212 (and not 1). One knows from Theorem 3 in [20] and from the classical equality
E(|[W)l?) = 2°T((1 + p)/2)/T'(1/2) that, for every a € (0,2],

L o 2°T((L+p)/2)T(1 = pat) -

M(p,a ) = E(|Wnl?) = T2 (1= p/2) , forall pe(—1,a), (1.14)
where a~! = 1/a and T is the usual ”Gamma” function. Moreover, denoting by log, the
binary logarithm (that is logy(z) := log(x)/log(2), for all € (0, +00), where log the Napierian
logarithm) and by 0, the partial derivative operator with respect to the variable p, one has,
for all a € (0,2], that

(10g(2))E (10galWiay ) = (@,30(0,07") and  (10g(2))” E( (logalW(ay)*) = (@2M0)(0,071);

(1.15)
since p = [Wq)|?|log [W(a || and p — [W4)|?(log \W(a)\)2, the absolute values of the deriva-
tive functions of orders 1 and 2 of the function p — |[W,)|?, are, on a deterministic neigh-
borhood of 0, bounded by an integrable random variable not depending on p. One can derive
from (1.15), (1.14) and standard calculations, that a~! — Var(logy|W(4)|) is an explicit con-
tinuous polynomial positive function of degree 2 in the variable a~! € [271, +00). The positive
continuous function G is defined as

/2
Gla™b) = (2 Var(10g2|W(a)])> , foralla™! e [27!, +00). (1.16)

Theorem 1.5 For cvery n € N, one sets

- 1 [«
@, log, = - > (10g2|Y1,2p—1| - 10g2!Y2,4p—1!> ; (1.17)
p=1

where Y1 251 and Yo 4p—1 are defined through (1.12). Then, the following two results hold.
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(i) @T:llogz is a strongly consistent (almost surely convergent) estimator of the inverse a~ ' of
the stability parameter o of HFSM.

(ii) For all m € N, the random variable D3y 1og, is defined as

Ds p1og, = G(max{an logy’ 1}) 1/2(’\7:110& ofl), (1.18)
where the positive continuous function G is as in (1.16). When n goes to +oo, the
random variable Ds y, 10g, converges in distribution to a random variable having a N(0,1)
Gaussian distribution.

In order to state the second and the third main theorems of our work, one needs the
following definition.

Definition 1.6 For every (j,m) € N2, the statistics ﬁ‘og and V" i Y being a fixed positive
real number, are defined as

m
Vi, == 21085 [Vjzp-1] (1.19)
k=1
and
m
Vi =D Vi (1.20)
p=1

where Yjop—1 is defined through (1.12).

Theorem 1.7 For every n € N, one sets

~

1
Hn,log2 = E (‘/v27}log2 - ‘/{,LlogQ)v (121)

where V" and V3, are defined through (1.19). Then, the following two results hold.

Jlogs Jogs

(i) lflmlog2 is a strongly consistent (almost surely convergent) estimator of the Hurst param-
eter H of HFSM.

(ii) For all n € N, the random variable D1 nlog, 1s defined as

D1 1og, fG<maX{anlog , }) ( nlog, — H), (1.22)
where G and o log are as in (1.16) and (1.17). When n goes to +oo, the random vari-
able D1 p1og, converges in distribution to a random variable having a N(0,1) Gaussian
distribution.

Theorem 1.8 One assumes that o € [a, 2], where the lower bound « € (0,2] is known. Also,
one assumes that v € (0,47 'a) is arbitrary and fized. Let (mj)jen be an arbitrary non-
decreasing sequence (that is mj < mji1, for all j € N) of integers larger than 2 which satisfy
the condition

mj > j, foralljeN. (1.23)



For all j € N, one sets

. Vo
Hjyi=~"" logy | = (1.24)
‘/17’7

and

V2mj+1
a=v"" (1—log2( v?”‘ )) (1.25)
7’7

where Vf;j, VQW:YJ and V;;j“ are defined through (1.20). Then, the following two results hold.

(i) ﬁjﬁ is a strongly consistent (almost surely convergent) estimator of the Hurst parameter
H of HFSM.

(i) Under the condition

lim log, (”Z“) —1, (1.26)

Jj—+oo j

62;71 is a strongly consistent (almost surely convergent) estimator of the inverse a=! of

the stability parameter o of HFSM.

Before stating the fourth and the last main theorem of our work, one needs to make the
following remark.

Remark 1.9 Let a € (0,2] be as in Theorem 1.8 and let  be arbitrary and such that

a
0 a 1.27
<V<5a 43 (1.27)
which implies that
2v(H +1/a) < 1, for all (H,«a) € [0,1] x [a, 2]. (1.28)
For every (H,a 1) € [0,1] x [27!,a7!], one sets
E(|W, ) (1 — 2v(H + a~1))"/?
Fo(H.al) = (W) [7) (1 = 29( ) (1.29)

(Var(\W(a)W))lﬂ(l —v(H +a™1)) ’

where W, denotes an arbitrary real-valued SaS random variable with scale parameter equals
to 1. One can derive from (1.29), (1.28) and (1.14) that the positive function F, can be
expressed in an explicit way in terms of the ”Gamma” function, which allows to show that F,
is continuous on the compact rectangle [0,1] x [271, o™ 1].

The following theorem provides Central Limit Theorems for the two estimators introduced
in Theorem 1.8.

Theorem 1.10 Let (my ;) en and (ma;)jen be two arbitrary non-decreasing sequences of inte-
gers larger than 2 which satisfy the condition (1.23). Also, one assumes that (ma j)jcn satisfies
the following strengthened version of the condition (1.26):

log, (mQJ“> - 1' =0. (1.30)

lim (ms)"/2 it
7.]

Jj—+oo

7



Let « be as in Theorem 1.8 and let v € (0,47 ) be arbitrary and such that (1.27) holds. For
each 7 € N, one denotes by .FAIL]"V the strongly consistent estimator of the Hurst parameter
H of HFSM defined through (1.24) with mj = mq;, and one denotes by &2_,]-1,7 the strongly
consistent estimator of the inverse a~' of the stability parameter o of HFSM defined through
(1.25) with m; = ma ; and mjy1 = mg j+1. For all j € N, the two random variables D1 ;. and
Dy ;. are defined as

Dy =272 (log(2)) v Fy (r1(Hu ), m2(@5 ) (ma )M (ffl,j,v - H) (1.31)
and
Da ey = (2/3)2 (log(2)) 7Py (i (H1 ), 2(@5 1)) (m2) 2 (G50, —a7h) (132)

where F, is the positive continuous function on [0,1] x [271, oY defined in Remark 1.9, and
71 and o are the two continuous “truncation” functions defined, for all x € R, as

71(x) := max {0, min {z, 1}} and To(x) := max {2_1, min {x,g_l}} . (1.33)

When j goes to +00, the two random variables Dy ;. and D3 ;. converge in distribution to a
random variable having a N'(0,1) Gaussian distribution.

Remark 1.11

(i) We believe that the new strategy introduced in our present work would open the door to
statistical estimation of parameters of harmonizable stable processes and fields extending
the HFSM, as for instance the harmonizable fractional stable field studied in e.g. [5], or
the harmonizable fractional stable sheet studied in e.g. [4].

(77) In our present work, the four estimators a 371(1)g27 H jlogy H iy and J;Yl, are obtained from
the observation of a sample path of the HFSM X in continuous time, we believe that it
would be possible to extend our estimation procedures and the associated Central Limit

Theorems to frameworks where only a discretized sample path of X is observed.

We intend to study these two issues (i) and (i7) in future works.

The remaining of our present work is organized in the following way. In Section 2, basically
we show that the real-valued SaS random variables Yjy, (j,k) € N?, defined in (1.12), can
be represented in terms of the stable stochastic integral [, ( : ) dM, (see Lemma 2.1); two
important consequences, for any fixed j € N, of this representation are: the independence
property of the random variables Y;x, k € N, and the independence property of two sequences
of random variables {Y}2,—1}pen and {Yji12p—1}pen. Section 3 is devoted to the proofs of
Theorems 1.5 and 1.7, Section 4 to that of Theorem 1.8, and Section 5 to that of Theorem
1.10.



2 The keystone

Lemma 2.1 For all (j, k) € N, Y (defined in (1.12)) is a real-valued SauS random variable
which can almost surely be expressed as

Y= Re ( /R M AN (), (2.1)

where N ' '
Vik(€) =26+ k) + (276 — k), for every £ € R. (2.2)

Remark 2.2 One knows from (2.2) and the assumption (A1) on 1 (see Section 1) that, for all
(4,k) € N2, j  is a real-valued even continuous function on R with compact support, denoted
by I; ., such that (see (1.11))

I, = supp s, C [— 9=i=2 _ po=i 9=i=2 _ k2_3} U [— 9=i=2 4 ko= 9772 | k27| . (2.3)

Then, in view of the fact that k& > 1, it turns out that the function & — |¢|~H—1/a {/;j,k(@
belongs to the Lebesgue space L%(R), which guarantees that the SaS stochastic integral in
(2.1) is well-defined.

The following lemma, whose proof relies on Lemma 2.1, is very fundamental.
Lemma 2.3 For each fixed j € N, the following three results hold:

(i) {Yj:k}keN s a sequence of independent random variables.

(i) The two sequences of random variables {ngp,l }pEN and {Yj+172p,1}p€N are independent.

One points out that the latter fact implies, for all (m’,m") € N2, that the two random

variables ‘/ch;gQ and Vjﬁ/l/,logQ (see (1.19)) are independent, and also that the two random

variables Vﬁ/ and V;T_/l/ﬁY (see (1.20)) are independent; actually the sums in (1.19) and
(1.20) have been restricted to odd integers for having this independence property with

respect to j.

(iii) The two sequences of random variables {YJ'»’f}k;eN and {Q(jfl)HYl,k}keN have the same
distribution. One points out that the latter fact entails, for every m € N, that the two

random variables VjTOgQ and Vfﬁ‘og2 +m(j — 1)H have the same distribution, and also

that the two random variables V" and Z(j_l)VHV{Z have the same distribution.

Proof  Part (i) of the lemma follows from (2.3), which clearly implies that the compact
supports of the functions v 1, k € N, are disjoint. Indeed, in view of (2.1) and of Remark 1.1
(17), the latter fact entails that the SaS random variables Y 5, k € N, are independent.

For proving Part (ii) of the lemma, one has to show that for each two finite non-empty
sets Py C N and P; C N and for any two finite collections of real numbers (A p)pep, and
(A1p)pep;, the two real-valued SaS random variables

Z AopYj2p—1 = Re </]R |£‘—H—1/a< Z )\o,ijprl({)) dﬂa(@) (2.4)

pEPo pEPo



and

> Mtenzr = Re ([ 1677 ( X dplinga(©) k(@) (25)

pEP1 pEP1

are independent. Thus, in view of Remark 1.1 (i7), it is enough to prove that the compact
supports of the functions EpEPo Aopjop—1 and ZpePl M ptj+1,2p—1 are disjoint. One knows
from Remark 2.2 that

supp Z Aop¥j2p—1 © U Ijop—1 and supp Z AMp¥Pit12p-1 € U Iiv12p—1-
pEPo pEPo pEP1 pEP1

Then, for proving that these two supports are disjoint, one has to show that
Iiopo—1 N Ijt19p-1 = 0, for all (po,p1) € Po x Py. (2.6)

One knows from (2.3) that

Ij,2po—1ij+1,2p1—1 = {$ S R, Hx!—(2p0—1)2_j| < 2_j_2 and “l‘|—(2p1—1)2_j_1‘ < 2—j—3} .

(2.7)
Suppose ad absurdum that, for some (pg, p1) € Po x P1, there exists some T € I o5, 1M1} 25,1
Then one can derive from (2.7) and the triangle inequality that

’(2% —1)277 — (2p, — 1)2_j_1‘ < |(2py — 1277 — If\\ + ||z — (2P, — 1)2_j_1} <3.2777%,
which implies that
12(2py — 1) — (2p; — 1)| < 3/4 < 1.

This cannot happen since 2(2p, — 1) is an even integer while 2p; — 1 is an odd integer.

For proving Part (i7i) of the lemma, one has to show that for each finite non-empty set
P C N and for any finite collection of real numbers (Ag)rep, the two real-valued SaS random
variables ), -p» A\pYjx and 2U—1H > kep ARY1k have the same distribution, which, in view of
Remark 3.1 in Section 4, amounts to prove that their scale parameters are equal. One can
derive from (2.1), (2.2) and Remark 1.1 (i) that these scale parameters satisfy

(i) = [ S e+ by + v - )|

keP keP

and

U(g(jfl)H Z Ale,k>a _ 9(j—1)aH /R mraHfl‘ Z (¥(2n+ k) +¢(2n — k)) ‘a dn.

keP keP

Thus, it results from the change of variable n = 2/71¢ that

o (D MYik) = o (2070 3 M)

keP keP
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Proof of Lemma 2.1 Throughout the proof the positive integers j and k are arbitrary and
fixed. First observe that, one can derive from (2.2) and standard calculations that the Fourier
transform of v;; is given by

1Zj7k(t) = 21T cos(277kt)(277t) for all t € R. (2.8)
Thus, (1.12) reduces to

Vie =5 | Gis0X (O . (2.9)

Moreover, it follows from (2.8) and (1.13), that, for some finite deterministic constant ¢1(j) > 0,
only depending on j, one has

@k(t)] <a(f)(1+ |t|)_2, for every t € R. (2.10)

For all (n,m) € N x Z, the dyadic number d,, ,, := 27" m. Having introduced the latter
notation, for each n € N, the random variable ank is defined as the finite sum:

" 1 dn,m«kli\v
Vo= g 3 Xlduw) [ bt (2.11)

T
|m|<4n

[t Z / T et Z 1) g @y dt | L) |

m|<an

where the last equality results from (1.1).

First step: we show that, when n goes to +o0o, the SaS random variable Y, [ converges
almost surely to the random variable Yj j defined through (2.9).
Let N be an arbitrary fixed positive integer. One sets

N2n—1 .

Vi [ JROROE w2 / U x@iamda (212)
—N2n
and, for every integer n > N,
N | N st ~
V=g > X(dum) / W;k(t) dt. (2.13)
m=—N2" n,m

Then, using (1.4) with 7' = N, and the fact that d,, ,, € [N, N] when —N2" <m < N2" -1,
one gets, on an event of probability 1 depending only on N and denoted by 7%, that

N2™—1 dn,m+1 -~
‘YN YNn < Z / }X(t) - X(dn,m)ij,k(t)ldt

dn,m+1 [~
< Gy Y / £ 10 [ (8)] dt

IA
//~

Cs / Wj,k(t)\dt>2_”(’{_5), (2.14)
R



where 4 is an arbitrarily small fixed positive real number, and C} 5 is a positive finite random
variable, only depending on N and 6. Next, let Q* be the event of probability 1 defined as
“ = Nyen 2y One can derive from (2.14) that

lim [V/}(w) =Y/} (w)| =0, forall N €N andwe Q" (2.15)

n—+too D

On another hand, it follows from (1.5) that there are Q** an event of probability 1 and Cj* a
positive finite random variable only depending on 4, such that

| X (t,w)| < CF*(w) [t/ forall t ¢ (—1,1) and w € O**. (2.16)

Combining (2.11) and (2.13) with (2.16) and (2.10), one obtains, for every w € Q** and positive
integers N and n > N,

+00 nmAl A —N2"—1 dnmi1l ~
< z Do |/ GOl dt+ 3 X dam)] [ B0
m=N2" m=—oo n,m
+oo dn,m+1 ~ —N2"—1 dn,m+1 =
gcg*(@( ST Jdnm| T /d ia®)]dt+ S |dum|™ /d ‘wj’k(t)‘dt>
m=N2" nm m=—00 e
—N2"—1 ot ~
( Z / |t|H+5}z/;] )| dt + Z / 1+\t\ H*‘S\wj,k(t)\dt)
m=N2" m=—o00

< 201 (§)C5 (w )/N (1+8)" 2 a <200 — H—06)""er(j)C5* (w)N-O-H=9 (2.17)

Putting together (2.9), (2.12), (2.16) and (2.10), it follows that, for all w € Q** and positive
integers N, one has

|Vip(w) = V()|

IN

/ [, 1 ()] | X (8 )] dt
{|t|>N}
+o0

2c1(j)Cj§*(w)/ (1+6)" % at

N
< 21— H —8)"ey(j)Cr (w)N~(U-H=9), (2.18)

IN

Finally, observe that, for all positive integers N and n > N, and for each w € Q* N Q** (the
event % N Q** is clearly of probability 1), using the triangle inequality, (2.17) and (2.18), one
gets that
N,
[Vir(w) = Yii@)] < [Yiaw) = V@) + Vi) - V5" |+W"w—ﬂwi
< A1 - H—=68)" e (j)C3 (w)N T 4 [y (w) - V" (w)).

Thus, one can derive from (2.15) that, for all positive integers N and for each w € Q* N Q**,

limsup |Vj(w) — Y4 (w)| <41 — H — 8) " e1()Cy (w) N~ U7H0), (2.19)

n—-+o00

12



Finally, when N goes to +oo, (2.19) implies that

limsup |Yj (w) — Y]"k(w)‘ =0, forallwe Q*NQ*,

n—-+o0o

which shows that Y]”k converges almost surely to Y}, when n tends to +o0.

Second step: we show that for each fixed v € (0, «), when n goes to +oo, the SaS random
variable Y (see (2.11)) converges in L7(£2) (€2 being the underlying probability space) to the

SaS random variable Y]k defined as

Y, = Re ( A mdﬁa(g)). (2.20)

Observe that, since %7;{ is a continuous function on R (see (2.2) and the assumption (A4;) in

o~

Section 1) belonging to L'(R) N L?(R) whose Fourier transform {/;M belongs to L'(R) N L2(R)
as well (see (2.10)), one knows from Remark 1.2, and more particularly from (1.10) in it, that
the function v;; can be expressed as

~ 1 A
Fon(€) = / ety ((t)dt, for all £ € R. (2.21)
’ 2 R ’
Thus combining (2.21) with (2.3) and the fact that the integer k£ > 1, one obtains that
1 [= ~
- /R Dy (t) dt = 3 (0) = 0. (2.22)
Then (2.21) and (2.22) imply that one has
~ 1 it =
Vik(€) = o (e —=1)4p; . (t) dt, for all £ € R. (2.23)
R

Next, putting together the second equality in (2.11), (2.20) and (2.23), it follows that
Rjy =Y = Vi
is a SaS random variable which can be expressed as

m 1 —H-1/a nm+1 % ) ot
jk =5 _Te </R|§! i < > / (e"mms — ), 4 (¢) dt

|m|<4m
1) () d > dM,(€) ). (2.24
+/{t¢[_2n,zn+2n)} (e )¥i(t) dt (5)) (2.24)

Thus, in view of Remark 3.1 in Section 4, for proving that lim E(!R;‘ k|7) = 0, for each fixed
n——+00 ’

v € (0,a), it is enough to show that the scale parameter of the SaS random variable R;fk
satisfies
lim o(R7,) = 0. (2.25)

n—-+o0o J

13



It follows from Remark 1.1 (i), (2.24) and the inequality |a + b|* < 2%(|a|* + [b]*), for all
complex numbers a and b, that, for every n € N,

o(Rjy)™ < 2%(UJy + Vi), (2.26)
where
n —aH-1 nmet et = “
= [lerert (2 [0 e Gl ar) de 2am
R dnym
[m|<4n =T
and

noo._ —aH-1 it _ 1119 i
[ /R|g| </{|t22n}|e 1H¢M(t)}dt> de. (2.28)

For deriving appropriate upper bounds for u;ik and ng, we will make use of the inequality

|ei9 — 1"3 < min {lﬁlﬁ,Qﬁ}, for all # € R and g € (0, +00). (2.29)

Let By :=[—1,1] and By := R\ By. For [ € {0,1}, one sets

dnm+1 -~ o
W = /Bl |g\—aH—1< > /dnm !el(d”vm_t)f—1”1/)j7k(t)|dt) d¢ (2.30)

[m|<4m

7,1 —aH— i = “
Vi = / ||~ =t </ | — 1|1, (1) dt) d¢. (2.31)
By {lt|>2"}
In view of (2.27) and (2.28), one clearly has that

and

T =W W and VR = VI 4V (2.32)

Let us now bound U?’IS and V?’,S. To this end, one introduces the positive finite constant cy
defined as

= / jg|o2 A== ge (2.33)
By
One can derive from (2.33), (2.29) with 8 = 271(1 + H), (2.30) and (2.31) with [ = 0, and the

inequality
[t —dnm| <277, forall (n,m) € NxZ and t € [dym,dnm+1]s (2.34)

that one has, for every n € N,

WP < o 2700 [ (0] ar) e e (2.35)
b R b

and

_ 1 ~ a
Vj’lg < o (22 1(1_H)/ Mz (HH)Wj,k(t)\dt) ' (2.36)
{lt|>2"}

Moreover, it follows from (2.10) that
es(j, k) = s <221(1-H)/ ‘Jj’k(t)\ dt) < 400 (2.37)
R
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and that
| s DRI (238)

+oc0 _
< 201(])/ (1+t)2 L(H-3) dt S4(1*H)_lcl(j)2_n2_l(1_H)-

n

Setting c4(j) = c2 (22_1(1*H)4(1 — H)*lcl(j)>a, and putting together (2.35), (2.36), (2.37)
and (2.38), one obtains, for all n € N, that

u;ﬁ,}? < Cg(j, k)2—noz2_1(1+H) and ’\72:}8 < C4(j)2—na2_1(1—H)‘ (239)

Let us now bound uy,j and V;lkl To this end, one introduces the two positive finite constants
¢ and cg defined as

o= [ 17 e and e = [ g e (2.40)
Bl Bl

One can derive from (2.40), (2.29) with 3 = 271 H (for u;‘;,j) and § =1 (for V?”kl), (2.30) and
(2.31) with = 1, and the inequality (2.34), that one has, for every n € N,

U < s <2<1‘21H) /R |0, 4()] dt> 9na2 H _ f (j pyg—ne2 'H (2.41)

and

vibsa(z [ (o)) <dq@r (2.42)
{lt|>2"}

where ¢} (j, k) and cj(j) are two finite constants not depending on n. Notice that the last
inequality in (2.42) is obtained similarly to (2.38),

Finally, putting together (2.26), (2.32), (2.39), (2.41) and (2.42), it follows that (2.25) is
satisfied.

Conclusion: combining the main result obtained in the first step with the main one derived
in the second step, it turns out that the almost sure equality (2.1) is valid. OJ

3 Proofs of Theorems 1.5 and 1.7

For proving Theorems 1.5 and 1.7, one needs the following three preliminary results.

Remark 3.1 For any arbitrary a € (0,2], let W be an arbitrary real-valued SaS random
variable with scale parameter equals to 1. Then, for each real-valued SaS random variable Z
with scale parameter o(Z), one has Z = o(Z)W (equality in distribution). This equality is a
straightforward consequence of the fact that ®z and ®yy, the characteristic functions of Z and
W, satisfy (see e.g. [19]), forallA € R, ®7(\) = exp (—o(Z2)¥|A|*) and @w (A) = exp (—|A|%).

15



Lemma 3.2 For all (j,k) € N2, the scale parameter of the real-valued SaS random variable
Yk (see (1.12) and (2.1)) satisfies

' 41 «a 1/
o(Y;y) = 201+1/e </ . m’f;g% dn> : (3.1)

which clearly implies (see (1.11)) that

6l ey 227 (k4 471 D < (V) < (1] ey 2T (k=47 TV (3.2)

Wl = ([ oran) = ([ wonrean) "

Proof One knows from (2.1), (2.2), Remark 1.1 (i) and (1.11) that, for all (j, k) € N2, one
has

where

279 (—k+47Y) (€ + k)| 279 (k47 (276 — K|
U(}/},k)a _/ W—i_)‘dg—l-/ M
2 2

de€.
“i(—k—a-1)  [g[eHA “i(k—a-1y  [E[eHTE :

Then, using the fact that 1 is an even function (see the assumption (\A;) in Section 1) and the
change of variable n = 27¢ — k i.e. £ = 277(n+ k), one gets that

279 (k+471) e a|@ A 41 o
(Vi) = 2 /2 @R e / ()]

" i(e-any (T ot (g + Ryart 4

0

Lemma 3.3 For any fized positive real number v, there exists a finite constant ¢ = c(7y), such
that, for all p € N, one has

41 @ v/
</4—1 (1+ (2p)‘ib1((nn)‘— 1) dn) W ze| < cr™ (3:3)

Proof For each p € N, one sets

! v e
Ea /4—1 (1+ (2p)‘1(7; | 1)) K /4—1 [ dn. (34

Using the fact that there exists a positive finite constant ¢; such that one has
(1 + x)"H=t 1| <cifz|, for every x € [-5/8,5/8],

one gets, for all p € N and n € [-1/4,1/4], that

—aH-1

‘(1 +(2p)~'(n—1) —~ 1‘ <a@p) -1 <eap,
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and consequently (see (3.4)) that
Irpl < cop™t, forallpeN, (3.5)

—1
where the finite constant co := ¢1 fil,l W(n)}a dn = cl||w||%a(R). Next, one notices that, since
9]/ e ®) > 0, there are two positive finite constants yo and c3 such that

[ (100 q) +9)" = 190y | < calul, for every y € [~yo, 30 (3.6)

Moreover, one knows from (3.5) that there exists pp € N such that, for all p > pg, one has
|7p| < yo. Thus, one can derive from (3.4), (3.6) with y = rp, and (3.5) that, for all p > py,

v ()" e
</—41 (1 + (Qp)—l(n _ 1))aH+1 d77> ||7/1|| a(R)

S C3|Tp| S CSC2P71,

= | (101%0@) + 7)™ = 101 e
(R)

which shows that

Sl e
sup{ p X (/ dn) — 1|7 < 400,
peN { —4-1 (1 + (2p)~1(n— 1))0‘HJrl ®)
which means that (3.3) is satisfied. O

Proof of Theorem 1.5 One knows from Lemma 3.2 that the scale parameters of the SaS

random variables Y ;. are strictly positive. For each p € N, the two SaS random variables with

scale parameters equal to 1, Wy 9,1 and Wy 41, are defined (see Remark 3.1) as

Yi2p-1 Yo 4p—1 Yo 4p—1

Wiop_1 = ——— and Wyy,_1 = : = : . 3.7
M o (Vigp 1) T o (Youp1) 2P0 (Viap ) (3.1

Observe that the equality o(Ya4p—1) = 20 (Y1 4p-1) results from (3.1). Next, it follows from

(1.17) and (3.7) that, for all n € N, one has

. _ 1<
Gtogy, =0 = =Y (108lY129-1] — logs|Ya4p1| — logs (21/7)) (3.8)
p=1

- lz": logy | Wi 2p—1| — logy|Wa 4p—1| + log o(Y1,2p-1) .
Lt 21VV1,2p— 21VV2,4p— 2\ 9H+1/a o(Yi4p-1)

Observe that one knows from the very fundamental Lemma 2.3 and (3.7) that

<1Og2|W1,2p71| - 10g2|W2,4p71\)
peN

is a sequence of independent, identically distributed, centered and square integrable random
variables. Thus, one can derive from the very classical strong law of large numbers that

1< 5.
= (logz\lep—l! - 10g2\W2,4p—1|> —== 0. (3.9)
n =1 J—+o

17



Moreover, one can derive from the very classical Central Limit Theorem that

12 ,
1 d
E | W1op_1| —1 Wo 4,— — N(0,1), 3.10
<2var(10g2|W(a)‘)n> p=1 <Og2’ b . Og2’ 24 1‘) J—+oo (0.1) ( )

where W, is as in Remark 1.4, and where + N(0,1) denotes the convergence in distri-
J—+00

bution to a random variable having a A(0,1) Gaussian distribution. Thus, in view of (3.8),
(3.9) and (3.10), it turns out that for proving the theorem it is enough to show that

log2< o(Y1.2p-1) >'—0. (3.11)

2H+1/a O'(}/i,4p—1)

T

11m  ——

n—>+oon1/2
p=1

Indeed, it easily follows from (3.8), (3.9) and (3.11) that

~—1 ~1 a.s.
Q —a ——0 3.12
n,log, j— 400 ’ ( )

which shows that Part (7) of the theorem is satisfied. Moreover, (3.8), (3.10) and (3.11) clearly
entail that

1/2
<2V&I‘(10§2‘W(a)’) ) (ag’llogQ B a_l) ﬁﬁ) N(©,1), (3.13)
Therefore, combining (3.13) with the fact that
G ( max{&;llogQ, 2t }) <2Var (10g2|W(a) |)) s % 41, (3.14)
’ j—+oo

one gets Part (i7) of the theorem. Notice that (3.14) results from (3.12) and Remark 1.4.
From now on, one focuses on the proof of (3.11). Observe that (3.1) implies, for all p € N,

18



that

o(Y1,2p-1)
9H+1/a U(Y1,4p—1)

e ([T @) e
_ 9—(H+1/a) </ [ (n))| - dn)

—41 (dp+1n—1)

o | (n)]” e wive (1 [w(n)|” e
d -2 o d
" <</41 (2p+1n—1)*"* n) /_4—1 (4p+n — 1) 7

— (2p)H+1/a /4_1 W’(U)‘a d77 e
—it 1+ (p) (o= 1)

-1

TEYSY ()| . He
A\ /4-1 (14 @p) (g — 1)
41 e 1/a
_ —(H+1/a) W(U)‘
) ( —am (14 (4p)~L(n — 1)) o
N | (m)|* e
) </ (L4 (ap) 20 = 1) dn) (319)

4! v (n)* Ve N ()| e
’ (</41 (1+ (2p) 2 (n — 1)) dn) /_41 (14 (4p)~L(n — 1)) @ '

On another hand, for all p € N, one has

v ‘d%ﬂ”a 47 }¢(nﬂa <16>cu¥+1
dn > s (16 .
/—41 (1+ (p) 1 — )T = /—41 (L1417 = A2 1PNz )

-1

Thus, one can derives from (3.15) and the triangle inequality that there exists a positive finite
constant ¢; such that, for all p € N,

o(Y1,2p-1)
2H+1/a U(Y1,4p—1)

4-1 ‘w(n)‘a 1/ )
(/—41 (1+(2p) (- 1))"" dn) ¥l

o e e
(/_41 (1 + (4p)‘—1(757 ‘_ 1))°‘H+1 dn) = [llLe ) -

Then, combining (3.16) and (3.3) (with v = 1), one gets, for some positive finite constant cz

that
o(Y12p-1)
2H+1/a U(YI,4p71)

- 1‘ (3.16)

<Cl

+c1

- 1‘ <cypt, forallpeN,
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which in turn implies that there exists a positive finite constant c3 such that

U(Ylﬂpfl) —1
logy (2H+1/a o (Viay 1) <c3p ~, foreverypeN.

Therefore, one obtains, for all n € N, that

Yi2p-1) "y
< <
log, <2H+1/a (Viap 1) )‘ c3 E P 03( /1 x daz) < c3(1+1log(n)). (3.17)

Then, one can derive from (3.17) that (3.11) holds. O

n

D

p=1

Proof of Theorem 1.7 One knows from Lemma 3.2 that the scale parameters of the SaS
random variables Y} are strictly positive. For each p € N, the two SaS random variables with
scale parameters equal to 1, Wy 9,1 and Wa 9, 1 are defined (see Remark 3.1) as

Yo 9,1 Yo 9,1

and Wso, 1 = ’ = : . 3.18
2T 5(Yagp1)  2Ho(Yigp1) (3.18)

Yi2p-1

W- 4=
BT o (YVigpa1)

Observe that the equality o(Y29,-1) = 220 (Y1 2p-1) follows from (3.1). Next, using (1.21),
(1.19) and (3.18) one has, for all n € N, that

n

ﬁn,logQ - H = %Z (log2|Y2,2p,1| —logy|Y1,9p—1| — logy (2H)>
1 pzl
= > (10g2|W2,2p—1| — logy|[Wi 2p—1| 4 logy (0(Ya,2p-1)) — logy (ZHJ(YLQP,I)))
1 p:I
= - pz:l (10g2\W2,2p—1! - 10g2\W1,2p_1\). (3.19)

Next, observe that one knows from the very fundamental Lemma 2.3 and (3.18) that

(logQIWQ,zp—ll - 10g2|W1,2p—1\)
peN

is a sequence of independent, identically distributed, centered and square integrable random

variables. Thus using (3.19), the very classical Strong Law of Large Numbers, and the very

classical Central Limit Theorem, one obtains Part (i) of the theorem, and that

1/2
n o~
Hy oo, — H N(0,1 3.20
<2Var(log2|W(a)|)> ( logg ) m 0, 1), ( )

where W, is as in Remark 1.4. Finally combining (3.20) with (3.14), one gets Part (ii) of the
theorem. [J
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4 Proof of Theorems 1.8

The two main ingredients of the proof of Theorem 1.8 are the following two lemmas.
Lemma 4.1 Under the sole condition (1.23) on the sequence (mj);jen, one has, for all fized

7€ (0,47 1),

mj m;

177 M 277
lim —2— = lim —— =1, 4.1
AREVT) T ERT) -y

where the convergences hold almost surely.
Lemma 4.2 Let o € (0,2] be as in Theorem 1.8 and let v be arbitrary and such that
O<y< ——, 4.2
1<y (4.2)
which clearly implies that
v(H+1/a) <1, forall (H,a) € [0,1] x [a,2]. (4.3)

When the stability parameter o of the HFSM belongs to [a, 2], there exists a finite constant ¢
such that, for all (j,m,n) € N3, one has

‘A;’L’n(’y,H,a)‘ < C<m'y(H+1/a)71 _~_n'y(H+l/a)fl>, (4_4)
where ( )
E(V"
m,n R Jj+1ly _ _ _ E
AT (y, H, a) = log, (E(Vm ) VH = (L=(H + 1/a))logy (=) (45)

For proving Lemmas 4.1 and 4.2 one needs two preliminary results. The following remark
is a straightforward consequence of Remark 3.1 and of Lemma 3.2.

Remark 4.3 Let v € (0, ) be arbitrary. For all (j,p) € N2, one has

, -1 @ v/
E(’Yjﬂp—lm = E(’W(a)"y)QV(]HH/a) (/—4—1 (n+ }2152)1)0&“ dn) (46)

: ! ()| /e
= E(’W(a)‘7)2(]_1)7HP_V(H+1/Q) (/ H+1 d77> 7
—4-1 (14 (2p)~H(n—1))"

where W, denotes an arbitrary real-valued SaS random variable with scale parameter equals
to 1.

Lemma 4.4 Let v be such that (4.2) holds. When the stability parameter o of the HFSM
belongs to [a, 2], there exists a finite constant ¢ such that one has, for all (j,m) € N2,

2 UmINH QL R(VI) — A(y, H,a)| < em?THYOL, (4.7)

where the finite positive constant
-1
A(y, H, @) i= E([We) ") (1 = 7(H + 1/)) " 0]y (4.8)

As usual, W,y denotes an arbitrary real-valued SaS random variable with scale parameter
equals to 1.
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Proof It follows from (1.20), (4.6), the triangle inequality, (3.3) and the fact that, for every
m €N,
m
Z y(H+1/a) =1 Zp—'y (H+1/a)=1 o | o (4.9)
p=1 p=1
that there is a finite constant ¢; such that, for all (j,m) € N2,

9—(—1vH o y(H+1/e)—1

B(V]2) — E(Wioy ") 6]} gy 2007 - o141/

p=1
E(|W |v)m7(H+1/a)—1
Z —y(H+1/e) ( - |¢ }04 e (R
xS p/a / . dn) — Il
(L (2p) M - 1) “
<e mv(HH/a) L

(4.10)

4.9), one gets, for
every m € N that

Moreover, using the triangle inequality, the mean value theorem, (4.3) and (

(m+1)/m
‘mw Hi1/a)- 12 1) / - HH1/a) g

=1 1/m
m o p(p+l)/m

L [ s i
p=17P/m

< gm0 (4.11)
p=1

where ¢z is a finite constant not depending m. Also, notice that, in view of (4.3), one has, for
all m € N, that

m+1)/m (H 1 /a) B B 4
’ de — (1 —~(H +1/)) ‘

= ( v(H +1/a))” ‘(1 + mfl)l_'Y(H'H/a) 1 mw(HJrl/a)—l‘
<2(1—y(H +1/a)) " m U+

(4.12)
m) € N2,
E(IW[{) (1 =2 (H +1/a)) " [[¢] Faey

Next, observe that, one can derive from the triangle inequality that, for all (7,

—(j=1)yH  y(H+1/a)-1 m
9—(—VvH y(H+1/a) E(V2) —

< 9~ U=yl ppy(H+1/a)—1

E(V}3) = (W ") 19117 a2V~ D p )

p=1

m (m+1)/m
41/ =1 3 palH+1/a) /

p—1 1/m

(m+1)/m 1
/ gV HFY) g (1 — ~(H + 1/a))
1/m

FE (W) 0l ey

oo (HH1/a) g

FE( Wi ) 917 e

(4.13)
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Finally, putting together (4.10), (4.11), (4.12) and (4.13), one gets (4.7). O

Proof of Lemma 4.2 Observe that, one knows from Part (iii) of Lemma 2.3 that, for all
(4,m,n) € N3, one has

E(Vr 2I7HTE (V1 vHE (V1
log2 ( ( ]+1,'7)> :10g2 (2( ( 1,’y) ) :10g2 ( ( 1,7)) )

E(V]) FITE(V) E(V)

Thus, letting A=!(y, H,a) be the inverse of the positive constant A(v, H, a) (see (4.8)), and
using (4.5) and standard calculations, one obtains, for every (j,m,n) € N3, that

A1 (’Y, H, a)m'y(H+1/a)—1 E(vm)

1y

A1 H, 'y(H—i—l/oc)—lE vn
R P

which implies that
AT (v, H, a)‘ < )10g2 (A_l(% H,a)n?H /-1 E(Wk)) ’ (4.14)
+ [logy (A7 (3, H, a)m FH/ LR (V) )|
Next observe that one knows from (4.7) and (4.3) that

lim ‘A*l(y, H, a)ym? /-1 g (ym) — 1‘ ~0. (4.15)

m——+00

Moreover, it can easily be seen that one has, for some finite constant cy,
’logz(l + x)’ <cil|z|, forevery z € [-271 +00). (4.16)

Thus, one can derive from (4.15), (4.16) and (4.7) that there exists mo € N and a finite constant
co > 0, such that for all m > my,

‘logQ (A’l(fy,H, a)m'Y(HH/a)*lE(Vﬁ))‘ < ¢ ’Ail(’y, H, a)mV(H“/“)’lE(Vl’Z) — 1)
< cgmEFTYe)-1
which entails that
sup m!~YHAL/@) g, (Ail(% H,o)ym HH1/a)=1 IE(V{Z))’ < +o0. (4.17)

meN
Finally, it follows from (4.14) and (4.17) that (4.4) is satisfied. O
Proof of Lemma 4.1 One will only show that

m;

lim 1’7,1. =1 (almost surely), 4.18
i gy =1 ( ) (4.18)

since the proof of the fact that
. 2,y
lim ——=— =1 (almost surely),
j=too B(Vy) ( y)
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can be done in the same way. First notice that using Markov inequality, for each j € N, one
has

V{;f L\ -
(i) = o -mo
4p o (‘ij_ Vm]”)
’ EV)

where p is a fixed positive constant small enough, which will be chosen more precisely later.

J 1,y

>m; ”E(ij)>

IN

(4.19)

Let us now provide an appropriate upper bound for the expectation ]E(‘VlmvJ — E(Vf;j ) ‘4),

which is finite because of the assumption a € (0,4 'a). In view of Remark 3.1, for each
(4,p) € N2 and for all ¢ € {1,2}, one has

E(1izp11" — E( V1) [**) = ey 0 (Vizp-1)*7 (4.20)

where the positive finite constant ¢, := E(HWP — E(|W|7)’2q) does not depend on (7, p).
Then, one can derive from (1.20), (4.20), and the fact that, for any fixed j € N, the centered
random variables |Yjo,—1]7 — E(|Yj2p—1|7), p € N, are independent (see Part (i) of the very
fundamental Lemma 2.3), and from the second inequality in (3.2) that

(\ij ~E(V7)| ) = % E(ﬁ <|Y1,2pl—1|'y —]E(!Yszz—lm))

P1,..., pa=1 =1
m; m; 2
< <ZE(‘ |Y1,2p—1|7 — E(|Y1,2p1|7)‘4>> + 6 ( ZE<| Y12p—1|7 — E(|}/1,2p1|7)’2)>
—1 p=1
m; 2 m; 2
(Z o(Y12p-1) > + 6¢3 (Z U(YI,Qp—1)2'Y> <c3 (Z U(YI,Qp—1)27>
p=1 p=1
2
o E v
1
<C4<4/3 2’y(H+1/a) / J ( x_5/4) 2y H+1/a)>
1
2
< ¢ (1 + 11y (27(H + 1/)) log (my) + m;_QW(HH/O‘)) , (4.21)

where c3, ¢4 and cj are three positive finite constants not depending on j. On another hand,
observe that, in view of the fact that v € (0,4 'a) C (0,4 'a), one knows from (4.7) and
(1.23) that

«@ m 4
i PO ) = Ay, Hoa) > 0,

which implies that there exists a constant ¢g > 0 such that, for all j > 1,

(E(V;™)) " < cgmiHHO— (4.22)
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Combining (4.21) with (4.22), one gets, for some finite constant ¢y and for all j € N, that

m; miy |4
¥ E(‘Vlﬁj _E(Vlnj)‘ )

mi\\ 4
’ (E(Vl,'yj))
2
< ey TP UTE) (1 + 103 (29(H + 1/a)) log (my) +m) 70+ “)> (4.23)

2
<cy (mj—Q(l—p-H(H—H/a)) + ]1{1} (QV(H + l/a))mj—Q(l—p-W(H—i-l/a)) log (mj) n mj—(l—Zp)>

< 3er <my_ AU gy (29(H + 1/a))my O 102 (1)) + mj‘z“‘zf’)) .

Next, notice that, since 4(1—v(H +1/a)) > 4(1—47'a(H +1/a)) > 1, the positive constant
p can be chosen small enough so that one has

4(1=p—~(H+1/a)) >1 and 2(1—2p)>1. (4.24)
Then, it follows from (4.23), (4.24), (1.23) and (4.19) that

ms

+o0 \Vakis
Z]P’(‘ il —1‘ zmj"’> < +00.
j=1 E(‘/i,y )

Therefore, (4.18) results from Borel-Cantelli Lemma. [J

We are now in position to complete the proof of Theorem 1.8.

End of the proof of Theorem 1.8 It follows from (1.24), (1.25), (4.5), the equalities

VY VY BORY) BORY) W VR E(Y)
Vi, E(Wy) E(Vi)) Vi Vi  E(WT) EMVY) Vi
and standard calculations that, for all j € N, one has
’yﬁ' ~H = log V;r;] log Vlmi; + AT (v, H, @) (4.25)
e =108 | —m;y | — 1082 | = m;\ 1, ). .
" E(V,7) E(Viy))
and that
Vlmj Qmj+1
~—1 -1 Bl ol
ya; ) — ya = log, — | —logy | ——— (4.26)
o <E(Vf,?’)> (E(‘/z,i“))

—AT oy Hya) + (1 —(H + 1/a)) (1 — log, <mn{:>> .

Then, one can derive from (4.25), Lemmas 4.1 and 4.2, the inequality v(H +1/a) —1 < —1/4
and (1.23) that



Moreover, it follows from (4.26), Lemmas 4.1 and 4.2, the inequality v(H + 1/a) — 1 < —1/4,
(1.23) and (1.26) that

o~ — a.s.
Lot 2250
7Y j—+o0

O

5 Proof of Theorem 1.10

For proving Theorem 1.10 one needs several preliminary results.

Proposition 5.1 Let v be arbitrary and such that (1.27) holds. For every (j,m) € N2, let
Vi be as in Definition 1.6. The random variable Ry is defined as

g Yan = BU) < ) )( Y5 —1). (5.1)
7 (Vaw(Vj’f;))1 (Var(V )) E(Vm)

Let (mj)jen be an arbitrary non-decreasing sequence of integers larger than 2 which satisfies
the condition (1.28). When j goes to +o0o, the random variables RTZ/ and Rgné converge in
distribution to a random variable having a N'(0,1) Gaussian distribution.

Proof First notice that it follows from Lemma 2.3 (ii7) and (5.1) that, for every j € N,
Rmy < R27 Thus, we give the proof only in the case of R1 . In view of (5.1), (1.20) and
of the fact that the random variables , p €N, are mdependent, one knows from the
Lyapunov Central Limit Theorem (see for instance Theorem 7.3 on page 44 in [7]) that it is
enough to show that, for some fixed § > 0 small enough so that (2 4 §) < «, one has

244
jlgknoo (Var V1 7 ZE(“H 2p— 1! (‘Y1,2p_1‘7)’ ) =0. (5.2)

The independence property of the random variables ’Yl,gp,l‘v, p € {1,...,m;}, implies that
Var( V17 ZVar ‘Yl 2p— 1‘ ) (5.3)

Then, one can derive from (5.3) and Remark 3.1 that

m;j

Var(V}") = Var(|[W|") Y o(Y12p-1)". (5.4)
p=1

Also, Remark 3.1 entails that

m; 246 248\
S B (|¥aapal =B (Vi )[77) = B[ B[ 77) S a0, 65
p=1
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Next notice that it follows from (5.4), the first inequality in (3.2) and (1.28), that one has for
some constant ¢; > 0 and, for every j € N,

240 252 (29(H+1/)-1)

(Var(Vy7))" 2 <am (5.6)

Also notice that it results from (5.5) and the second inequality in (3.2), that one has for some
constant cg > 0 and, for every j € N,

mj
ZEQ |}/1,2p71‘,y - E(‘Yl,prl m ‘Hé) < 02<log(mj) + mg'lﬂ(HH/a)(QM)))- (5.7)
—1

Finally, combining (5.6) and (5.7) one obtains, for some constant c3 > 0 and for all j € N, that

(Var(1))) ZE(‘}Yl 21|’ — (‘Y1’2p1|7)‘2+6>

(2+6) s
(2v(H+1/a)-1) -3
<c3 (mj log(m;) +m; 2).
Thus, one can derive from (1.28) and (1.23) that (5.2) is satisfied. O
The following remark is a straightforward consequence of Remark 3.1 and of Lemma 3.2.

Remark 5.2 Let v € (0,27 'a) be arbitrary and let W(a) be an arbitrary real-valued SasS
random variable with scale parameter equals to 1. For all (j,p) € N2, one has

V&I‘(|Y‘ "y) _ Var(\W |'y)22’y(jH+1/a) / -t W}(n)‘a . 2v/a (5 8)
j,2p—1 = (@) a1 (74 2p— 1)eHH N :
4-1 a 2 /a
_ Var(‘W(a)|'y)2(j71)2'pr72'y(H+1/o¢) (/ W(ﬁ)‘ — dn) 8l .
—t (1+(2p) (- 1)°

Lemma 5.3 Let v be arbitrary and such that (1.27) holds, and let Wiq) be an arbitrary real-
valued Sa.S random variable with scale parameter equals to 1. There is a finite constant ¢ such
that, for all (j,m) € N2, one has

9—(I—1)2vH ), 2v(H+1/a)—1 Var(ij") Var(\W "y) (1—27(H+1/a)) HwHLa(R < cm2VH+1/a)-1
(5.9)

Proof For proving (5.9), one uses the equality
Var(V;%) Z\/ar |Yi2p-1]"),

the second equality in (5.8) and arguments similar to those which allowed to obtain (4.7). O
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Proposition 5.4 Let v be arbitrary and such that (1.27) holds. For all (j,m) € N2, the
random variable RY". is defined as

o _Yis
R = F(Ha Y ym"?| L1 1), (5.10)
E(V}7)

where H € (0,1) and « € [a, 2] are the unknown Hurst parameter and stability parameter of
the HFSM {X (t)}+er, and F, is the positive continuous function introduced in Remark 1.9.
Let (mj)jen be an arbitrary non-decreasing sequence of integers larger than 2 which satisfies
the condition (1.23). When j goes to +oo, the random variables R1 5 and R27 converge in
distribution to a random variable having a N(0,1) Gaussian distribution.

Proof First notice that it follows from Lemma 2.3 (7i7) and (5.10) that, for every j € N,
Rmy - R2 Thus, we give the proof only in the case of RT; In view of Proposition 5.1, it is
enough to show that

lim E(|R ~ R 2) = 0. (5.11)

Jj—+oo

It follows from (5.1), (5.10) and (1.29) that, for all j € N,

m; M ‘/lmj
ley—ley—y]mjl/2< 1 —1), (5.12)
E(V5)
where 1/2
. ( BVY)  B(WiwP) (- 29(H +1/a) ) -
J miL 1/2 : .
(mVar(V))2 (Var(Wiel)) (1 =2 (H +1/e))
Observe that (5.13), (1.23), (1.28) and Lemmas 4.4 and 5.3 imply that
li i = 0. 5.14
L (5.14)
Moreover, using (5.12) one has that
. m;Var(V,"
E(|R7 - R*) = v} x # (5.15)
(E(V2)?
Finally, putting together (5.13), (5.14) and (5.15), one obtains (5.11). O

Corollary 5.5 Let v € (0,47 1a) be arbitrary and such that (1.27) holds. For all (j,m) € N2,
the random variable AZ‘,Y 1s defined as

ym
1/2 :

AT = log(2) Fy(H,a " )m'/? log, (M) , (5.16)

3y
where H € (0,1) and « € [a,2] are the unknown Hurst parameter and stability parameter of
the HFSM {X (t) }+er, and Fy is the positive continuous function introduced in Remark 1.9.
Let (mj)jen be an arbitrary non-decreasing sequence of integers larger than 2 which satisfies
the condition (1.23). When j goes to +oo, the random variables AT; and AZZ converge in

distribution to a random variable having a N'(0,1) Gaussian distribution.
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Proof First notice that it follows from Lemma 2.3 (i7i) and (5.16) that, for every j € N,

AT% < A;né Thus, we give the proof only in the case of AT; In view of Proposition 5.4, it is
enough to show that
m; =m; P
AL’]Y — Rl,']y m 0, (517)

where L) denotes the convergence in probability. Let € be an arbitrary fixed positive real
J—r+oo

number. One clear has, for all j € N, that

P(|AT - BRI > )

m_ m, iy o iy _
<P({|A - Rl z e} n{ =g 227 ) + P 3 <27
’ ’ E(Vi,) E(Vi,)
Moreover, one knows from Lemma 4.1 that
Vi
lim IP’< < 1> =0
j—+oo E(‘/L’Y )
Thus, for proving (5.17) it is enough to show that
- v .
lim P {Amj—ij> }m{ q >2—} —0. 5.18
oo ( Ay — B3l > e E(V,7) = (5.18)

It can easily be shown that one has, for some deterministic constant ¢; > 0, that
‘ log(2)logs(1 + x) — :U} <cz?, forallz e [-271 +00). (5.19)
Then, in view of (5.10) and (5.16), setting c2 := ¢1 F(H,a~ ') > 0, one can derive from (5.19)

"

v
with = —29— — 1 that

BV, )
e~ V" B
({17 - Bl > ehn { i > 271}
s
v 2 v
N2y Ly -1
sp({@(mj) (E(V% 1) za}m{E(Vm > 9 })
Vi 2
\1/2 1y —1
(@ (g 1) 2 )
Var(V/")
(B(V))*

< et (my)H/? (5.20)

where the last inequality follows from Markov inequality. Recall that for two sequences (a;);en

and (bj);jen of non vanishing real numbers, the notation a; ~ b; means that ,lir+n a;j/b; = 1.
J—1+00
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One can derive from (4.7), (5.9), (1.28) and (1.23) that

Var(viw) g T Var (W 1) (1 - 29( + 1/a>)*1uwu”
BV md D E(W o)) (1= 9 (H +1/a) [ 7h )
— (m)! <Var(|W ) (1 —~(H + 1/a)) > (5.21)
! (E(|We)* (1 = 2v(H + 1/a))
Finally, combining (5.20) and (5.21), one obtains (5.18). O

We are now in position to complete the proof of Theorem 1.10

End of the proof of Theorem 1.10 One can derive from Theorem 1.8 and from the
continuity property of the functions F,, 71 and 7o (see Remark 1.9 and (1.33)) that
lim F (Tl(ﬁILjﬁ),TQ(az}lﬁ)) (F,Y(H,Oé_l))_l =1, (almost surely).

j—+oo

Thus, for proving the theorem it is enough to show that

2712 (10g(2)) 7P, (H, ™) (ma )2 (Hr g — H) N (5.22)
and
(2/3)" (1og(2))y F (oo ) (ma ) (85}, —a7') T2 N(0.1). (5.23)

where (m1;)jen, (M2,;)jeN, Hlj7 and @ 317 are as in the statement of Theorem 1.10. One
knows from (4.25) and (5.16) that, for all j € N,

272 (10g(2)) 7P (H, ™) (ma )2 (M gy — ) (5.24)
= 272 (M52 — AT+ (log(2))7F, (H,a™") () AT (1, H, a))
Moreover, it follows from (4.4), (1.28) and (1.23) that the deterministic quantity
27112 (log(2)) I (H, a7 1) (ma ) V2AT ™ (3, H, @) —— 0. (5.25)
— 100

On another hand, Corollary 5.5 and the fact that, for all j € N, the two random variables
AT}Y’j and A;?;’j are independent (see (5.16) and the fundamental Lemma 2.3 (4i)) imply that

2712 (A5~ AT ) 1 N(0,1). (5.26)

ol 1y j— 400

Thus, combining (5.25) and (5.26), one obtains (5.22).
Let us now prove that (5.23) holds. It follows from (4.26) and (5.16) that, for all j € N,

(2/3)Y/%(1og(2)) 7V Fy (H, ) (may ;)" ( m—a—l) (5.27)

(m2

— (2/3)1/2 (AT“ _ ( ma j )1/2 A
5 (H,
(4,

7 ma.j+1

(log )

+(log(2))vF

a™!) (ma ) V2ATH T (v, H, )

o) (1= y(H + 1/a))(ma,;)"/? (1 — logy (m2]+1>> )

mQ?]
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Moreover, (4.4), (1.28), (1.23) and the inequality ms j < mg j41 imply that the deterministic
quantity
(log(2))YFy (H, ") (ma ) 2AT ™9 (, H, ) —— 0, (5.28)

Jj—+oo

and (1.30) entails that the deterministic quantity

(1o8(2)) 5, (o™ 1) (1 =2+ 1/e) ()7 (1~ o (22221 ) ) 0. (529)

ma j Jj—r—+oo

On another hand, it results from Corollary 5.5, (1.30) and from the fact that, for all j € N,
the two random variables A7 and Ay >7*" are independent (see (5.16) and the fundamental
Lemma 2.3 (7)), that

Y 2’7 ]—>+OO

ma j ma j 1/2 mo_j d
(2/3)1/2 [ AT — <J> Ay S N(0,1). (5.30)
Finally, putting together (5.27), (5.28), (5.29) and (5.30), one gets (5.23). O
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