N
N

N

HAL

open science

TIB: A Dataset for Abstractive Summarization of Long
Multimodal Videoconference Records

Théo Gigant, Frédéric Dufaux, Camille Guinaudeau, Marc Decombas

» To cite this version:

Théo Gigant, Frédéric Dufaux, Camille Guinaudeau, Marc Decombas.
stractive Summarization of Long Multimodal Videoconference Records.
ference on Content-based Multimedia Indexing (CBMI 2023), ACM, Sep 2023, Orléans, France.

10.1145/3617233.3617238 . hal-04168911

HAL Id: hal-04168911
https://hal.science/hal-04168911
Submitted on 28 Jul 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

TIB: A Dataset for Ab-
20th International Con-


https://hal.science/hal-04168911
https://hal.archives-ouvertes.fr

TIB: A Dataset for Abstractive Summarization of Long
Multimodal Videoconference Records

Théo Gigant
theo.gigant@I2s.centralesupelec.fr
Université Paris-Saclay, CNRS, CentraleSupélec,
Laboratoire des signaux et systémes
Gif-sur-Yvette, France
JustAl
France

Camille Guinaudeau
guinaudeau@nii.ac.jp
Japanese French Laboratory for Informatics, CNRS
Japan
University Paris-Saclay
France

ABSTRACT

Large language models and multimodal language-vision models
give impressive results on current available summarization bench-
marks, but are not designed to handle long multimodal documents.
Most summarization datasets are composed of either mono-modal
documents or short multimodal documents. In order to develop
models designed for understanding and summarizing real-world
videoconference records that are typically around 1 hour long,
we propose a dataset of 9,103 videoconference records extracted
from the German National Library of Science and Technology (TIB)
archive, along with their abstract. Additionally, we process the
content using automatic tools in order to provide the transcripts
and key frames. Finally, we present experiments for abstractive
summarization, to serve as baseline for future research work in
multimodal approaches.

CCS CONCEPTS

« Information systems — Summarization; - Computing method-
ologies — Natural language generation; Video summariza-
tion; Visual content-based indexing and retrieval.

KEYWORDS

multimedia dataset, multimodal documents, automatic summariza-
tion

1 INTRODUCTION

Oral presentations are the preferred form of conveying information
in a lot of situations including conferences, meetings and lectures.
During a presentation, a speaker talks to an audience and uses both
speech and visual aids (often in the form of a slide show) in order to
deliver a message. According to [9], the number of videoconference
meetings skyrocketed during COVID-19 pandemic, with an aver-
age 12 meetings each month per person, and stabilized around 9 to
10 meetings in 2022. In education, lectures were also replaced by
video lectures during the pandemic, with different layouts, includ-
ing videoconference records [28]. Scientific communication was
also disrupted by the COVID-19 with in-person conferences being
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replaced by virtual conferences [4]. Virtual or hybrid conferences
will likely continue to be a popular format in the future as suggested
in [16], and can easily be recorded.

Real world videoconference presentation records are composed
of speech, camera and shared-screen video streams, that are audio
and video modalities respectively. The records usually lasts from
dozens of minutes to a few hours, and the shared-screen is often a
slideshow that can be reduced to a few dozens key frames.

In these presentations, the slide show is often used to carry
information that illustrates the point, helps understand the outline
and is not always redundant with the speech.

Abstractive summarization aims at creating a shorter human-
readable summary from a long document, while preserving most of
the information. Summarization datasets that are publicly available
focus either on multimodality or long-form documents, but never
both. As a consequence, state-of-the-art summarization methods are
not evaluated on their performance at summarizing long documents
that have multiple modalities, such as videoconference records.

In this work, we create a large dataset to address this challenge
and make long-range multimodal summarization of videoconfer-
ence records training more accessible. TIB is a dataset of 9,103
records of presentations along their human-written abstract, col-
lected from the archive of the German National Library of Science
and Technology: Technische Informationsbibliothek (TIB). The data
covers records of scientific presentations, such as lectures and con-
ferences, along metadata and a target summary. The videos were
processed in order to extract the transcript and the slideshow, using
automatic tools. Moreover, we present a statistical analysis on the
collected dataset. Finally we carry out preliminary experiments for
abstractive summarization using only the text modality derived
from the audio transcript. These results can be used as a baseline
in future research work in multimodal approaches.

The dataset is shared on the HuggingFace dataset hub?!, with
train, validation and test splits containing respectively 80% (7,282),
10% (910) and 10% (911) of the dataset records.

!https://huggingface.co/datasets/gigant/tib
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2 RELATED WORK

Our work is related to multiple topics: text summarization, long
range text summarization, multimodal video summarization and
multimodal multi-document summarization.

To our knowledge, no existing dataset focus on summarization
of long videos, with multiple modalities as input, and a textual
summary as output. TIB is also different from most video summa-
rization tasks as the visual modality is very redundant and often
pictures documents with low granularity, such as slides.

2.1 Text Summarization

Automatic Text Summarization systems are often focused on rel-
atively short text documents, and ignore inputs and outputs in
a modality that is not text, and text that is too long [10]. Most
standard datasets for benchmarking single document text sum-
marization models focus on summarizing news articles, the most
common being CNN/DailyMail, introduced in [23]. Existing meth-
ods, trained on such datasets, achieve low accuracy and efficiency
for summarizing longer texts [18].

2.2 Long Range Text Summarization

Some datasets focus on longer documents, such as academic papers,
reports, patents or state bills. ArXiv and PubMed [5] are summariza-
tion datasets comprised of scientific papers collected from online
repositories. In both of these datasets, the input is the full text of the
article, and the target summary is the abstract. BIGPATENT [29] is
a dataset of 1.3 million records of U.S. patent documents with their
human-written abstractive summary. GOVREPORT [14] is a collec-
tion of U.S. Government Accountability Office reports with human-
written summaries. BillSum [17] is comprised of Congressional
and California state bills along with human-written summaries.
BookSum [18] is a dataset for long-form abstractive summarization

of books.

2.3 Multimodal Video Summarization

As shown in [1], most video summarization benchmarks ignore the
audio modality and focus on extracting from an input video a set of
representative video frames or video fragments, called respectively
video storyboards and video skims. The most common datasets for
video summarization are SumMe [13] and TVSum [30]. SumMe is a
dataset for supervised video summarization, video skims composed
of human selected "superframes" are the target summaries. TVSum
is an unsupervised video summarization dataset containing videos
with shot-level importance score and titles, video skim summaries
are created using shots that are representative and relevant to both
the title and the video.

How?2 videos [27] is a multimodal abstractive summarization
dataset. In the 300h version, both audio and visual modalities of
the input videos are provided along with a transcript, in order to
predict the textual human-written summary, but the videos are
very short as most of them are shorter than 20 seconds. In [21], the
authors introduce a large-scale dataset for Video-based Multimodal
Summarization with Multimodal Output comprised of 184 thousand
samples. Each sample includes an article, its textual summary and
a video with a cover picture. The authors of [3] are using data from
a TV series, split into logical story units that can be inserted into
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Character-oriented video-skim summaries, evaluated with a large
scale user study. In [11], the visual features and transcripts of TED
Talks records are processed and combined in order to identify and
rank semantic segments of educational videos in order to propose
a "hot spots" video summary.

2.4 Multimodal Multi-Document
Summarization

Multi-document summarization datasets can also include multiple
modalities. For instance the authors of [20] introduce a multimodal
multi-document corpus of 20 documents and 5-10 videos, along
with human-written summaries for each of 50 news events. Half of
the dataset is in English and half is in Chinese. Some characteristics
of the multimodal multi-document summarization task, such as
long input and multimodality, are similar to our work. However,
the structure of the input is quite different as it is composed of
multiple documents of varying length instead of one long video.

3 COLLECTION METHODOLOGY

3.1 Dataset Collection

The dataset was first assembled by crawling the TIB-AV portal?
which is a large archive of videos, developed by the German Na-

tional Library of Science and Technology: Technische Informations-
bibliothek (TIB).

3.2 Data filtering

Entries with missing abstracts or abstracts that were too short (less
than 30 characters) were filtered out. We also filtered out records
for which the abstract or the transcript is in another language than
English. To find abstracts in other languages than English, we are
using an automatic language detection model: XLM-RoBERTa [6]
finetuned on the Language Identification dataset, which is the
concatenation of XNLI [7], The Multilingual Amazon Reviews Cor-
pus [15] and the Machine translated multilingual STS benchmark
dataset*. We filter the transcripts in other languages than English
by using the language predicted by the multilingual speech recogni-
tion system described in Section 4.2. In order to keep the abstracts
that are relevant to the associated record, we removed documents
if the abstract is the same as the abstract for another video. This
allowed to get rid of all the abstracts that were written for a set of
records such as conferences, instead of specifically written for a
single presentation.

4 DATASET COMPOSITION
Each record consist of the following attributes:

e doi: digital object identifier (DOI) of the record or the asso-
ciated paper

title: title of the presentation

url: URL of the record in the TIB archive

video_url: URL of the video file

license: license of the record

Zhttps://av.tib.eu/
Shttps://huggingface.co/datasets/papluca/language-identification
“https://huggingface.co/datasets/stsb_multi_mt
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(a) screen-shared
slideshow

(c) pen and paper

(d) screen-shared
slideshow with the
speaker in a corner

(e) an extract from
a video or movie

(f) a record of the
slideshow

(g) blackboard

Figure 1: Some example frames from the visual modality

e subject: academic field (eg Computer Science, Mathematics,

)

genre: type of presentation (eg Lecture, Conference, ...)

release_year: year the record was released

author: name of the author

contributors: name of the contributors

abstract: the abstract of the presentation, that serve as a

target summary

transcript: the automatically extracted transcript

e transcript_segments: the automatically extracted tran-
script with time codes, output of the speech recognition
system

e keyframes: the automatically extracted key frames time
codes

doi, title, url, video_url, license, subject, genre,
release_year, author, contributors and abstract are provided
as found in the TIB archive. The length, style, quality and content of
the abstract can differ from video to video as it was likely provided
by each author. For instance, some abstracts can provide very short
title-like summaries, introduction of the conference, the lecture
or the speaker, or longer descriptions of the content. We provide
examples of transcripts and summaries in Appendix A.

4.1 Modalities

In the video files, there are two modalities: audio and visual. The
audio is mostly comprised of speech and the possible music or
noise, the visual can be for example the shared screen or a record
of the speaker. Figure 1 pictures examples of frames from the visual
modality covering most of the cases in the dataset. There is a third
modality in the target summary and the metadata which is the
textual modality.

Additional features are created via automatic processing of the
video. From the audio, we generate a textual transcript, and from
the video stream, we select a sparse set of key frames.
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4.2 Processing the videos

From the raw video we extract automatically the transcript using an
automatic speech recognition model, Whisper [26] (specifically the
small multilingual checkpoint which offers a good accuracy/speed
tradeoft for this task). The resulting textual modality will allow us
to benchmark common Natural Language Processing abstractive
summarization methods.

Because the videos are records of presentations, the visual in-
formation is concentrated in a few still frames such as the slides
from the slideshow. We provide a noisy estimation of the slides
constituting the visual support of the presentation by extracting
key frames with an heuristic using semantic hashes of the video
frames. In examples (a), (c), (d), (f) and (g) of Figure 1, the sparse
information assumption of the video stream stays relevant but does
not hold in the examples (b) or (e). Arguably, a content-based key
frame extraction method might be more suited for the latter exam-
ples, however these visual layouts are not the most usual nor the
most informative visual information for the presentations.

More specifically, a semantic hash is a binary code that represents
a document such that codes of data points with similar features are
close by the Hamming distance. To encode the frames, we use a
Discrete Cosine Transform-based semantic hash function described
in Algorithm 1, and inspired by a perceptual video hash function
introduced in [8]. The Discrete Cosine Transform of type I (DCT)
is following the implementation in the scipy library [31].

Data: x #a grey-scale 64764 image

Result: h #the 64 boolean long-semantic hash binary code
for image x

begin

x < DCTy(DCTy(x)) #Apply Discrete Cosine

Transform on both axes
m «— median(x)
for j — 0;j <8 j«— j+1do
fori—0;i<8;i—i+1do

0ifxj; <m
hitgj >
1 else

end

end

end
Algorithm 1: DCT-based semantic hash function

Because slide change usually does not occur multiple times per
second, we are downsampling the videostream, in order to keep
around 2 frames per second. If there is a camera showing the speaker,
it is likely to be shown in a corner or a side of the image, so we
are splitting every frame spatially in 9 patches to track changes in
the center, sides and corners of the image. Every patch is encoded
using the semantic hash function described in Algorithm 1. We
compute Hamming distances from the perceptual hash of every
patch to the perceptual hash of the same patch at the previous
frame. We get 9 values for each frame, and ignore the patches that
change too much, since it’s likely to be where the camera is located
in the shared screen. The threshold for the minimal distance that
will be considered as a slide change is computed for every video
with hand-made rules fine-tuned on a few examples. The resulting
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heuristic is very fast to compute and allows to keep a few dozens
still frames from a full video stream, that include most of the slides
in the slide show.

4.3 Data Statistics

4.3.1 Data metadata distribution. Most records come with a set
of metadata, such as the year of release, the genre and subject. In
order to provide insights about the content of the dataset, we look
into the distributions of these metadata.

Figure 2a is a histogram of the release years of the records, that
range from 1952 to 2022, with most of the data evenly distributed
from 2013 to 2022. In Figure 2b, we plot the duration in second
of the records, the average being 2245 seconds, ie 37.4 minutes.
Figure 2c shows how many key frames were extracted from each
record, the average is 45.9 key frames per presentation. Figure 2d
is a histogram of the academic subjects of the presentations that
shows that most of the records are related to Computer Science.
Figure 2e is a histogram of the presentation genres, most of the
documents are either conferences, academic talks or lectures.

The metadata shows that a typical record from the dataset is an
academic conference or a lecture about Computer Science released
between 2013 and 2022, it lasts 37.4 minutes and contains 45.9 slides.

4.3.2 Tokens statistics. Following [12], we compute some statistics
on the dataset, such as number of documents, extractive fragment
coverage, extractive fragment density, compression ratios, and num-
ber of tokens in the source and summary texts. The statistics are
computed following the algorithms from [12], but using a sub-word
Byte-Pair Encoding tokenization from [2], instead of a word tok-
enization.

From the tokenized source text x = (x,-)f\i ; and the tokenized
summary text y = (y,-)f‘ﬁl, [12] defines a set 7 (x, y) called the set
of extractive fragments, as the set of the largest n-grams of y that
are in x.

Using ¥ (x,y), we compute the extractive fragment coverage
and the extractive fragment density.

The coverage is defined as the sum of the lengths of the elements

in ¥ (x, y) divided by the length of y,
1
Coverage(x,y) = — Z Ifl. (1)

Wl ey

This value is the percentage of words in the tokens that are also in
the source. A lower value means that the summary is using novel
tokens. This value only accounts for the vocabulary extraction, but
does not take into account the order of the tokens.

The density is defined as the average length of the extractive
fragments of ¥ (x,y),

. 1
Density(x.y) = >R ®
feF(xy)
The compression ratio is the token ratio between the source and
the summary texts,

x
Compression(x,y) = H 3)
y
The statistics computed on TIB and on other summarization

datasets are reported in Table 1.
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5 EXPERIMENTS AND BASELINES

We provide experiments and baselines for abstractive summariza-
tion using only the text modality derived from the audio modality,
via the automatically extracted transcript. The goal is to generate
a text that summarizes the document, with the abstract being the
reference "gold" summary.

The visual and speech modality were not used in the models
tested in this work, as to the best of our knowledge, no existing
model is designed to do abstractive textual summarization of videos
this long.

5.1 Evaluation metrics

We are using the ROUGE metric [22] and the BERT Score [34] for
evaluation, via the F-measure of ROUGE-n (Rnf;), longest common
subsequence-based ROUGE (RL ;) and BERT Score (BSy).

ROUGE score computes the overlap of n-grams between the
candidate and the reference summary. BERT Score computes pair-
wise cosine similarity between BERT embeddings of the reference
and candidate summaries. ROUGE is a commonly used metrics for
summarization evaluation. BERT Score has been shown to correlate
well with human judgment for summarization tasks.

We are using the metrics implementations provided by the evaluate

library®, with default settings.

5.2 Models and heuristics

The models that are being benchmarked are text-only models for
abstractive or extractive summarization. Most of them have an input
size limit in term of tokens, in those cases the input is truncated
to the size limit. For all the deep learning models, we are using the
HuggingFace transformers [32] and Pytorch [24] implementations.

o Lead-3 returns the first 3 sentences of the transcript as a
summary. It is a common extractive baseline for text sum-
marization tasks.

e Extractive Oracle is an upper-ceiling limit for extractive
summarization approaches, as it selects the sentences of the
transcript that maximise the ROUGE score with respect to
the target abstractive summary. We are using the implemen-
tation from the extoracle_summarization library®.
BART [19] is a Transformer encoder-decoder architecture
designed for sequence-to-sequence Natural Language Gener-
ation tasks such as abstractive summarization, it can handle
inputs of up to 1,024 tokens. We are using the bart-base
checkpoint that has 140M parameters, finetuned on either
the ArXiv dataset or the CNN/Daily Mail dataset.

PEGASUS [33] is an abstractive summarization model trained

with self-supervised learning, it can handle inputs of up to

512 tokens. We are using the 570M parameters pegasus

checkpoint, finetuned on either the ArXiv dataset or the

CNN/Daily Mail dataset.

e PEGASUS-X [25] is an extension of the PEGASUS model to
handle inputs of up to 16,384 tokens by using staggered block-
local attention. We are initializing the model from the 272M
parameters pegasus-x-base checkpoint, and then fine-tune
on the TIB train split.

Shttps://github.com/huggingface/evaluate
®https://github.com/pltrdy/extoracle_summarization
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Figure 2: Histograms of metadata

Table 1: Statistics of abstractive summarization datasets.

Dataset Available modalities!  #Docs Coverage Density Comp. Ratio #Tokens
Source  Summary
CNN/Daily Mail [23] T 311,971 0.78 11.27 13.93 868.63 68.19
Billsum [17] T 22,218 0.86 2.76 24.59 3668.43 227.35
BIGPATENT [29] T 1,341,362 0.86 2.31 35.54 3950.17 128.47
ArXiv [5] T 215,913 0.91 3.14 45.76 8967.91 371.17
PubMed [5] T 133,215 0.88 7.31 16.19 4039.90 272.18
BookSum Chapter [18] T 12,515 0.76 1.87 16.38 5966.13 463.03
How?2 2000h [27] A+T? 72,983 0.58 0.97 8.37 305.21 38.91
How2 300h [27] A+V+T? 11,458 0.60 1.21 9.03 333.43 39.40
TIB (ours) A+V+]3 +T2 9,103 0.71 1.42 63.49 6309.96 184.29
A: Audio, V: Video, I: Image, T: Text
2 Automatically transcribed from audio
3 Automatically extracted from video
o Longformer Encoder-Decoder [2] follows BART’s architec- bart-base and has 161M parameters, the model is fine-
ture, with a chunked self-attention mechanism designed tuned on the TIB train split.
to handle longer inputs, up to 16,384 tokens. We are us-
ing the led-base-16384 checkpoint, that is initialized from The PEGASUS-X and Longformer Encoder-Decoder models are

fine-tuned on the TIB dataset train split for 10,000 steps and vali-
dated on the validation split, that represents respectively 80% and
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Table 2: Performance of baseline text-only models on the TIB dataset
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Model Type #Parameters Rl T R2p T RLp T BSp T
Lead-3 Heuristic 0 14.10 2.09 9.05 0.81
Extractive Oracle Heuristic 0 40.29 11.14 19.83 0.83
BART [19] CNN/Daily Mail zero shot Abstractive 140M 19.45 3.34 12.08 0.83
BART [19] ArXiv zero shot Abstractive 140M 22.83 4.74 13.75 0.83
PEGASUS [33] CNN/Daily Mail zero shot Abstractive 570M 16.24 3.41 11.04 0.83
PEGASUS [33] ArXiv zero shot Abstractive 570M 21.55 3.04 12.49 0.82
PEGASUS-X [25] fine-tuned Abstractive 272M 20.62 5.71 14.14 0.84
Longformer Encoder-Decoder [2] fine-tuned ~ Abstractive 161M 27.75 7.39 17.36 0.85

10% of the dataset. All the models are tested on the TIB dataset test
split, that is 10% of the dataset. Model output were decoded using
beam search with 2 beams and repeated 3-gram blocking. Results
of the experiments are reported in Table 2.

5.3 Evaluation

The Lead-3 heuristic offers low performance, which is not suprising
since the first sentences are likely to contain greetings and presen-
tation of the speaker that will not appear in the target summary.

The extractive oracle heuristic is the upper limit of extractive
approaches. Its medium performance is a consequence of the low
coverage and density statistics of the TIB dataset, as reported in
Table 1.

The CNN/Daily Mail and ArXiv datasets are both abstractive
summarization datasets. The latter is more similar to the TIB dataset
in both its statistics such as density, source and summary lengths,
as shown in Table 1, and in its content which is scientific articles,
while the former is newspaper articles. The models we tested on a
zero shot setting were trained on these datasets, and as expected,
the models trained on ArXiv perform better on the TIB test set than
the same models trained on CNN/Daily Mail.

We fine-tuned two models designed for long document abstrac-
tive summarization on the TIB dataset: PEGASUS-X [25] and Long-
former Encoder-Decoder [2]. Both of these models are transformer
models that use both local attention (staggered block-local atten-
tion for PEGASUS-X and sliding-window attention for Longformer)
and global attention. The main difference between Longformer and
PEGASUS-X is the use of learned absolute position embeddings for
the former, and sinusoidal position embeddings for the latter. In a
videoconference record, the position of a token is informative of the
part of the presentation and the ability to learn the position of the
most relevant parts might explain why Longformer outperforms
PEGASUS-X in this setting.

Examples of decoded outputs using the fine-tuned models are
provided in Appendix A along with extracts from the input tran-
scripts and the reference summaries.

6 CONCLUSION AND FUTURE WORK

In this work, we introduce TIB, a dataset for abstractive summariza-
tion of long multimodal documents. Compared to other available
summarization datasets, the length of documents in TIB is much
longer than multimodal datasets, and comparable to long-range

textual datasets. We tested existing textual summarization models
and state-of-the-art models for long range text summarization, as a
baseline for future work, such as multimodal methods. We hope this
dataset will contribute to the study of automatic videoconference
summarization by giving access to multimodal data for abstractive
summarization of long documents.

The methods we have benchmarked are textual-only baselines.
However, slides usually provide information that is not always
redundant in the speech, as well as relational inductive biases that
help to understand the structure of a presentation. Future work on
this dataset includes studying summarization models that take the
whole multimodal input to predict the abstract.
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Table 3: Example of decoded summaries using the models fine-tuned on TIB - document 0 of the TIB test set (random document)

Transcript

Yes, thank you for coming. I know it’s late and you're all tired. So my name is Martin. I work for Amazon for a prime video and I want to talk
a little about the profiler that we’ve done at Amazon. So before I start talking about my profiler, just do a quick introduction to profilers in
general. Probably some of you never used one, so I just do a quick introduction. Then I explain why we decided to do another profiler even
though there is a bunch of profilers already. Then I talk a little about the Hocktracer features, do a demo and hopefully we’ll have time
for questions at the end. So a profiler basically is a tool that allows you to measure performance of the application. You can basically split
existing profilers into two groups. It’s a sample-based profiler that runs periodically and checks some information from your application.
So the simple profiler, simple sample-based profiler can be like that. You have a while loop and you check, for example, the call stack of a
specific process, based on process ID. Later on, you can gather those data and generate some statistics [. . .]

Reference summary

HawkTracer is low-overhead instrumentation-based profiler built at Amazon Video for platforms with limited capabilities. It’s highly
extensible (at compile time) and portable so it can be run on almost any embedded device. In this talk I'll briefly talk about history of the
profiler (why did I start it, and how did I manage to publish it to open source world), introduce the architecture of the profiler, present it’s
advantages and limitations, show how can you instrument the code and demonstrate the profiler in action by running it with an example
project.

Predicted summary: Longformer Encoder-Decoder

Hocktracer is an instrumentation-based profiling tool that can be used for measuring memory usage and CPU usage of an embedded system.
In this talk, I will show you how we created a custom implementation of HockTracer and how we instrumented the data in it. I will also
explain why we decided to do another one. Hock Tracer is a profiler for user-space profiling on embedded systems. It can be implemented as
a standalone library or as a full-fledged Hocktrace module. In addition to the built-in Hock-Tracer library, it can be extended to run in any
C++, Python or Rust language.

Predicted summary: PEGASUS-X

The Hock Tracer is an instrumentation-based profiler that allows developers to measure performance of their application. It is a tool that
allows you to split existing profilers into two groups. It runs periodically and checks some information from your application. The tool can be
split into 2 groups. The simple profiler can be like that. You have a while loop and you check, for example, the call stack of a specific process,
based on process ID. Later on, you can gather those data and generate some statistics. The accuracy depends on the sampling frequency. It’s
a good method to find why your application is in general slow. But if you want to have very detailed data, it’s good to do an instrumentation
based profiler. It can be used to measure the time we spent in the full function by saving the timer before calling the function and after
calling the functions. The Hocktracer features are not very accurate because the accuracy depends to the sampling frequencies. It needs to
be embedded to the application itself.
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Table 4: Example of decoded summaries using the models fine-tuned on TIB - document 361 of the TIB test set (worst RLs,
score for Longformer Encoder-Decoder)

Transcript

Yeah, I'm Andrew Harvey. I'm here to talk about a side project that I worked on just kind of on the weekends that I was interested in. It’s
called Beyond Tracks. It’s a website, beyondtracks.com. In the next like two weeks or so, we’re going to launch a new version of it. It’s just
been so busy with this conference. I haven’t had a chance to do that yet. But, so I joined OpenStream app in 2010. And unlike many other
maps, it actually showed a lot of outdoor walking tracks. I looked at other maps and either they were a topo map from 20 years ago, or it
didn’t have the detail, or it was another map that just didn’t have the content there. But OpenStream app had a lot of these trails, which I
thought was pretty cool. And the other thing is, I could actually go and edit it. So if I noticed that stuff was missing, I could go and edit that
and fix it up, add in new tracks. So that was also really good. And you can download all the data. So you can use it for other purposes, apart
from just kind of looking at the map that’s on OpenStreetMap.org. So I kind of had all those criteria met. And I was really interested in how
can I take OpenStreetMap data and the information that many people contribute to it. So not just where paths are, but what the surface
of that is like and all kinds of other information about that that isn’t really exposed on this map. So how can I make that more useful?
So I thought, OK, I'll take, instead of using the OpenStreetMap map, I'll take the data and start showing it in a different way. So showing
information about how long walks are, what the climb is, photos [. . .]

Reference summary

BeyondTracks: an OpenStreetMap case study

Predicted summary: Longformer Encoder-Decoder

Andrew’s talk was the second talk in the "Beyond Tiles" session at FOSS4G SotM Oceania 2019, organised by OSGeo Oceano and held at The
National Library in Wellington, New Zealand from November 12-15 2019. FOSS3G SOTM OCEania is the coming together of Oceo and
Oceana’s geospatial open source and open data community - with four days of workshops, presentations, a community sprint and social
events.

Predicted summary: PEGASUS-X

BeyondTracks is an open source project that uses the OpenStreetMap data to create a website that allows users to search for and access
walks on top of OpenStreetMap data.

Table 5: Example of decoded summaries using the models fine-tuned on TIB - document 617 of the TIB test set (best RLy; score
for Longformer Encoder-Decoder)

Transcript

Classes in Polymer Dynamic. Based on George Philly’s book, Phenomenology of Polymer Solution Dynamics, Cambridge University Press,
2011. And today, this lecture is lecture 9, More Dielectric Relaxation. I'm Professor Philly’s, and this is part 2 of my classes on dielectric
increment in polymer solutions, based on my book, Phenomenology of Polymer Dynamics. Okay, so what we are going to do today is to
continue with our reading of chapter 7. I'll have homework again next time. The issue is as follows, dielectric spectroscopy is an enormously
effective tool that gives us a wide variety of different measurements about a polymer solution. In particular, if we have a polymer chain in
the solution, it has a few features. It has an end-to-end vector, that is, a vector that starts at one end of the chain and points straight to the
other end. And that’s a measurement of how big the polymer is in the solution. It’s not the only measure, but it is a measure. Furthermore,
we can use dielectric relaxation spectroscopy to characterize the relaxation of this vector. That is, [. . .]

Reference summary

Lecture 9 - dielectric relaxation, part 2. George Phillies lectures on polymer dynamics, based on his book "Phenomenology of Polymer
Solution Dynamics".

Predicted summary: Longformer Encoder-Decoder

Lecture 9 - More Dielectric Relaxation. George Phillies lectures on polymer dynamics based on his book "Phenomenology of Polymer
Solution Dynamics".

Predicted summary: PEGASUS-X

Lecture 9 - More Dielectric Relaxation. George Phillies lectures on dielectric increment in polymer solutions.
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Table 6: Example of decoded summaries using the models fine-tuned on TIB - document 275 of the TIB test set (worst RLs,
score for PEGASUS-X)

Transcript

Well, then we have like six minutes. Speak faster. Your role will be to push buttons. Well, 2005, there was an idea. On the way back from
FOSSTEM, a couple of guys said, well, FOSSTEM is nice, but the buildings are like a little bit old, crappy, and the rooms are overheated. And
the other problem with FOSSTEM is it’s in the winter. I don’t know if you’ve been there. It’s freezing cold in Brussels. So we decided, well,
we have this new modern university here we could use. And let’s do it in summer so we can do a barbecue afterwards. This is a touchscreen,
by the way. Now you know. Don’t touch it. But even back then, Frostconn had the features we are used to, like, for example, a conference.
And even the three wise men showed up. And a bouncy castle. And over the years, we had a selection of bouncy castles. Then there was a
merchandise booth even back then. And you can buy this year’s t-shirts, by the way, or add the merchandise booth. There was a social event.
And we had a, like, I think five years ago, we had a show and a glowing frog. And there was barbecue. By the way, do you recognize this
guy? We all were much younger back then. We had lots of volunteers over the years. One guy even showed up from Ireland. David Dolphin.
He now works somewhere in the valley, I believe, Flickr or something, [...]

Reference summary

Short introduction and last minute changes are announced here

Predicted summary: Longformer Encoder-Decoder

Frostconn is a conference that started in 2005 in Brussels. It has grown to become a regular event and a growing international conference. In
this talk, the dean of the department of computer science, Mr. Hayden, will give the tenth edition of the conference.

Predicted summary: PEGASUS-X

The 10th Frostconn will take place in Brussels from November 12-15 2019.

Table 7: Example of decoded summaries using the models fine-tuned on TIB - document 541 of the TIB test set (best RLr; score
for PEGASUS-X)

Transcript

Alright. And we are live. Alright. We are here in another QA session with Jake LaBelle. Talking about ZOS and surrogate chains. Jake, could
you please talk a little bit about the QA session. And how you got into mainframe hacking. Hi, I'm Jake. So I guess how I got into it. My
company does some jobs in it. I was looking at some of the reports they wrote and I went, Alex pretty cool. Looked at some pictures of
mainframes and was like, yeah, that looks like my type of thing. And yeah, just jumped right into it. It’s, yeah, it’s. I know I think it looks
cool and so just went for it. That’s awesome. And I believe this is your first time presenting at Defcon, correct. Yeah, first time. Yeah. So we
have a tradition here at Defcon. Whenever you do your first talk, you can do a lot of stuff. Defcon, whenever you do your first talk, we
welcome you on to the big stage with a drink. This is for contributing content back to the community and answer taking the time to answer
questions. So, cheers to you, Jake. Welcome to Defcon. I'm going to be telling us we’re filling up my drink though, so. All right. Cheers. Yeah.
So we’ve already got a few questions that have been going through the chat. Youkind [. . .]

Reference summary

Question and answer session for Jake Labelle - Getting Shells on zOS with Surrogat Chains

Predicted summary: Longformer Encoder-Decoder

Question and Answer session for Jake LaBelle - Mainframe Hacking is Deal Long Live Mainframe Security. During this Q
A session you will be able to answer questions about ZOS, surrogate chains, mainframe security, and other topics relevant to you.

Predicted summary: PEGASUS-X

Question and Answer session for Jake LaBelle - ZOS and surrogate chains
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