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#### Abstract

We study the long-time behavior of solutions to a model of sexual populations structured in phenotypes. The model features a nonlinear integral reproduction operator derived from the Fisher infinitesimal operator and a trait-dependent selection term. The reproduction operator describes here the inheritance of the mean parental traits to the offspring without variability. We show that, under assumptions on the growth of the selection rate, Dirac masses are stable around phenotypes for which the difference between the selection rate and its minimum value is less than $\frac{1}{2}$. Moreover, we prove the convergence in some Fourier-based distance of the centered and rescaled solution to a stationary profile under some conditions on the initial moments of the solution.


## 1 Introduction

### 1.1 The population model

We study a model of sexual populations structured by a phenotypic trait, represented by a continuous variable $x \in \mathbb{R}$. Denoting by $f(t, \cdot)$ the population density at time $t \geqslant 0$ in the trait space, the model we are interested in is the following :

$$
\left\{\begin{array}{l}
\partial_{t} f(t, x)=B_{0}[f(t, \cdot)](x)-m(x) f(t, x), \quad t \geqslant 0,  \tag{1}\\
f(0, x)=f^{0}(x)
\end{array}\right.
$$

where $B_{0}$ is the trait inheritance operator, defined as, for $x \in \mathbb{R}$,

$$
\begin{equation*}
B_{0}[f](x):=\iint_{\mathbb{R}^{2}} \delta_{0}\left(x-\frac{z_{1}+z_{2}}{2}\right) f\left(z_{1}\right) \frac{f\left(z_{2}\right)}{\int_{\mathbb{R}} f\left(z^{\prime}\right) \mathrm{d} z^{\prime}} \mathrm{d} z_{1} \mathrm{~d} z_{2}, \tag{2}
\end{equation*}
$$

with $\delta_{0}$ the Dirac measure. We interpret this last quantity as a the number of newborns with trait $x$ per unit of time, and thus we refer to it as the reproduction term. With the operator $B_{0}$, it is assumed that newborns inherit exactly the mean of the parental traits $\frac{1}{2}\left(z_{1}+z_{2}\right)$. This mixing operator also features a normalization by the total mass of the population density $\int_{\mathbb{R}} f\left(z^{\prime}\right) \mathrm{d} z^{\prime}$, to illustrate that the choice of a partner is made at constant rate in time, uniformly among the whole population. We assume the selection rate $m$ to be bounded below.

In the present work, we investigate the long time behavior of $f$. More precisely, we prove the local stability of some particular Dirac masses, and the convergence of a rescaled formulation of $f$ to a stationary state with a measure-adapted Fourier distance.

[^0]The model (1) is motivated by works on the Fisher infinitesimal model [4, 22], with the following operator $B_{\varepsilon}$ :

$$
B_{\varepsilon}[f](x):=\frac{1}{\varepsilon \sqrt{\pi}} \iint_{\mathbb{R}^{2}} \exp \left[-\frac{1}{\varepsilon^{2}}\left(x-\frac{z_{1}+z_{2}}{2}\right)^{2}\right] f\left(z_{1}\right) \frac{f\left(z_{2}\right)}{\int_{\mathbb{R}} f\left(z^{\prime}\right) \mathrm{d} z^{\prime}} \mathrm{d} z_{1} \mathrm{~d} z_{2} .
$$

which describes the offspring traits as normally distributed around the mean of the parental traits with small variance of order $\varepsilon^{2}$. This model has been used in theoretical evolutionary biology [8]. From a mathematical point of view, the Fisher infinitesimal operator appears in the works [31, 37], where a different scaling than the small variance is used, and a spatial structure is added to study invasions. The authors show a derivation of the Kirkpatrick-Barton system [27] at a limit of a large reproduction rate. Also the infinitesimal operator is included in a selectioncompetition model in [18 with a population evolving between two habitats and a regime of small phenotypic variance compared to the environment heterogeneity. In [38], the Fisher infinitesimal operator is combined with a multiplicative selection one. The author showed local uniqueness of a steady state and exponential convergence of the solution for weak selection effects, thanks to a contraction property of the reproduction operator for the 2-Wasserstein distance, under the assumption of a compactly supported selection rate. A time-discrete version of the Fisher infinitesimal model, with a quadratic selection rate and non-overlapping generations, is analyzed in [10, 11, within a framework other than the Wasserstein one.

The study of the asymptotic behavior of the Fisher infinitesimal model with an appropriate time scaling has been tackled in [9, 33]. The authors study the concentration of the population distribution around some particular traits. More precisely, in the first work the authors studied the special stationary states at a regime of small variance, while in the second one the author considered the associated Cauchy problem in the same regime, showing that solutions can be approximated by Gaussian profiles with small variance. The asymptotic framework was built on the spirit of [20] with small variance limit for asexual population models.

Also, similar operators as $B_{\varepsilon}$ have been studied in different contexts : alignment [17, protein exchanges [29], among other works. Mathematical models of sexual populations have recently received some attention, with variations of the reproduction term, to account for mating preferences [16, 28], asymmetrical inheritance [34] and allelic structure [15, 19].

In the present study, the main ingredients, coming from kinetic theory, are the estimation on the evolution of moments and the Fourier distance for measures. Indeed, the operator $B_{0}$ shares similarities with kinetic models of inelastic collisions. The idea of using the Fourier transform for Boltzmann-type equations goes back to the works of A. V. Bobylev in [6, 7] and the resulting equation has also been studied in [35. Then, the Fourier distance has been employed in [25] to investigate the trend to equilibrium of the solutions to the Boltzmann equation for Maxwell molecules, and then has been adapted for other kinetic models of Boltzmann type, e.g. [5, 21, 30, 32, 36], where the formation of overpopulated tails is observed. Indeed, by the use of the Fourier transform of the collision operators, the equation on $\widehat{f}$ is simpler than the one for $f$. This is also the case here for the operator $B_{0}$ defined in (2) since we have

$$
\widehat{B_{0}(f)}(\xi)=\widehat{f}(\xi / 2)^{2},
$$

which makes the use of Fourier metrics possible. Other distances have been proved to be nonexpanding for measure solutions to structured populations PDE models, as Monge-Kantorovich type ones (see [23, 24]).

Apart from the trait mixing operator, our model also differs from the ones considered by these mentioned works in the selection component. This component is described by a traitdependent mortality rate and is considered as being a constraint on the phenotypic variability
of the population. This affects the properties of the solution : there is no more conservation of mass, neither of the center of mass, and the evolution equation for the second moment is not closed. In the mentioned works on kinetic models, the proof of the convergence of the solution strongly relies on a contraction property of the collision operator in the Fourier distance and the estimation of the moments of the distribution. In the present work, we take the same approach with, in addition, the estimation of quantities derived from the selection rate, which helps to tackle the loss of conservation of the center of mass.

The work is organized as follows. In Section 2, we establish the existence and uniqueness of the solution of (1) in the sense of measures, we also define the moments of the centered and normalized solution and state some properties that they satisfy. Finally, we also derive the equation on the Fourier transform of the centered and rescaled formulation of the solution. In Section 3, we provide a local stability result of Dirac masses and derive estimates on the exponential decay in time of the moments. In Section 4, we prove the long time convergence of the centered and rescaled solution to a stationary self-similar profile.

### 1.2 Assumptions and main results

We outline in this section the assumptions we use and the main results that we prove throughout the present work.

First, we state the existence and uniqueness of the solution to (11) in the sense of measures. Denoting $\mathcal{M}_{+}$the set of nonnegative Borel measures with finite mass, we use the following definition of a measure solution.

Definition 1.1. If $f^{0} \in \mathcal{M}_{+}$, we say that $f \in C\left([0, T], \mathcal{M}_{+}\right)$is a weak solution to the model (1) $i f$, for any Borel set $A \subset \mathbb{R}$, we have for all $t \in[0, T]$ :

$$
\begin{equation*}
\int_{A} f(t, x) \mathrm{d} x=\int_{A} e^{-m(x) t} f^{0}(x) \mathrm{d} x+\int_{0}^{t} \int_{A} e^{-m(x)(t-s)} B_{0}[f(s, \cdot)](x) \mathrm{d} x \mathrm{~d} s \tag{3}
\end{equation*}
$$

The existence and uniqueness result is given by the following theorem that we prove in Section 2.1.

Theorem 1.1. If $m$ is a measurable function and is bounded below, then for any $f^{0} \in \mathcal{M}_{+}$, and for any $T>0$, there exists a unique weak solution $f \in C\left([0, T], \mathcal{M}_{+}\right)$to the model (1), in the sense of Definition 1.1.

The proof of Theorem 1.1 relies on standard arguments of fixed point construction using a distance based on the total variation of a measure.

Next, we focus on the study of the moments of $f$. As a first step, we derive a control on the time propagation of the initial moments of $f$, which enables to define the moments of $f$ at any time. Namely, defining for any finite nonnegative measure $\nu$, when $\int_{\mathbb{R}}|x|^{k} \nu(x) \mathrm{d} x$ is finite, its moment of order $k$ by

$$
\mu_{k}(\nu):=\int_{\mathbb{R}} x^{k} \nu(x) \mathrm{d} x
$$

the moments of $f(t, \cdot)$, denoted by $\mu_{k}(f(t, \cdot))$ are well defined for all time as soon as they are finite initially. Moreover, we prove that these moments are continuous and, for $k$ even, that they satisfy some kind of differential inequalities, which will be used to establish estimates on the centered moments of the normalized density, denoted by

$$
g(t, x)=\frac{f(t, x)}{\int_{\mathbb{R}} f(t, z) \mathrm{d} z}
$$

We aim to get some regularity on the centered moments of $g$ in order to determine the long time behavior of its centered and standardized formulation, which we will also call self-similar profile throughout this work. For this purpose, we add the following assumption of the selection rate $m$.

Assumption 1.1. We suppose that $m$ is measurable and that there exist constants $K \geqslant 0$ and $C \geqslant 0$ such that for all $x \in \mathbb{R}$, we have

$$
-K \leqslant m(x) \leqslant C\left(1+x^{2}\right)
$$

A first consequence of this assumption is that the time derivative of the moment of order $k$ of $f$ can be expressed with the lower order moments at any time, provided that the initial data has a finite moment of order $k+2$. This implies that, in this case, the moments of $f$ are continuously differentiable. Note that we do not impose the selection rate to be nonnegative. This may be interpreted as a supplementary asexual reproduction rate favored by the environment.

Then, we define the centered moments of $g$ and the centered variations of $m$ by the quantities

$$
\begin{align*}
M_{k}(t) & =\int_{\mathbb{R}}(x-\bar{x}(t))^{k} g(t, x) \mathrm{d} x  \tag{4}\\
S_{k}(t) & =\int_{\mathbb{R}}(x-\bar{x}(t))^{k}(m(x)-m(\bar{x}(t))) g(t, x) \mathrm{d} x, \tag{5}
\end{align*}
$$

with $\bar{x}(t)$ the center of mass at time $t$,

$$
\begin{equation*}
\bar{x}(t):=\int_{\mathbb{R}} x g(t, x) \mathrm{d} x=\frac{\mu_{1}(f(t, \cdot))}{\rho(t)}, \tag{6}
\end{equation*}
$$

and we denote their initial values by $M_{k}^{0}, S_{k}^{0}, \bar{x}^{0}$. We obtain differential equations on the centered moments of $g$ for any $k \geqslant 2$, assuming that $f^{0}$ has a finite moment of order $k+2$. In the case where $k \geqslant 4$ is even and $f^{0}$ has only a moment of order $k$, we get a differential inequality on $M_{k}$.

A quantity that appears to be important in our study of these differential inequalities is the shifted deviation of $m$ from its minimum, defined as

$$
\begin{equation*}
\eta(x)=\inf _{\mathbb{R}} m+\frac{1}{2}-m(x), \tag{7}
\end{equation*}
$$

which is a quantity not exceeding $\frac{1}{2}$ (and which is positive if the excess of mortality is less than $\frac{1}{2}$ ).
For instance, when $f$ has initially a fourth moment, we obtain

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \bar{x} & =-S_{1},  \tag{8}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} M_{2} & =-\frac{1}{2} M_{2}-S_{2}+S_{0} M_{2},  \tag{9}\\
\frac{\mathrm{~d}^{+}}{\mathrm{d} t} M_{4} & \leqslant-\left(\frac{3}{8}+\eta(\bar{x})-S_{0}\right) M_{4}+\frac{3}{8} M_{2}^{2}+4 S_{1} M_{3}, \tag{10}
\end{align*}
$$

where we have written $\frac{\mathrm{d}^{+}}{\mathrm{d} t} M_{4}(t):=\lim \sup _{\tau \rightarrow 0, \tau>0} \frac{M_{4}(t+\tau)-M_{4}(t)}{\tau}$.
One can see that we always have $S_{2} \geqslant\left(\eta(\bar{x})-\frac{1}{2}\right) M_{2}$, and therefore the differential equation (9) for $M_{2}$ gives $\frac{\mathrm{d}}{\mathrm{d} t} M_{2} \leqslant-\left(\eta(\bar{x})-S_{0}\right) M_{2}$. We expect the variation $S_{0}$ to be small, and we will see that a criterion for exponential decay of $M_{2}$ is indeed that $\eta(\bar{x})$ is initially positive.

With these differential equations and inequations, we aim to derive time estimates on the centered moments $M_{k}$. To do so, we need to have some bounds concerning the regularity and growth of the selection rate, which we state in the following assumption, which is for instance satisfied when $m$ is $C^{2}$ with bounded second derivative, or when $m$ is Lipschitz. Notice that this allows to cover the cases of selection rates with quadratic growth.

Assumption 1.2. We suppose that there exists a continuous nonnegative function $\alpha$ and $a$ constant $\beta \geqslant 0$ such that for all $x, y \in \mathbb{R}$, we have

$$
|m(x)-m(y)| \leqslant \alpha(y)|x-y|+\beta|x-y|^{2} .
$$

With this last assumption on the growth of $m$, we prove the stability of Dirac masses around positions $\bar{x}^{0}$ for which the excess of mortality compared to its minimum value is less than $\frac{1}{2}$, that is to say $\eta\left(\bar{x}^{0}\right)>0$. We show that if the center of mass at initial time is at such a position and if $M_{4}^{0}$ is small enough (which means that the initial normalized profile $g^{0}$ is close to a Dirac mass), then the center of mass converges to some limit, and the moments $M_{2}$ and $M_{4}$ decrease exponentially to 0 at long time, as stated in the following theorem.

Theorem 1.2. Under Assumption 1.2, we suppose that initially we have $\eta\left(\bar{x}_{0}\right)>0$. Then, for all $\delta$ such that $0<\delta<\eta\left(\bar{x}_{0}\right)$, if $M_{4}^{0}$ is sufficiently small, we have for all $t>0$ :

$$
\begin{gather*}
\eta(\bar{x}(t)) \geqslant \delta,  \tag{11}\\
M_{2}(t) \leqslant M_{2}^{0} e^{-\delta t},  \tag{12}\\
M_{4}(t) \leqslant M_{4}^{0} e^{-\delta t} . \tag{13}
\end{gather*}
$$

Furthermore, in that case, $\bar{x}(t)$ converges exponentially fast towards some $\bar{x}_{\infty} \in \mathbb{R}$. Consequently it means that if $g$ is initially sufficiently close to a Dirac mass located at $\bar{x}_{0}$ (in 4-Wasserstein distance), then it converges exponentially fast to the Dirac mass at $\bar{x}_{\infty}$.

Thanks to this stability result and the regularity on the moments, we can define the Fourier transform of the centered and rescaled formulation of $g$ and then characterize its convergence to a limit profile at long time, as announced in the beginning of this work.

Indeed, in order to investigate the long time behavior of the solution to (11), we make use of the following Fourier distance

$$
\begin{equation*}
d_{s}\left(\gamma_{1}, \gamma_{2}\right):=\sup _{\xi \neq 0} \frac{\left|\widehat{\gamma_{1}}(\xi)-\widehat{\gamma_{2}}(\xi)\right|}{|\xi|^{s}}, \tag{14}
\end{equation*}
$$

which is defined when $\gamma_{1}$ and $\gamma_{2}$ are some measures that have same moments up to order $p \in \mathbb{N}$, with respective Fourier transforms $\widehat{\gamma_{1}}$ and $\widehat{\gamma_{2}}$, and $s \geqslant p$ to be determined.

For all $\xi \in \mathbb{R}$, we can define the Fourier transform of $f$ solution to (1) on the trait variable

$$
\widehat{f}(t, \xi):=\widehat{f(t, \cdot)}(\xi)=\int_{\mathbb{R}} e^{-i \xi x} f(t, x) \mathrm{d} x
$$

Thus, to apply the Fourier distance (14) on measures that have same moments up to order 2 , we define $\gamma(t, \cdot)$ as the rescaled and centered formulation of $g(t, \cdot)$, or associated self-similar profile,

$$
\begin{equation*}
\gamma(t, x):=\sqrt{M_{2}(t)} g\left(t, \sqrt{M_{2}(t)} x+\bar{x}(t)\right) . \tag{15}
\end{equation*}
$$

Then, we obtain that the Fourier transform satisfies the equation

$$
\partial_{t} \widehat{\gamma}(t, \xi)=\widehat{\gamma}\left(t, \frac{\xi}{2}\right)^{2}-\widehat{\gamma}(t, \xi)+\frac{1}{4} \xi \partial_{\xi} \widehat{\gamma}(t, \xi)+R(t, \xi),
$$

in which the term $R(t, \xi)$ comprises all the quantities generated by the selection rate $m$. Thus, $R$ depends on some of the moments $M_{k}$ and $S_{k}$, because of the formulation of $\gamma$ and of the equations (8) and (9).

So, this last equation on $\widehat{\gamma}$ is divided into an operator applied only on $\widehat{\gamma}$, which comes from the Fourier formulation of the reproduction operator $B_{0}$ for probability distributions, and the remaining term $R$ that we expect to become small at long time, because of the stability result on the center of mass of $g$ and the estimates on the moments stated in Theorem 1.2.

In fact, it appears that the estimates on $M_{k}$ obtained at this point are not sufficient to control the remaining term $R$. More precisely, we need to specifically quantify the exponential decay of the moments $M_{2}$ and $M_{4}$, and also to derive a control on the ratio $\frac{M_{2 k}}{M_{2}}$. With the assumptions of Theorem [1.2, we are able to improve the rates of convergence of the moments. First, we start by refining the estimates on $M_{2}$ and $M_{4}$ alone thanks to (91)-(10), then we obtain better rates of convergence for higher order moments, which finally are propagated back in the differential equations for lower moments to obtain precise estimates for all moments.

However, this is not sufficient to get a lower bound on the behaviour of $M_{2}$, which happens to be crucial to control the remainder $R$. To this aim, we make a stronger assumption on the initial condition, by starting with an initial profile $g^{0}$ such that $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}$ is small (for some $k_{0}$ large enough). This is not necessarily the case for any profile close to a Dirac mass, but if we take any profile centered around $\bar{x}^{0}$ (with finite moment of order $2 k_{0}$ ) and we shrink it by some large factor, we satisfy this assumption. In this framework we are able to obtain precise rates of convergence, as follows.

Theorem 1.3. Under the assumptions of Theorem 1.2, we take $k_{0} \geqslant 2$ such that $\frac{1}{2^{2 k_{0}-1}}<\delta$, and we suppose that $\frac{M_{2_{0}}^{0}}{M_{2}^{0}}$ is sufficiently small. Then,

- there exists $C_{k_{0}}\left(\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}\right)>0$, converging to 1 as $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}} \rightarrow 0$ such that

$$
M_{2}(t) \geqslant C_{k_{0}}\left(\frac{M_{2_{0}}^{0}}{M_{2}^{0}}\right) M_{2}^{0} e^{-\frac{t}{2}},
$$

- for all $k \geqslant 2$ (with $k \leqslant k_{0}$ ) and for all $\lambda<\min \left(\frac{1}{2}-\frac{1}{2^{2 k-1}}, \delta_{0}-\frac{1}{2^{2 k_{0}-1}}\right)$, there exists $\widetilde{C}_{\lambda, k}\left(\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}\right)>0$, converging to 0 as $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}} \rightarrow 0$ such that

$$
\frac{M_{2 k}(t)}{M_{2}(t)} \leqslant \widetilde{C}_{\lambda, k}\left(\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}\right) e^{-\lambda t} .
$$

Interestingly, we obtain that the rate of convergence for $M_{2}$ is $\frac{1}{2}$, even when $\delta$ is very small.
Finally, the last theorem states the convergence in the Fourier distance of the profile $\gamma$ to a stationary profile $\gamma_{\infty}$, which is identified in [3, 12], when $t$ goes to $+\infty$, as

$$
\begin{equation*}
\gamma_{\infty}(x)=\frac{2}{\pi\left(1+x^{2}\right)^{2}}, \tag{16}
\end{equation*}
$$

or given by

$$
\widehat{\gamma_{\infty}}(\xi)=(1+|\xi|) e^{-|\xi|} .
$$

Theorem 1.4. Under the assumptions of Theorem [1.3, if there exists some $k_{0} \geqslant 3$ such that $\frac{1}{2^{2 k_{0}-1}}<\delta$ and $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}$ is small enough, then we have that, for some values of $s \in(2,3)$, there exists a constant $L>0$ such that

$$
d_{s}\left(\gamma, \gamma_{\infty}\right)(t) \leqslant\left(d_{s}\left(\gamma_{0}, \gamma_{\infty}\right)+L\right) e^{-\lambda_{s} t}
$$

with $\lambda_{s}:=1-\frac{s}{4}-2^{1-s}$, which is positive for $s \in(2,3)$.

Remark 1.1. When $\delta-\frac{1}{2^{2 k_{0}-1}}>\frac{1}{4}$, this estimation is valid for all $s \in(2,3)$. Otherwise, there exist $2<s_{0}<\bar{s}<3$ such that this estimation is valid on $\left(2, s_{0}\right)$. For $s=s_{0}$ we ob$\operatorname{tain} d_{s_{0}}\left(\gamma, \gamma_{\infty}\right)(t) \leqslant\left(d_{s_{0}}\left(\gamma_{0}, \gamma_{\infty}\right)+L t\right) e^{-\lambda_{s_{0}} t}$, and for $s \in\left(s_{0}, \bar{s}\right)$, we obtain that there exists a constant $c_{s} \in\left(0, \lambda_{s}\right)$ such that

$$
d_{s}\left(\gamma, \gamma_{\infty}\right)(t) \leqslant d_{s}\left(\gamma_{0}, \gamma_{\infty}\right) e^{-\lambda_{s} t}+L e^{-c_{s} t}
$$

In all these situations, the constant $L$ depends on $\delta, s$ and the initial moments $M_{2 k}^{0}$ for $1 \leqslant k \leqslant k_{0}$.
To prove this last theorem, we prove a contraction property on the reproduction operator $B_{0}$ in the distance $d_{s}$, which is due to the quadratic formulation of its Fourier transform, and combine it with the results of Theorems 1.2 and 1.3 that enable to control the remainder $R$.

## 2 General results

### 2.1 Global existence and uniqueness of measure solutions

We want to give a meaning to our model (1) for an arbitrary nonnegative measure of finite mass on $\mathbb{R}$. If $f$ is a smooth solution of (1), thinking of $B_{0}[f(t, \cdot)](x)$ as a prescribed source term, we can interpret (11) pointwise for every $x \in \mathbb{R}$ as an ordinary differential equation in time, therefore for all $t \geqslant 0$ and for all $x \in \mathbb{R}$ we have

$$
f(t, x)=f^{0}(x) e^{-m(x) t}+\int_{0}^{t} e^{-m(x)(t-s)} B_{0}[f(s, \cdot)](x) \mathrm{d} s
$$

and this will be the starting point of our definition of a measure solution. In the following, we will often use the abusive notation $f(x) \mathrm{d} x$ even if $f$ is only a measure (or $f(t, x) \mathrm{d} x$ if the measure depends on time). Similarly, if $h$ a measurable function in $\mathbb{R}$, we may write $\varphi(x)=h(x) f(x)$ to define a signed measure $\varphi$, even if $f$ is only a measure.

We denote by $\mathcal{M}$ the space of finite signed (Borel) measures on $\mathbb{R}$. Using the total variation norm defined by

$$
\|\nu\|_{T V}=\sup \sum_{i=1}^{n}\left|\nu\left(A_{i}\right)\right|
$$

where the supremum is taken over all finite partitions of $\mathbb{R}$ by Borel sets $\left(A_{i}\right)_{1 \leqslant i \leqslant n}$, this turns $\mathcal{M}$ into a Banach space [14].

Furthermore, we have that for any measurable function $h$ taking values in $[-H, H]$, we have

$$
\left|\int_{\mathbb{R}} h(x) \mathrm{d} \nu(x)\right| \leqslant H\|\nu\|_{T V}
$$

and therefore we obtain that $\|\nu\|_{T V}=\sup \left|\int_{\mathbb{R}} h(x) \mathrm{d} \nu(x)\right|$ where the supremum is taken over all measurable function $h$ taking values in $[-1,1]$.

The set $\mathcal{M}_{+} \subset \mathcal{M}$ of nonnegative measures with finite mass is a closed subspace of $\mathcal{M}$. Indeed, if $\nu_{n}$ converges to $\nu$ in total variation norm, then we have $\left|\nu_{n}(A)-\nu(A)\right| \leqslant\left\|\nu_{n}-\nu\right\|_{T V} \rightarrow 0$ for all Borel set $A \subset \mathbb{R}$, thus $\nu_{n}(A) \rightarrow \nu(A)$. So, if $\nu_{n}$ is a nonnegative measure for all $n$, then $\nu$ is also nonnegative.

Notice that if $\nu \in \mathcal{M}_{+}$, then $B_{0}[\nu]$ also belongs to $\mathcal{M}_{+}$, has same mass, and for all bounded (or nonnegative) and measurable $h$ we have

$$
\begin{equation*}
\int_{\mathbb{R}} h(x) B_{0}[\nu](x) \mathrm{d} x=\frac{\int_{\mathbb{R} \times \mathbb{R}} h\left(\frac{y+z}{2}\right) \nu(y) \mathrm{d} y \nu(z) \mathrm{d} z}{\int_{\mathbb{R}} \nu(x) \mathrm{d} x} \tag{17}
\end{equation*}
$$

when $\nu$ has positive mass (thus the conservation of mass is obtained with $h=1$ ), and $B_{0}[\nu]=0$ if $\nu$ is the zero measure.

We are therefore ready to study the properties of measure solutions of our model (11), given by Definition 1.1. Notice that all terms in (3) are well defined as nonnegative integrals, and if $m$ is measurable and bounded below, they are finite, since $x \mapsto e^{-m(x) t}$ is measurable and bounded for $t \geqslant 0$. Consequently, if $f$ is a weak solution and $h$ is a measurable bounded (resp. nonnegative) function, being a uniform (resp. monotone) limit of a sequence of measurable simple functions, we have :

$$
\begin{equation*}
\int_{\mathbb{R}} h(x) f(t, x) \mathrm{d} x=\int_{\mathbb{R}} h(x) e^{-m(x) t} f^{0}(x) \mathrm{d} x+\int_{0}^{t} \int_{\mathbb{R}} h(x) e^{-m(x)(t-s)} B_{0}[f(s, \cdot)](x) \mathrm{d} x \mathrm{~d} s \tag{18}
\end{equation*}
$$

Thanks to this property, we can have a useful semigroup property for the solutions of our model.

Proposition 2.1. Let $t_{0}>0$. If $f$ is a weak solution to the model (1), then $t \mapsto f\left(t_{0}+t, \cdot\right)$ is also a solution for the initial condition $f\left(t_{0}, \cdot\right)$.

Proof. We fix $t>0$. If $A$ is a Borel set, we have

$$
\begin{aligned}
\int_{A} f\left(t_{0}+t, x\right) \mathrm{d} x= & \int_{A} e^{-m(x)\left(t_{0}+t\right)} f^{0}(x) \mathrm{d} x+\int_{0}^{t_{0}+t} \int_{A} e^{-m(x)\left(t_{0}+t-s\right)} B_{0}[f(s, \cdot)](x) \mathrm{d} x \mathrm{~d} s \\
= & \int_{A} e^{-m(x)\left(t_{0}+t\right)} f^{0}(x) \mathrm{d} x+\int_{0}^{t_{0}} \int_{A} e^{-m(x)\left(t_{0}+t-s\right)} B_{0}[f(s, \cdot)](x) \mathrm{d} x \mathrm{~d} s \\
& +\int_{0}^{t} \int_{A} e^{-m(x)(t-s)} B_{0}\left[f\left(t_{0}+s, \cdot\right)\right](x) \mathrm{d} x \mathrm{~d} s
\end{aligned}
$$

Since the function $\mathbf{1}_{A}(x) e^{-m(x) t}$ is measurable (and nonnegative), we have thanks to (18) that the first two terms of the right-hand side of this last equality combine and we get

$$
\int_{A} f\left(t_{0}+t, x\right) \mathrm{d} x=\int_{A} e^{-m(x) t} f\left(t_{0}, x\right) \mathrm{d} x+\int_{0}^{t} \int_{A} e^{-m(x)(t-s)} B_{0}\left[f\left(t_{0}+s, \cdot\right)\right](x) \mathrm{d} x \mathrm{~d} s
$$

and this ends the proof.
We proceed to the proof of Theorem 1.1, which provides global existence and uniqueness of solutions to (1) in $\mathcal{M}_{+}$.

Proof. First of all, we need to study some contraction properties of $B_{0}$. If $h$ is a measurable function from $\mathbb{R}$ to $[-H, H]$, and $\nu, \widetilde{\nu} \in \mathcal{M}_{+}$, we write $\rho=\int_{\mathbb{R}} \nu(x) \mathrm{d} x$ and $\widetilde{\rho}=\int_{\mathbb{R}} \widetilde{\nu}(x) \mathrm{d} x$ and we have, when $\rho, \widetilde{\rho}>0$,

$$
\begin{array}{rl}
\mid \int_{\mathbb{R}} h(x) B_{0}[\nu](x) \mathrm{d} & x-\int_{\mathbb{R}} h(x) B_{0}[\widetilde{\nu}](x) \mathrm{d} x \mid \\
= & \left|\frac{\int_{\mathbb{R} \times \mathbb{R}} h\left(\frac{y+z}{2}\right) \nu(y) \mathrm{d} y \nu(z) \mathrm{d} z}{\rho}-\frac{\int_{\mathbb{R} \times \mathbb{R}} h\left(\frac{y+z}{2}\right) \widetilde{\nu}(y) \mathrm{d} y \widetilde{\nu}(z) \mathrm{d} z}{\widetilde{\rho}}\right| \\
\leqslant & \left|\frac{\int_{\mathbb{R} \times \mathbb{R}} h\left(\frac{y+z}{2}\right) \nu(y) \mathrm{d} y \nu(z) \mathrm{d} z}{\rho}-\frac{\int_{\mathbb{R} \times \mathbb{R}} h\left(\frac{y+z}{2}\right) \nu(y) \mathrm{d} y \widetilde{\nu}(z) \mathrm{d} z}{\rho}\right| \\
\quad+\left|\frac{\int_{\mathbb{R} \times \mathbb{R}} h\left(\frac{y+z}{2}\right) \nu(y) \mathrm{d} y \widetilde{\nu}(z) \mathrm{d} z}{\rho}-\frac{\int_{\mathbb{R} \times \mathbb{R}} h\left(\frac{y+z}{2}\right) \nu(y) \mathrm{d} y \widetilde{\nu}(z) \mathrm{d} z}{\widetilde{\rho}}\right| \\
\quad+\left|\frac{\int_{\mathbb{R} \times \mathbb{R}} h\left(\frac{y+z}{2}\right) \nu(y) \mathrm{d} y \widetilde{\nu}(z) \mathrm{d} z}{\widetilde{\rho}}-\frac{\int_{\mathbb{R} \times \mathbb{R}} h\left(\frac{y+z}{2}\right) \widetilde{\nu}(y) \mathrm{d} y \widetilde{\nu}(z) \mathrm{d} z}{\widetilde{\rho}}\right|
\end{array}
$$

$$
\begin{aligned}
& \leqslant \frac{\int_{\mathbb{R}}\left|\int_{\mathbb{R}} h\left(\frac{y+z}{2}\right) \nu(z) \mathrm{d} z-\int_{\mathbb{R}} h\left(\frac{y+z}{2}\right) \widetilde{\nu}(z) \mathrm{d} z\right| \nu(y) \mathrm{d} y}{\rho} \\
& \quad+\left|\frac{1}{\rho}-\frac{1}{\widetilde{\rho}}\right| \int_{\mathbb{R} \times \mathbb{R}}\left|h\left(\frac{y+z}{2}\right)\right| \nu(y) \mathrm{d} y \widetilde{\nu}(z) \mathrm{d} z \\
& \quad+\frac{\int_{\mathbb{R}}\left|\int_{\mathbb{R}} h\left(\frac{y+z}{2}\right) \nu(y) \mathrm{d} y-\int_{\mathbb{R}} h\left(\frac{y+z}{2}\right) \widetilde{\nu}(y) \mathrm{d} y\right| \widetilde{\nu}(z) \mathrm{d} z}{\widetilde{\rho}} \\
& \leqslant 2 H\|\nu-\widetilde{\nu}\|_{T V}+H|\widetilde{\rho}-\rho| .
\end{aligned}
$$

We actually have $\rho=\|\nu\|_{T V}$ (since $\nu$ is nonnegative) and $\widetilde{\rho}=\|\widetilde{\nu}\|_{T V}$, therefore we obtain

$$
\begin{equation*}
\left|\int_{\mathbb{R}} h(x) B_{0}[\nu](x) \mathrm{d} x-\int_{\mathbb{R}} h(x) B_{0}[\widetilde{\nu}](x) \mathrm{d} x\right| \leqslant 3 H\|\nu-\widetilde{\nu}\|_{T V}, \tag{19}
\end{equation*}
$$

and one easily checks that this inequality is still valid if $\rho=0$ or $\widetilde{\rho}=0$.
We now fix $f^{0} \in \mathcal{M}_{+}$and $T>0$. For any fixed $L>0$ (to be determined later on), the space $\mathcal{X}=C([0, T], \mathcal{M})$ with the norm

$$
\|f\|_{\mathcal{X}}=\sup _{t \in[0, T]} e^{-L t}\|f(t, \cdot)\|_{T V}
$$

is a Banach space. The subset $\mathcal{X}_{+}=C\left([0, T], \mathcal{M}_{+}\right)$of nonnegative finite measures varying continuously in time is a closed subset of $\mathcal{X}$, and we will construct a fixed point by Picard iteration on this complete metric space.

For $f \in C\left([0, T], \mathcal{M}_{+}\right)$, we denote $\Phi(f)$ the time-dependent measure defined for all Borel set $A \subset \mathbb{R}$ by

$$
\begin{equation*}
\int_{A} \Phi(f)(t, x) \mathrm{d} x=\int_{A} e^{-m(x) t} f^{0}(x) \mathrm{d} x+\int_{0}^{t} \int_{A} e^{-m(x)(t-s)} B_{0}[f(s, \cdot)](x) \mathrm{d} x \mathrm{~d} s \tag{20}
\end{equation*}
$$

and we are therefore looking for a fixed point in $\mathcal{X}_{+}$of the operator $\Phi$. Let us first check that $\Phi$ is well-defined from $\mathcal{X}_{+}$to itself.

If $h: \mathbb{R} \rightarrow[-1,1]$ is a measurable function, being a uniform limit of a sequence of measurable simple functions, we have

$$
\int_{\mathbb{R}} h(x) \Phi(f)(t, x) \mathrm{d} x=\int_{\mathbb{R}} h(x) e^{-m(x) t} f^{0}(x) \mathrm{d} x+\int_{0}^{t} \int_{\mathbb{R}} h(x) e^{-m(x)(t-s)} B_{0}[f(s, \cdot)](x) \mathrm{d} x \mathrm{~d} s
$$

Then, taking $K \geqslant 0$ such that $m$ is bounded below by $-K$, we obtain, for $t, t^{\prime} \geqslant 0$,

$$
\begin{aligned}
& \left|\int_{\mathbb{R}} h(x) \Phi(f)\left(t^{\prime}, x\right) \mathrm{d} x-\int_{\mathbb{R}} h(x) \Phi(f)(t, x) \mathrm{d} x\right| \\
& \leqslant \int_{\mathbb{R}}\left|e^{-m(x) t^{\prime}}-e^{-m(x) t}\right| f^{0}(x) \mathrm{d} x+\int_{t}^{t^{\prime}} \int_{\mathbb{R}}\left|e^{-m(x)\left(t^{\prime}-s\right)}\right| B_{0}[f(s, \cdot)](x) \mathrm{d} x \mathrm{~d} s \\
& \quad \quad+\int_{0}^{t} \int_{\mathbb{R}}\left|e^{-m(x)\left(t^{\prime}-s\right)}-e^{-m(x)(t-s)}\right| B_{0}[f(s, \cdot)](x) \mathrm{d} x \mathrm{~d} s \\
& \leqslant
\end{aligned}
$$

where we used the fact that $e^{-m(x) t}$ is $K e^{K T}$-Lipschitz in time for all $x \in \mathbb{R}$, and the fact that the total mass of $B_{0}[f(s, \cdot)]$ (which is its total variation since $f$ is nonnegative) is the same as
the one of $f(s, \cdot)$. Furthermore we have $\|f(s, \cdot)\|_{T V} \leqslant e^{L s}\|f\|_{\mathcal{X}} \leqslant e^{L T}\|f\|_{\mathcal{X}}$ for all $s \in[0, T]$. Therefore we obtain

$$
\left\|\Phi(f)\left(t^{\prime}, \cdot\right)-\Phi(f)(t, \cdot)\right\|_{T V} \leqslant\left(K e^{K T}\left\|f^{0}\right\|_{T V}+(K T+1) e^{(K+L) T}\|f\|_{\mathcal{X}}\right)\left|t^{\prime}-t\right|
$$

showing that $t \mapsto \Phi(f)(t, \cdot)$ is continuous in time (and actually Lipschitz). Notice that since all the measures in the definition of $\Phi$ are nonnegative, we get that $\Phi(f)(t, \cdot)$ is a nonnegative measure for all time, and the operator $\Phi$ therefore sends $\mathcal{X}_{+}$into itself.

For $f, \widetilde{f} \in \mathcal{X}_{+}$, we fix a measurable function $h: \mathbb{R} \rightarrow[-1,1]$, and we compute similarly, thanks to (19)

$$
\begin{aligned}
& \left|\int_{\mathbb{R}} h(x) \Phi(f)(t, x) \mathrm{d} x-\int_{\mathbb{R}} h(x) \Phi(\widetilde{f})(t, x) \mathrm{d} x\right| \\
& \quad \leqslant \int_{0}^{t}\left|\int_{\mathbb{R}} h(x) e^{-m(x)(t-s)} B_{0}[f(s, \cdot)](x) \mathrm{d} x-\int_{\mathbb{R}} h(x) e^{-m(x)(t-s)} B_{0}[\widetilde{f}(s, \cdot)](x) \mathrm{d} x\right| \mathrm{d} s \\
& \quad \leqslant \int_{0}^{t} 3 e^{K T}\|f(s, \cdot)-\widetilde{f}(s, \cdot)\|_{T V} \mathrm{~d} s \\
& \quad \leqslant \int_{0}^{t} 3 e^{K T}\|f-\widetilde{f}\|_{\mathcal{X}} e^{L s} \mathrm{~d} s=\frac{3 e^{K T}}{L}\left(e^{L t}-1\right)\|f-\widetilde{f}\|_{\mathcal{X}}
\end{aligned}
$$

which shows that

$$
\|\Phi(f)(t, \cdot)-\Phi(\widetilde{f})(t, \cdot)\|_{T V} \leqslant \frac{3 e^{K T}}{L} e^{L t}\|f-\widetilde{f}\|_{\mathcal{X}}
$$

and therefore

$$
\|\Phi(f)-\Phi(\widetilde{f})\|_{\mathcal{X}} \leqslant \frac{3 e^{K T}}{L}\|f-\widetilde{f}\|_{\mathcal{X}}
$$

So, for $L>3 e^{K T}, \Phi$ is a contraction and therefore has a unique fixed point in $\mathcal{X}_{+}$.

### 2.2 Evolution of moments

In order to investigate the large time behavior of a solution $f$, we will need to control the moments. The key observation is that any bound on finite moments is preserved by $B_{0}$.

Lemma 2.1. If $\nu \in \mathcal{M}_{+}$, then for all $k \in \mathbb{N}, \int_{\mathbb{R}}|x|^{k} B_{0}[\nu](x) \mathrm{d} x \leqslant \int_{\mathbb{R}}|x|^{k} \nu(x) \mathrm{d} x$. Furthermore, if $\int_{\mathbb{R}}|x|^{k} \nu(x) \mathrm{d} x$ is finite and $\nu$ has positive mass, all the moments up to order $k$ are well defined and we have

$$
\begin{equation*}
\mu_{k}\left(B_{0}[\nu]\right)=\sum_{j=0}^{k}\binom{k}{j} \frac{\mu_{j}(\nu) \mu_{k-j}(\nu)}{2^{k} \mu_{0}(\nu)} . \tag{21}
\end{equation*}
$$

Proof. Let us remark that both sides of the first inequality are well defined as nonnegative integrals. We suppose that $\int_{\mathbb{R}}|x|^{k} \nu(x) \mathrm{d} x$ is finite and that $\nu$ has positive mass, thanks to (17) we get :

$$
\begin{aligned}
\int_{\mathbb{R}}|x|^{k} B_{0}[\nu](x) \mathrm{d} x & =\frac{\int_{\mathbb{R} \times \mathbb{R}} \frac{|y+z|^{k}}{2^{k}} \nu(y) \mathrm{d} y \nu(z) \mathrm{d} z}{\int_{\mathbb{R}} \nu(x) \mathrm{d} x} \\
& \leqslant \frac{\sum_{j=0}^{k}\binom{k}{j} \int_{\mathbb{R}}|y|^{j} \nu(y) \mathrm{d} y \int_{\mathbb{R}}|z|^{k-j} \nu(z) \mathrm{d} z}{2^{k} \int_{\mathbb{R}} \nu(x) \mathrm{d} x}
\end{aligned}
$$

Then, by Hölder inequality, for $0 \leqslant j \leqslant k$ we obtain

$$
\int_{\mathbb{R}}|y|^{j} \nu(y) \mathrm{d} y \leqslant\left(\int_{\mathbb{R}} \nu(x) \mathrm{d} x\right)^{1-\frac{j}{k}}\left(\int_{\mathbb{R}}|x|^{k} \nu(x) \mathrm{d} x\right)^{\frac{j}{k}}
$$

and we therefore get

$$
\int_{\mathbb{R}}|x|^{k} B_{0}[\nu](x) \mathrm{d} x \leqslant \frac{\sum_{j=0}^{k}\binom{k}{j}\left(\int_{\mathbb{R}} \nu(x) \mathrm{d} x\right)\left(\int_{\mathbb{R}}|x|^{k} \nu(x) \mathrm{d} x\right)}{2^{k} \int_{\mathbb{R}} \nu(x) \mathrm{d} x}=\int_{\mathbb{R}}|x|^{k} \nu(x) \mathrm{d} x .
$$

Now, by using the dominated convergence theorem, we can approximate $x^{k}$ by a bounded measurable function $h_{N}(x)$, for instance by setting

$$
h_{N}(x)= \begin{cases}(-N)^{k} & \text { if } x \leqslant-N  \tag{22}\\ x^{k} & \text { if }-N \leqslant x \leqslant N \\ N^{k} & \text { if } x \geqslant N\end{cases}
$$

and obtain, by applying (17) to $h_{N}$, that in the limit $N \rightarrow \infty$, we have

$$
\begin{aligned}
\int_{\mathbb{R}} x^{k} B_{0}[\nu](x) \mathrm{d} x & =\frac{\int_{\mathbb{R} \times \mathbb{R}} \frac{(y+z)^{k}}{2^{k}} \nu(y) \mathrm{d} y \nu(z) \mathrm{d} z}{\int_{\mathbb{R}} \nu(x) \mathrm{d} x} \\
& =\frac{\sum_{j=0}^{k}\binom{k}{j} \int_{\mathbb{R}} y^{j} \nu(y) \mathrm{d} y \int_{\mathbb{R}} z^{k-j} \nu(z) \mathrm{d} z}{2^{k} \int_{\mathbb{R}} \nu(x) \mathrm{d} x} .
\end{aligned}
$$

which is then well-defined and provides the formula (21).
Thanks to this property, we can now give the proof of the following proposition, which shows that finiteness of moments is propagated in time.

Proposition 2.2. Let $f^{0} \in \mathcal{M}_{+}, m$ be measurable and bounded below by $-K \leqslant 0$, and $f$ be the global solution to the model (1) given by Theorem 1.1. If for some $k \in \mathbb{N}, \int_{\mathbb{R}}|x|^{k} f^{0}(x) \mathrm{d} x<+\infty$, then for all $t \geqslant 0$, we have

$$
\int_{\mathbb{R}}|x|^{k} f(t, x) \mathrm{d} x \leqslant e^{(K+1) t} \int_{\mathbb{R}}|x|^{k} f^{0}(x) \mathrm{d} x .
$$

Proof. Back to the Picard iteration sequence $\left(f_{n}\right)_{n}$ with $f_{n+1}=\Phi\left(f_{n}\right)$ and $f_{0}=f^{0}$, where $\Phi$ is defined in (20) in the proof of Theorem [1.1, we proceed by induction and assume as the induction hypothesis for $n \geqslant 0$ that

$$
\int_{\mathbb{R}}|x|^{k} f_{n}(t, x) \mathrm{d} x \leqslant e^{(K+1) t} \int_{\mathbb{R}}|x|^{k} f^{0}(x) \mathrm{d} x .
$$

Then we have, since $h_{N}(x)$ defined in (22) is bounded and measurable,

$$
\begin{aligned}
& \int_{\mathbb{R}}\left|h_{N}(x)\right| f_{n+1}(t, x) \mathrm{d} x= \int_{\mathbb{R}} e^{-m(x) t}\left|h_{N}(x)\right| f^{0}(x) \mathrm{d} x \\
& \quad+\int_{0}^{t} \int_{\mathbb{R}} e^{-m(x)(t-s)}\left|h_{N}(x)\right| B_{0}\left[f_{n}(s, \cdot)\right](x) \mathrm{d} x \mathrm{~d} s \\
& \leqslant e^{K t} \int_{\mathbb{R}}|x|^{k} f^{0}(x) \mathrm{d} x+\int_{0}^{t} e^{K(t-s)} \int_{\mathbb{R}}\left|h_{N}(x)\right| B_{0}\left[f_{n}(s, \cdot)\right](x) \mathrm{d} x \mathrm{~d} s .
\end{aligned}
$$

By Lemma 2.1 and the induction hypothesis, we obtain

$$
\begin{aligned}
\int_{\mathbb{R}}\left|h_{N}\right|(x) f_{n+1}(t, x) \mathrm{d} x & \leqslant\left(e^{K t}+\int_{0}^{t} e^{K(t-s)} e^{(K+1) s} \mathrm{~d} s\right) \int_{\mathbb{R}}|x|^{k} f^{0}(x) \mathrm{d} x \\
& =\left(1+\int_{0}^{t} e^{s} \mathrm{~d} s\right) e^{K t} \int_{\mathbb{R}}|x|^{k} f^{0}(x) \mathrm{d} x=e^{(K+1) t} \int_{\mathbb{R}}|x|^{k} f^{0}(x) \mathrm{d} x
\end{aligned}
$$

By construction of $f$, passing to the limit $n \rightarrow \infty$ we obtain

$$
\int_{\mathbb{R}}\left|h_{N}(x)\right| f(t, x) \mathrm{d} x \leqslant e^{(K+1) t} \int_{\mathbb{R}}|x|^{k} f^{0}(x) \mathrm{d} x
$$

By monotone convergence theorem, we can pass to the limit $N \rightarrow \infty$ to get

$$
\int_{\mathbb{R}}|x|^{k} f(t, x) \mathrm{d} x \leqslant e^{(K+1) t} \int_{\mathbb{R}}|x|^{k} f^{0}(x) \mathrm{d} x
$$

Thanks to these bounds, we will obtain more precise properties on the evolution of the (even) moments of the solution. In some cases, we do not necessarily have that the moments are differentiable in time, but we obtain estimates similar to differential inequalities. A good framework to work with continuous functions of time is set in the following lemma.

Lemma 2.2. Given $t \mapsto y(t)$ a function of time, we write

$$
\frac{\mathrm{d}^{+}}{\mathrm{d} t} y(t)=\limsup _{\tau \rightarrow 0, \tau>0} \frac{y(t+\tau)-y(t)}{\tau}
$$

Then, for any $T>0$, if $y$ is continuous and satisfies $\frac{\mathrm{d}^{+}}{\mathrm{d} t} y(t) \leqslant 0$ on $[0, T]$, then it is nonincreasing on $[0, T]$.

Consequently, if, for some integrable functions $a$ and $b$, we have a continuous function y satisfying the following Grönwall-like estimate for all time $t \in[0, T]$ :

$$
\frac{\mathrm{d}^{+}}{\mathrm{d} t} y(t) \leqslant a(t) y(t)+b(t)
$$

then we have for all $t \in[0, T]$,

$$
y(t) \leqslant y(0) e^{\int_{0}^{t} a(s) \mathrm{d} s}+\int_{0}^{t} b(u) e^{\int_{u}^{t} a(s) \mathrm{d} s} \mathrm{~d} u
$$

Proof. The proof (by contraposition) is based on a result similar to the mean value theorem : if there exist some times $t_{0}<t_{1}$ such that $y$ is continuous on $\left[t_{0}, t_{1}\right]$ and $y\left(t_{0}\right)<y\left(t_{1}\right)$, then there exists $t_{*} \in\left[t_{0}, t_{1}\right)$ such that $\liminf _{\tau \rightarrow 0, \tau>0} \frac{y\left(t_{*}+\tau\right)-y\left(t_{*}\right)}{\tau} \geqslant \frac{y\left(t_{1}\right)-y\left(t_{0}\right)}{t_{1}-t_{0}}$. Thus, we can conclude that $\frac{\mathrm{d}^{+}}{\mathrm{d} t} y\left(t_{*}\right) \geqslant \frac{y\left(t_{1}\right)-y\left(t_{0}\right)}{t_{1}-t_{0}}>0$. Surprisingly, we see that we only need the liminf of the slope to be nonpositive to show that a continuous function is nonincreasing (the proof also works for lower-semicontinuous functions). This result may be classical, but we did not find any reference, this is why we include the proof here.

To show the claimed result, if there exist such times $t_{0}$ and $t_{1}$, we introduce

$$
z(s)=y\left((1-s) t_{0}+s t_{1}\right)-(1-s) y\left(t_{0}\right)-s y\left(t_{1}\right) .
$$

The function $z$ is continuous on $[0,1]$, and satisfies $z(0)=z(1)=0$. Therefore it reaches its minimum on $s_{*} \in[0,1]$, and without loss of generality we may assume $s_{*} \neq 1$ (since in that case the minimum is also reached at $s=0$ ). We therefore get $\lim \inf _{s \rightarrow s_{*}, s>s_{*}} \frac{z(s)-z\left(s_{*}\right)}{s-s_{*}} \geqslant 0$, which corresponds to the claim, with $t_{*}=\left(1-s_{*}\right) t_{0}+s_{*} t_{1}$.

Finally, the resolution of the Grönwall-like estimate is a direct consequence of the first part of the lemma, by setting $z(t)=y(t) e^{-\int_{0}^{t} a(s) \mathrm{d} s}-\int_{0}^{t} b(u) e^{-\int_{0}^{u} a(s) \mathrm{d} s} \mathrm{~d} u$. Then the continuous function $z$ is such that $\frac{\mathrm{d}^{+}}{\mathrm{d} t} z \leqslant 0$, therefore nonincreasing.

We are now ready to provide this kind of estimates for the even moments of the solution, which will be useful when we derive estimates for the moments of the centered and normalized distribution. We proceed to the proof of the following proposition.

Proposition 2.3. Let $f^{0} \in \mathcal{M}_{+}$, $m$ be measurable and bounded below by $-K \leqslant 0$, and $f$ be the global solution to the model (11) given by Theorem 1.1.

For $k \geqslant 0$, if $\int_{\mathbb{R}}|x|^{k} f^{0} \mathrm{~d} x<+\infty$, then $t \mapsto \mu_{k}(f(t, \cdot))$ is continuous. Furthermore, if $k$ is even, for all $t \geqslant 0$, we have

$$
\begin{equation*}
\frac{\mathrm{d}^{+}}{\mathrm{d} t} \mu_{k}(f(t, \cdot)) \leqslant \mu_{k}\left(B_{0}[f(t, \cdot)]\right)+K \mu_{k}(f(t, \cdot)) \tag{23}
\end{equation*}
$$

Proof. We fix $T>0$. For $0 \leqslant t<t+\tau<T$, and $h_{N}$ as in (22), we write, thanks to (18) and to Proposition 2.1:

$$
\begin{aligned}
\int_{\mathbb{R}} h_{N}(x) f(t+\tau, x) \mathrm{d} x=\int_{\mathbb{R}} e^{-m(x) \tau} & h_{N}(x) f(t, x) \mathrm{d} x \\
& +\int_{0}^{\tau} \int_{\mathbb{R}} e^{-m(x)(\tau-s)} h_{N}(x) B_{0}[f(t+s, \cdot)](x) \mathrm{d} x \mathrm{~d} s
\end{aligned}
$$

By dominated convergence as $N \rightarrow+\infty$, thanks to Lemma 2.1, Proposition 2.2 and the fact that $m(x) \geqslant-K$, we obtain

$$
\begin{equation*}
\mu_{k}(f(t+\tau, \cdot))=\int_{\mathbb{R}} e^{-m(x) \tau} x^{k} f(t, x) \mathrm{d} x+\int_{0}^{\tau} \int_{\mathbb{R}} e^{-m(x)(\tau-s)} x^{k} B_{0}[f(t+s, \cdot)](x) \mathrm{d} x \mathrm{~d} s \tag{24}
\end{equation*}
$$

In particular, by setting $t=0$ and writing $t$ instead of $\tau$, we get that for all $t \geqslant 0$,

$$
\begin{equation*}
\mu_{k}(f(t, \cdot))=\int_{\mathbb{R}} e^{-m(x) t} x^{k} f^{0}(x) \mathrm{d} x+\int_{0}^{t} \int_{\mathbb{R}} e^{-m(x)(t-s)} x^{k} B_{0}[f(s, \cdot)](x) \mathrm{d} x \mathrm{~d} s \tag{25}
\end{equation*}
$$

We write this expression under the form $\mu(f(t, \cdot))=y(t)+\int_{0}^{T} z(t, s) \mathrm{d} s$, by setting

$$
\begin{aligned}
y(t) & =\int_{\mathbb{R}} e^{-m(x) t} x^{k} f^{0}(x) \mathrm{d} x, \\
z(t, s) & = \begin{cases}\int_{\mathbb{R}} e^{-m(x)(t-s)} x^{k} B_{0}[f(s, \cdot)](x) \mathrm{d} x & \text { if } s<t \\
0 & \text { if } s \geqslant t\end{cases}
\end{aligned}
$$

By dominated convergence, since $e^{-m(x) t}|x|^{k} \leqslant e^{K T}|x|^{k}$ which is $f^{0}$ integrable, we obtain that $y$ is continuous on $[0, T]$. Similarly $t \mapsto z(t, s)$ is continuous on $(s, T]$ (thanks to Proposition 2.2, Lemma 2.1 and the fact that $m(x) \geqslant-K)$ and we also have

$$
|z(t, s)| \leqslant e^{K(t-s)} \int_{\mathbb{R}}|x|^{k} f(s, x) \mathrm{d} x \leqslant e^{K(t-s)+(K+1) s} \int_{\mathbb{R}}|x|^{k} f^{0}(x) \mathrm{d} x
$$

Consequently, $z(t, s)$ is uniformly bounded on $[0, T]^{2}$ by some $C>0$.
Obviously, $t \mapsto z(t, s)$ is also continuous on $[0, s)$, since it is equal to zero. We now want to prove that $t \mapsto \int_{0}^{T} z(t, s) \mathrm{d} s$ is continuous. We fix $t_{0} \in[0, T]$, and we have that for all $s \neq t_{0}, z(t, s)$ converges to $z\left(t_{0}, s\right)$ as $t \rightarrow t_{0}$, by the continuity properties of $z$. So by dominated convergence, we get that $\int_{0}^{T} z(t, s) \mathrm{d} s$ converges to $\int_{0}^{T} z\left(t_{0}, s\right) \mathrm{d} s$ as $t \rightarrow t_{0}$. This ends the proof of the time continuity of $\mu_{k}(f(t, \cdot))$.

We now suppose that $k$ is even. From (24), we obtain

$$
\begin{aligned}
\mu_{k}(f(t+\tau, \cdot)) & \leqslant \mu_{k}(f(t, \cdot)) e^{K \tau}+\int_{0}^{\tau} e^{K(\tau-s)} \mu_{k}\left(B_{0}[f(t+s, \cdot)]\right) \mathrm{d} s \\
& \leqslant e^{K \tau}\left(\mu_{k}(f(t, \cdot))+\int_{0}^{\tau} \mu_{k}\left(B_{0}[f(t+s, \cdot)]\right) \mathrm{d} s\right)
\end{aligned}
$$

We therefore obtain

$$
\begin{equation*}
\frac{\mu_{k}(f(t+\tau, \cdot))-\mu_{k}(f(t, \cdot))}{\tau} \leqslant \frac{e^{K \tau}-1}{\tau} \mu_{k}(f(t, \cdot))+\frac{e^{K \tau}}{\tau} \int_{0}^{\tau} \mu_{k}\left(B_{0}[f(t+s, \cdot)]\right) \mathrm{d} s \tag{26}
\end{equation*}
$$

By the formula (21) and the fact that all moments of $f$ of order $j \leqslant k$ are continuous in time, we get that $t \mapsto \mu_{k}\left(B_{0}[f(t, \cdot)]\right)$ is continuous, and therefore the right-hand side of (26) converges to $K \mu_{k}(f(t, \cdot))+\mu_{k}\left(B_{0}[f(t, \cdot)]\right)$ as $\tau \rightarrow 0$, and this proves (23).

### 2.3 Centered moments of the normalized population density

To obtain estimates on the centered moments of $f$, the inequalities provided by Proposition 2.3 will not be sufficient ; we will first need a more precise description of the evolution of the moments $\mu_{k}$ (in particular we will have to compute the time derivatives of $\mu_{0}$ and $\mu_{1}$ ). To this aim, we make the stronger assumption 1.1 on the growth of $m$.

Under this assumption, if $f^{0}$ has finite second moment, then the evolution of quantities of the form $\int h(x) f(t, x) \mathrm{d} x$ (when $h$ is measurable and bounded) provides a simpler weak formulation of (11), as stated in the next proposition.

Proposition 2.4. Under assumption 1.1, we suppose that $f^{0}$ has finite second moment and denote by $f$ the global solution to the model (11) given by Theorem 1.1. Then for all measurable and bounded function $h$, the quantity $\int_{\mathbb{R}} h(x) f(t, x) \mathrm{d} x$ is differentiable in time and we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathbb{R}} h(x) f(t, x) \mathrm{d} x\right)=\int_{\mathbb{R}} h(x)\left(B_{0}[f(t, \cdot)](x)-m(x) f(t, x)\right) \mathrm{d} x . \tag{27}
\end{equation*}
$$

Proof. From Proposition 2.2 and Assumption 1.1, for all measurable and bounded function $h$, we want to obtain dominations of the time derivatives of the integrands appearing in (18) on $[0, T]$. First of all, we have

$$
\left|h(x) m(x) e^{-m(x) t}\right| \leqslant C e^{K T}\left(1+x^{2}\right) \sup _{\mathbb{R}}|h|,
$$

and the right-hand side is $f^{0}$-integrable, therefore by dominated convergence theorem we get that the term $\int_{\mathbb{R}} h(x) e^{-m(x) t} f^{0}(x) \mathrm{d} x$ is differentiable in time. We also have for all $s \in[0, T]$, and for all $t \geqslant s$,

$$
\left|h(x) m(x) e^{-m(x)(t-s)}\right| \leqslant C e^{K T}\left(1+x^{2}\right) \sup _{\mathbb{R}}|h|
$$

which is $B_{0}[f(s, \cdot)]$-integrable for all $s \in[0, T]$, thanks to Lemma 2.1] and Proposition 2.2. Therefore by dominated convergence the derivative of $\int_{\mathbb{R}} h(x) e^{-m(x)(t-s)} B_{0}[f(s, \cdot)](x) \mathrm{d} x$ with respect to variable $t$ is well defined, and uniformly bounded, on $[s, T]$. By Leibniz rule on the formula (18), the derivative of $\int_{\mathbb{R}} h(x) f(t, x) \mathrm{d} x$ is well defined for all $t>0$ and we have

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathbb{R}} h(x) f(t, x) \mathrm{d} x\right)= & -\int_{\mathbb{R}} h(x) m(x) e^{-m(x) t} f^{0}(x) \mathrm{d} x+\int_{\mathbb{R}} h(x) B_{0}[f(t, \cdot)](x) \mathrm{d} x \\
& -\int_{0}^{t} \int_{\mathbb{R}} h(x) m(x) e^{-m(x)(t-s)} B_{0}[f(s, \cdot)](x) \mathrm{d} x \mathrm{~d} s
\end{aligned}
$$

Once more, by dominated convergence theorem, we can approximate $h(x) m(x)$ by a bounded measurable function $\widetilde{h}_{N}(x)$ and obtain, applying (18) to $\widetilde{h}_{N}$, that in the limit $N \rightarrow \infty$, we have

$$
\begin{aligned}
\int_{\mathbb{R}} h(x) m(x) f(s, x) \mathrm{d} x=\int_{\mathbb{R}} h(x) & m(x) e^{-m(x) t} f^{0}(x) \mathrm{d} x \\
& +\int_{0}^{t} \int_{\mathbb{R}} h(x) m(x) e^{-m(x)(t-s)} B_{0}[f(s, \cdot)](x) \mathrm{d} x \mathrm{~d} s
\end{aligned}
$$

We therefore obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathbb{R}} h(x) f(t, x) \mathrm{d} x\right)=\int_{\mathbb{R}} h(x) B_{0}[f(s, \cdot)](x) \mathrm{d} x-\int_{\mathbb{R}} h(x) m(x) f(s, x) \mathrm{d} x
$$

Hence, the second weak formulation (27).
Remark 2.1. We chose in Assumption 1.1 to have at most quadratic growth of the mortality rate $m$. If instead we suppose that it does not grow faster that $|x|^{k}$, the same reasoning would apply, and Proposition 2.4 would still apply, replacing the requirement on $f^{0}$ by asking $\int_{\mathbb{R}}|x|^{k} f^{0}(x) \mathrm{d} x$ to be finite.

We are now ready to give the evolution equations for the moments of the solution $f$, which we state in the following proposition.

Proposition 2.5. Let $k \in \mathbb{N}$. Under Assumption 1.1, if $f^{0}$ has a moment of order $k+2$ and $f$ is the unique weak solution to the model (1), then $\mu_{k}(f)$ is continuously differentiable in time and we have for all $t \geqslant 0$

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mu_{k}(f(t, \cdot))=\sum_{j=0}^{k}\binom{k}{j} \frac{\mu_{j}(f(t, \cdot)) \mu_{k-j}(f(t, \cdot))}{2^{k} \mu_{0}(f(t, \cdot))}-\int_{\mathbb{R}} m(x) x^{k} f(t, x) \mathrm{d} x \tag{28}
\end{equation*}
$$

Proof. Let us remark that by Definition 1.1 we obtain that $\mu_{0}(f(t, \cdot))>0$ for any time. If not, we would have $\int_{\mathbb{R}} e^{-m(x) t} f^{0}(x) \mathrm{d} x=0$ and therefore $e^{-m(x) t}$ would be zero almost everywhere with respect to the measure $f^{0}$, giving a contradiction. By Proposition 2.4, using again the function $h_{N}$ defined in (22), we obtain

$$
\begin{aligned}
\int_{\mathbb{R}} h_{N}(x) f(t, x) \mathrm{d} x=\int_{\mathbb{R}} & h_{N}(x) f^{0}(x) \mathrm{d} x \\
& +\int_{0}^{t}\left(\int_{\mathbb{R}} h_{N}(x) B_{0}[f(s, x)] \mathrm{d} x-\int_{\mathbb{R}} h_{N}(x) m(x) f(s, x) \mathrm{d} x\right) \mathrm{d} s
\end{aligned}
$$

Thanks to Proposition 2.2 and to Assumption 1.1, $m(\cdot) f(s, \cdot)$ has a moment of order $k$, uniformly on $[0, t]$, therefore we obtain by dominated convergence theorem

$$
\mu_{k}(f(t, \cdot))=\mu_{k}\left(f^{0}\right)+\int_{0}^{t}\left(\mu_{k}\left(B_{0}[f(s, \cdot)]\right)-\mu_{k}(m(\cdot) f(s, \cdot))\right) \mathrm{d} s
$$

Then, as in the proof of Proposition (2.3) for the time continuity of $\mu_{k}(f(t, \cdot))$, we get similarly as in (25) that

$$
\mu_{k}(m(\cdot) f(t, \cdot))=\int_{\mathbb{R}} e^{-m(x) t} m(x) x^{k} f^{0}(x) \mathrm{d} x+\int_{0}^{t} \int_{\mathbb{R}} e^{-m(x)(t-s)} m(x) x^{k} B_{0}[f(s, \cdot)](x) \mathrm{d} x \mathrm{~d} s
$$

And we proceed in the same way, by dominated convergence thanks to Assumption 1.1, to prove that $\mu_{k}(m(\cdot) f(t, \cdot))$ is continuous in time. Thanks to Propositions 2.2 and (2.3), we have the time continuity of $\mu_{k}\left(B_{0}[f(t, \cdot)]\right)$ and therefore $\mu_{k}(f(t, \cdot))$ is continuously differentiable in time and satisfies (28).

From now on, we suppose that Assumption 1.1 is satisfied and that $f^{0}$ (of positive mass $\rho^{0}$ ) has a finite second moment. We are interested in the normalized population distribution. Let $\rho(t)$ be the total population mass at time $t$

$$
\rho(t)=\mu_{0}(f)=\int_{\mathbb{R}} f(t, x) \mathrm{d} x
$$

From Proposition 2.4, we obtain the evolution equation for $\rho(t)$

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho(t)=\rho(t)-\int_{\mathbb{R}} m(x) f(t, x) \mathrm{d} x \tag{29}
\end{equation*}
$$

As noted in the proof of Proposition [2.5, we have that $\rho$ is positive for all time, and we can therefore consider the normalized population distribution $g$ that is defined in (1.2).

Thus, from Proposition [2.4, we obtain a weak formulation for the following equation on $g$

$$
\partial_{t} g(t, x)=B_{0}[g](t, x)-m(x) g(t, x)-\left(1-\int_{\mathbb{R}} m(z) g(t, z) \mathrm{d} z\right) g(t, x)
$$

Remark 2.2. This evolution equation for the normalized population distribution has the same form as the replicator-mutator equation, with the linear mutator term replaced by a sexual reproduction one. Replicator-mutator type equations have been quite studied in the form of nonlocal integro-differential equations (see e.g. [1, 2, 26]). Recently, the authors of [13] have proved concentration results and new convergence estimates in the non-singular case for measure solutions of the "house of cards" replicator-mutator model.

Then, we can also define the mean trait, or center of mass, which we denote by $\bar{x}$ and which is formulated by (6). Thus, we can focus on the study of the centered moments $M_{k}$ and the centered variations of the selection $S_{k}$, for $k \in \mathbb{N}$, which formulations are given in (4)-(5).

Indeed, the moment $M_{k}$ is well-defined for all time whenever $f^{0}$ has a moment of order $k$ and $S_{k}$ is well-defined if $f^{0}$ has a moment of order $k+2$. From now on, we will write $M_{k}^{0}=M_{k}(0)$.

In particular we have $M_{0}(t)=1$ and $M_{1}(t)=0$ for all time. Using (28) (for $k=1$ ) and (29) we obtain the equation of evolution of $\bar{x}$ given by (8) whenever $f^{0}$ has a moment of order 3 :

$$
\begin{aligned}
\frac{\mathrm{d} \bar{x}}{\mathrm{~d} t}=\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\mu_{1}(f(t, \cdot))}{\rho(t)}\right) & =-\int_{\mathbb{R}} m(x) x g(t, x) \mathrm{d} x+\frac{\mu_{1}(f(t, \cdot))}{\rho(t)} \int_{\mathbb{R}} m(x) g(t, x) \mathrm{d} x \\
& =\int m(x)(\bar{x}(t)-x) g(t, x) \mathrm{d} x=-S_{1}(t)
\end{aligned}
$$

which was claimed in (8).
From now on, we actually assume that $f^{0}$ has a moment of order 4 (we will only compute estimates for even order moments), so that this mean trait $\bar{x}$ is differentiable, and we can then compute the evolution of the centered moments $M_{k}$, thanks to Proposition [2.5] (or Proposition (2.3) and to the evolutions (29) and (8) of $\rho$ and $\bar{x}$.

The next proposition states the differential equations and inequalities that $M_{k}$ satisfies. They will be used in the following sections to prove stability results of Dirac masses. Notice that when $f^{0}$ has a moment of order 4, this proposition provides the results claimed in (9)-(10) for the evolutions of the moments $M_{2}$ and $M_{4}$.

Proposition 2.6. Let $k \geqslant 2$. Under Assumption 1.1, if $f^{0}$ has a moment of order $k+2$, then $M_{k}$ is continuously differentiable in time and we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} M_{k}=-\left(1-\frac{1}{2^{k-1}}\right) M_{k}+\frac{1}{2^{k}} \sum_{i=2}^{k-2}\binom{k}{i} M_{k-i} M_{i}-S_{k}+S_{0} M_{k}+k S_{1} M_{k-1} \tag{30}
\end{equation*}
$$

If $k \geqslant 4$ is even and $f^{0}$ has only a moment of order $k$, then $M_{k}$ is continuous in time and we have for all $t \geqslant 0$,

$$
\begin{equation*}
\frac{\mathrm{d}^{+}}{\mathrm{d} t} M_{k} \leqslant-\left(\frac{1}{2}-\frac{1}{2^{k-1}}-S_{0}+\eta(\bar{x})\right) M_{k}+\frac{1}{2^{k}} \sum_{i=2}^{k-2}\binom{k}{i} M_{k-i} M_{i}+k S_{1} M_{k-1} \tag{31}
\end{equation*}
$$

Proof. Let us first remark that if we fix $x_{0} \in \mathbb{R}$, then $\tilde{f}=f\left(\cdot, \cdot+x_{0}\right)$ satisfies the same equation with $m$ replaced by $\widetilde{m}=m\left(\cdot+x_{0}\right)$.

$$
\begin{aligned}
\rho(t) M_{k}(t) & =\int_{\mathbb{R}}\left(x-x_{0}+x_{0}-\bar{x}(t)\right)^{k} f(t, x) \mathrm{d} x=\sum_{i=0}^{k}\binom{k}{i}\left(x_{0}-\bar{x}(t)\right)^{i} \mu_{k-i}(\widetilde{f}(t, \cdot)) \\
& =\mu_{k}(\widetilde{f}(t, \cdot))-k\left(\bar{x}(t)-x_{0}\right) \mu_{k-1}(\widetilde{f}(t, \cdot))+\mathcal{O}\left(\left|\bar{x}(t)-x_{0}\right|^{2}\right),
\end{aligned}
$$

where the bounds for the term $\mathcal{O}\left(\left|\bar{x}(t)-x_{0}\right|^{2}\right)$ are uniform on $[0, T]$, thanks to Proposition [2.2. Therefore if $x_{0}=\bar{x}\left(t_{0}\right)$ for some $t_{0} \in[0, T)$, since $t \mapsto \mu_{k-1}(\widetilde{f}(t, \cdot))$ is continuous in time (and in particular at $t_{0}$ ), and using (8), we have that

$$
\frac{\rho(t) M_{k}(t)-\mu_{k}(\widetilde{f}(t, \cdot))}{t-t_{0}} \underset{t \rightarrow t_{0}}{\longrightarrow}-k \frac{\mathrm{~d} \bar{x}}{\mathrm{~d} t}\left(t_{0}\right) \mu_{k-1}\left(\widetilde{f}\left(t_{0}, \cdot\right)\right)=k S_{1}\left(t_{0}\right) \rho\left(t_{0}\right) M_{k-1}\left(t_{0}\right) .
$$

Therefore, setting $y(t)=\rho(t) M_{k}(t)-\mu_{k}(\widetilde{f}(t, \cdot))$, we get that $y$ is differentiable at $t_{0}$ with

$$
\left.\frac{\mathrm{d} y}{\mathrm{~d} t}\right|_{t=t_{0}}=k S_{1}\left(t_{0}\right) \rho\left(t_{0}\right) M_{k-1}\left(t_{0}\right) .
$$

When $f$ has a moment of order $k+2$ (initially), this is the same for $\tilde{f}$ and therefore we can use Proposition 2.5 to get the derivative of $\mu_{k}(\widetilde{f}(t, \cdot))$ at $t_{0}$. We obtain

$$
\begin{aligned}
\left.\frac{\mathrm{d}}{\mathrm{~d} t} \mu_{k}(\widetilde{f}(t, \cdot))\right|_{t=t_{0}} & =\sum_{j=0}^{k}\binom{k}{j} \frac{\mu_{j}\left(\tilde{f}\left(t_{0}, \cdot\right)\right) \mu_{k-j}\left(\tilde{f}\left(t_{0}, \cdot\right)\right)}{2^{k} \mu_{0}\left(\tilde{f}\left(t_{0}, \cdot\right)\right)}-\int_{\mathbb{R}} \widetilde{m}(x) x^{k} \widetilde{f}\left(t_{0}, x\right) \mathrm{d} x \\
& =\frac{1}{2^{k}} \sum_{j=0}^{k}\binom{k}{j} \rho\left(t_{0}\right) M_{j}\left(t_{0}\right) M_{k-j}\left(t_{0}\right)-\rho\left(t_{0}\right)\left(S_{k}\left(t_{0}\right)+m\left(\bar{x}\left(t_{0}\right)\right) M_{k}\left(t_{0}\right)\right) .
\end{aligned}
$$

Since $M_{k}(t)=\frac{1}{\rho(t)}\left(y(t)+\mu_{k}(\widetilde{f}(t, \cdot))\right)$ and since $\rho$ is differentiable at $t_{0}$, we get that

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} t} M_{k}\right|_{t=t_{0}}=\left.\frac{1}{\rho\left(t_{0}\right)} \frac{\mathrm{d}}{\mathrm{~d} t}\left(y(t)+\mu_{k}(\widetilde{f}(t, \cdot))\right)\right|_{t=t_{0}}-\left.\frac{M_{k}\left(t_{0}\right)}{\rho\left(t_{0}\right)} \frac{\mathrm{d} \rho}{\mathrm{~d} t}\right|_{t=t_{0}} .
$$

The derivative of $\rho$ at $t_{0}$ is given in (29) by $\rho\left(t_{0}\right)\left(1-S_{0}\left(t_{0}\right)-m\left(\bar{x}\left(t_{0}\right)\right)\right)$, therefore we obtain (30) at time $t_{0}$, using the fact that $M_{0}\left(t_{0}\right)=1$ and $M_{1}\left(t_{0}\right)=0$. Since the right-hand side of (30) is continuous in time, as proved in Proposition [2.5, we obtain that $M_{k}$ is continuously differentiable in time.

When $f$ has only (initially) a moment of order $k$ with $k$ even and $k \geqslant 4$, we use similarly Proposition [2.3) instead of [2.5) to get, by setting $K=-\inf _{\mathbb{R}} m$,

$$
\begin{aligned}
\left.\frac{\mathrm{d}^{+}}{\mathrm{d} t} \mu_{k}(\widetilde{f}(t, \cdot))\right|_{t=t_{0}} & \leqslant \sum_{j=0}^{k}\binom{k}{j} \frac{\mu_{j}\left(\tilde{f}\left(t_{0}, \cdot\right)\right) \mu_{k-j}\left(\widetilde{f}\left(t_{0}, \cdot\right)\right)}{2^{k} \mu_{0}\left(\tilde{f}\left(t_{0}, \cdot\right)\right)}+K \mu_{k}\left(\widetilde{f}\left(t_{0}, \cdot\right)\right) \\
& \leqslant \frac{1}{2^{k}} \sum_{j=0}^{k}\binom{k}{j} \rho\left(t_{0}\right) M_{j}\left(t_{0}\right) M_{k-j}\left(t_{0}\right)+\rho\left(t_{0}\right) K M_{k}\left(t_{0}\right) .
\end{aligned}
$$

Since $k \geqslant 4, \rho$ and $y$ are still differentiable at $t_{0}$, and since $\rho$ is positive, we get that

$$
\left.\frac{\mathrm{d}^{+}}{\mathrm{d} t} M_{k}\right|_{t=t_{0}}=\frac{1}{\rho\left(t_{0}\right)}\left(\left.\frac{\mathrm{d} y}{\mathrm{~d} t}\right|_{t=t_{0}}+\left.\frac{\mathrm{d}^{+} \mu_{k}(\widetilde{f}(t, \cdot))}{\mathrm{d} t}\right|_{t=t_{0}}\right)-\left.\frac{M_{k}\left(t_{0}\right)}{\rho\left(t_{0}\right)} \frac{\mathrm{d} \rho}{\mathrm{~d} t}\right|_{t=t_{0}} .
$$

The computations are therefore similar to the previous ones, and we obtain

$$
\frac{\mathrm{d}^{+}}{\mathrm{d} t} M_{k} \leqslant-\left(1-\frac{1}{2^{k-1}}-S_{0}-K-m(\bar{x})\right) M_{k}+\frac{1}{2^{k}} \sum_{i=2}^{k-2}\binom{k}{i} M_{k-i} M_{i}+k S_{1} M_{k-1}
$$

which corresponds to (31).
Remark 2.3. If we suppose that $m$ grows at most linearly, we only need to have a second moment to control the derivative of $\rho$, and therefore (31) is also valid for $k=2$.

### 2.4 Fourier formulation, and rescaled profile

Before tackling the long time behavior of $\bar{x}$ and of the centered moments $M_{k}$, we finish this section by stating the equation satisfied by the Fourier transform of the centered and rescaled formulation of $g(t, \cdot)$. This equation will be further investigated in Section 4.

From Definition 15, we have

$$
\begin{equation*}
\int_{\mathbb{R}} \gamma(t, x) \mathrm{d} x=1, \int_{\mathbb{R}} x \gamma(t, x) \mathrm{d} x=0, \text { and } \int_{\mathbb{R}} x^{2} \gamma(t, x) \mathrm{d} x=1 \tag{32}
\end{equation*}
$$

We also define the signed measure $\varphi$

$$
\begin{equation*}
\varphi(t, x):=\left[m\left(\sqrt{M_{2}(t)} x+\bar{x}(t)\right)-m(\bar{x}(t))\right] \gamma(t, x) \tag{33}
\end{equation*}
$$

Now we prove the following result.
Proposition 2.7. Under Assumption 1.1, if $f^{0}$ has a moment of order 4 , then $\widehat{\gamma}$ is differentiable and we have the equation on $\widehat{\gamma}$

$$
\begin{equation*}
\partial_{t} \widehat{\gamma}(t, \xi)=\widehat{\gamma}\left(t, \frac{\xi}{2}\right)^{2}-\widehat{\gamma}(t, \xi)+\frac{1}{4} \xi \partial_{\xi} \widehat{\gamma}(t, \xi)+R(t, \xi) \tag{34}
\end{equation*}
$$

with $R(t, \xi)$ given by

$$
\begin{equation*}
R(t, \xi):=-i S_{1}(t) \frac{\xi}{\sqrt{M_{2}(t)}} \widehat{\gamma}(t, \xi)-\widehat{\varphi}(t, \xi)+S_{0}(t) \widehat{\gamma}(t, \xi)+\frac{1}{2}\left(\frac{S_{2}(t)}{M_{2}(t)}-S_{0}(t)\right) \xi \partial_{\xi} \widehat{\gamma}(t, \xi) \tag{35}
\end{equation*}
$$

Proof. From Assumption 1.1 and Proposition 2.4, and assuming that $f^{0}$ has finite moments up to order $4, \widehat{f}$ is differentiable in time, and using (17), we obtain

$$
\partial_{t} \widehat{f}(t, \xi)=\frac{(\widehat{f}(t, \xi / 2))^{2}}{\widehat{f}(t, 0)}-\widehat{m f}(t, \xi)
$$

Thus, we obtain the equation on $\widehat{g}$, using (29):

$$
\begin{equation*}
\partial_{t} \widehat{g}(t, \xi)=(\widehat{g}(t, \xi / 2))^{2}-\widehat{g}(t, \xi)-(1-\widehat{m g}(t, 0)) \widehat{g}(t, \xi) \tag{36}
\end{equation*}
$$

Then, $\widehat{\gamma}$ is well defined and we have, for all $\xi \in \mathbb{R}$,

$$
\widehat{\gamma}(t, \xi)=e^{i \frac{\xi}{\sqrt{M_{2}(t)}} \bar{x}(t)} \widehat{g}\left(t, \frac{\xi}{\sqrt{M_{2}(t)}}\right) .
$$

Thus, from Proposition [2.6 and (36), $\widehat{\gamma}$ is differentiable in time and we can compute

$$
\begin{aligned}
\partial_{t} \widehat{\gamma}(t, \xi)= & i \frac{\xi}{\sqrt{M_{2}}} \frac{\mathrm{~d} \bar{x}}{\mathrm{~d} t} \widehat{\gamma}(t, \xi)-i \frac{\xi \bar{x}}{2 M_{2}^{3 / 2}} \frac{\mathrm{~d} M_{2}}{\mathrm{~d} t} \widehat{\gamma}(t, \xi)+e^{i \frac{\xi}{\sqrt{M_{2}(t)}} \bar{x}(t)} \partial_{t} \widehat{g}\left(t, \xi / \sqrt{M_{2}}\right) \\
& -e^{i \frac{\xi}{\sqrt{M_{2}(t)}} \bar{x}} \frac{1}{2 M_{2}^{3 / 2}} \frac{\mathrm{~d} M_{2}}{\mathrm{~d} t} \xi \partial_{\xi} \widehat{g}\left(t, \xi / \sqrt{M_{2}}\right),
\end{aligned}
$$

with $\partial_{\xi} \widehat{g}$ well defined since $g$ has moment of order one. Using (8) and (36), we get

$$
\begin{aligned}
\partial_{t} \widehat{\gamma}(t, \xi)= & (\widehat{\gamma}(t, \xi / 2))^{2}-\widehat{\gamma}(t, \xi)-e^{i \frac{\xi}{\sqrt{M_{2}(t)}} \bar{x}(t)} \widehat{m g}\left(t, \frac{\xi}{\sqrt{M_{2}}}\right)+\widehat{m g}(t, 0) \widehat{\gamma}(t, \xi) \\
& -i S_{1}(t) \frac{\xi}{\sqrt{M_{2}}} \widehat{\gamma}(t, \xi)-\frac{1}{2} \frac{\mathrm{~d} M_{2}}{\mathrm{~d} t} \frac{\xi}{M_{2}^{3 / 2}}\left(i \widehat{x} \widehat{\gamma}(t, \xi)+e^{i \frac{\xi}{\sqrt{M_{2}(t)}} \bar{x}(t)} \partial_{\xi} \widehat{g}\left(t, \frac{\xi}{\sqrt{M_{2}}}\right)\right) .
\end{aligned}
$$

And using (19), we then compute

$$
\begin{aligned}
\partial_{t} \widehat{\gamma}(t, \xi)= & (\widehat{\gamma}(t, \xi / 2))^{2}-\widehat{\gamma}(t, \xi)-e^{i \frac{\xi}{\sqrt{M_{2}(t)}} \bar{x}(t)} \widehat{m g}\left(t, \frac{\xi}{\sqrt{M_{2}}}\right)+\widehat{m g}(t, 0) \widehat{\gamma}(t, \xi)-i S_{1}(t) \frac{\xi}{\sqrt{M_{2}}} \widehat{\gamma}(t, \xi) \\
& +\frac{\xi}{2}\left(\frac{1}{2} \frac{1}{\sqrt{M_{2}}}+\frac{S_{2}}{M_{2}^{3 / 2}}-\frac{S_{0}}{\sqrt{M_{2}}}\right)\left(i \bar{x} \widehat{\gamma}(t, \xi)+e^{i \frac{\xi}{\sqrt{M_{2}(t)}} \bar{x}(t)} \partial_{\xi} \widehat{g}\left(t, \frac{\xi}{\sqrt{M_{2}}}\right)\right) .
\end{aligned}
$$

Then, noticing the expressions

$$
\begin{aligned}
& \partial_{\xi} \widehat{\gamma}(t, \xi)=\frac{1}{\sqrt{M_{2}}}\left(i \widehat{x} \widehat{\gamma}(t, \xi)+e^{i \frac{\xi}{\sqrt{M_{2}(t)}} \bar{x}(t)} \partial_{\xi} \widehat{g}\left(t, \frac{\xi}{\sqrt{M_{2}}}\right)\right), \\
& \widehat{m g}(t, 0)=S_{0}(t)-m(\bar{x}(t)),
\end{aligned}
$$

the definition (33) enables to write

$$
e^{i \frac{\xi}{\sqrt{M_{2}(t)}} \bar{x}(t)} \widehat{m g}\left(t, \frac{\xi}{\sqrt{M_{2}}}\right)-\widehat{m g}(t, 0) \widehat{\gamma}(t, \xi)=\widehat{\varphi}(t, \xi)-S_{0}(t) \widehat{\gamma}(t, \xi),
$$

and we obtain the equation on $\widehat{\gamma}$

$$
\begin{aligned}
\partial_{t} \widehat{\gamma}(t, \xi)= & (\widehat{\gamma}(t, \xi / 2))^{2}-\widehat{\gamma}(t, \xi)+\frac{1}{4} \xi \partial_{\xi} \widehat{\gamma}(t, \xi)-i S_{1}(t) \frac{\xi}{\sqrt{M_{2}}} \widehat{\gamma}(t, \xi)-\widehat{\varphi}(t, \xi) \\
& +S_{0}(t) \widehat{\gamma}(t, \xi)+\frac{1}{2}\left(\frac{S_{2}}{M_{2}}-S_{0}\right) \xi \partial_{\xi} \widehat{\gamma}(t, \xi) .
\end{aligned}
$$

Finally, with the definition of $R$ (35), we get (34).

## 3 Long-time behaviour of normalized moments

### 3.1 Local stability of some Dirac masses

We begin this section by proving the local stability result of Theorem 1.2, which states that a sufficient condition for the convergence of $g$ towards a Dirac mass is to be initially close enough to the Dirac mass located at $\bar{x}_{0}=\bar{x}(0)$, when $\eta\left(\bar{x}_{0}\right)>0$, i.e. when the initial selection rate at the center of mass satisfies $m\left(\bar{x}_{0}\right)<\inf _{\mathbb{R}} m+\frac{1}{2}$.

Proof. Thanks to the definitions (4), (5) and (7), we obtain

$$
\begin{equation*}
S_{2} \geqslant\left(\eta(\bar{x})-\frac{1}{2}\right) M_{2}, \quad S_{4} \geqslant\left(\eta(\bar{x})-\frac{1}{2}\right) M_{4} . \tag{37}
\end{equation*}
$$

By Assumption 1.2, using Cauchy-Schwarz inequalities in the definitions (4)-(5), we obtain

$$
\begin{align*}
M_{2} & \leqslant \sqrt{M_{4}},  \tag{38}\\
\left|M_{3}\right| & \leqslant \sqrt{M_{2} M_{4}},  \tag{39}\\
\left|S_{0}\right| & \leqslant \alpha(\bar{x}) \sqrt{M_{2}}+\beta M_{2},  \tag{40}\\
\left|S_{1}\right| & \leqslant \alpha(\bar{x}) M_{2}+\beta \sqrt{M_{2} M_{4}} . \tag{41}
\end{align*}
$$

Therefore we obtain, thanks to (8), (9), and (10):

$$
\begin{align*}
\left|\frac{\mathrm{d} \bar{x}}{\mathrm{~d} t}\right| & \leqslant \alpha(\bar{x}) M_{2}+\beta \sqrt{M_{2} M_{4}},  \tag{42}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} M_{2} & \leqslant\left(-\eta(\bar{x})+\alpha(\bar{x}) \sqrt{M_{2}}+\beta M_{2}\right) M_{2}  \tag{43}\\
\frac{\mathrm{~d}^{+}}{\mathrm{d} t} M_{4} & \leqslant\left(-\eta(\bar{x})+5\left(\alpha(\bar{x}) \sqrt{M_{2}}+\beta M_{2}\right)\right) M_{4} \tag{44}
\end{align*}
$$

where we have used (38) and (39) to get that $\left|M_{2} M_{3}\right| \leqslant \sqrt{M_{4}} \sqrt{M_{2} M_{4}}=\sqrt{M_{2}} M_{4}$.
We now fix $\delta_{0}$ such that $0<\delta<\delta_{0}<\eta\left(\bar{x}_{0}\right)$, and by continuity of $m$ we find $r>0$ such that $\eta(x) \geqslant \delta_{0}$ for all $x \in\left[\bar{x}_{0}-r, \bar{x}_{0}+r\right]$. We set $\widetilde{\alpha}=\sup _{\left[\bar{x}_{0}-r, \bar{x}_{0}+r\right]} \alpha$, which is finite by continuity of $\alpha$. Using (38), we then fix $M_{4}^{0}$ sufficiently small in order to have

$$
\begin{gathered}
5\left(\widetilde{\alpha} \sqrt{M_{2}^{0}}+\beta M_{2}^{0}\right)<\delta_{0}-\delta, \\
\widetilde{\alpha} M_{2}^{0}+\beta \sqrt{M_{2}^{0} M_{4}^{0}}<r \delta .
\end{gathered}
$$

Finally we define $T$ as the supremum of all $t>0$ such that for all $s \in[0, t]$, we have

$$
\left\{\begin{array}{l}
\left|\bar{x}(s)-\bar{x}_{0}\right| \leqslant r,  \tag{45}\\
5 \widetilde{\alpha} \sqrt{M_{2}(s)}+\beta M_{2}(s) \leqslant \delta_{0}-\delta, \\
\widetilde{\alpha} M_{2}(s)+\beta \sqrt{M_{2}(s) M_{4}(s)} \leqslant r \delta,
\end{array}\right.
$$

and the set of such $t>0$ is non empty, therefore $T>0$ (we may have $T=+\infty$ ).
For all $t \in[0, T)$, we get from (43)-(44) that $\frac{\mathrm{d}}{\mathrm{d} t} M_{2} \leqslant-\delta M_{2}$ and $\frac{\mathrm{d}^{+}}{\mathrm{d} t} M_{4} \leqslant-\delta M_{4}$, giving that $M_{2}$ and $M_{4}$ are nonincreasing in time and satisfying estimates (12)-(13), thanks to Lemma [2.2. Thanks to (42), we obtain

$$
\begin{aligned}
\left|\bar{x}(t)-\bar{x}_{0}\right| & \leqslant \int_{0}^{t}\left(\widetilde{\alpha} M_{2}^{0}+\beta \sqrt{M_{2}^{0} M_{4}^{0}}\right) e^{-\delta s} \mathrm{~d} s \\
& \leqslant\left(\widetilde{\alpha} M_{2}^{0}+\beta \sqrt{M_{2}^{0} M_{4}^{0}}\right) \frac{1-e^{-\delta t}}{\delta}<\left(1-e^{-\delta t}\right) r .
\end{aligned}
$$

Let us prove that $T=+\infty$ by contradiction. If $T$ is finite, then $\left|\bar{x}(T)-\bar{x}_{0}\right| \leqslant\left(1-e^{-\delta T}\right) r<r$, and by monotonicity of $M_{2}$ and $M_{4}$ we also get

$$
\begin{aligned}
& 5 \widetilde{\alpha} \sqrt{M_{2}(T)}+\beta M_{2}(T) \leqslant 5 \widetilde{\alpha} \sqrt{M_{2}^{0}}+\beta M_{2}^{0}<\delta_{0}-\delta, \\
& \widetilde{\alpha} M_{2}(T)+\beta \sqrt{M_{2}(T) M_{4}(T)} \leqslant \widetilde{\alpha} M_{2}^{0}+\beta \sqrt{M_{2}^{0} M_{4}^{0}}<r \delta .
\end{aligned}
$$

Therefore, by continuity in time of $M_{2}, M_{4}$ and $\bar{x}$, there exists $\tau>0$ such that for all $s$ in $[T-\tau, T+\tau]$, we have the estimations (45). Thanks to the definition of $T$, these estimations
are true for all $s \in[0, T)$, and therefore also for all $s \in[0, T+\tau]$, in contradiction with the definition of $T$ as a supremum.

Since the derivative of $\bar{x}$ is decaying exponentially fast, we get that $\bar{x}(t)$ converges to some $\bar{x}_{\infty}$ in $\mathbb{R}$, and more precisely we have

$$
\left|\bar{x}(t)-\bar{x}_{\infty}\right| \leqslant \int_{t}^{\infty}\left(\widetilde{\alpha} M_{2}^{0}+\beta \sqrt{M_{2}^{0} M_{4}^{0}}\right) e^{-\delta s} \mathrm{~d} s=\frac{\widetilde{\alpha} M_{2}^{0}+\beta \sqrt{M_{2}^{0} M_{4}^{0}}}{\delta} e^{-\delta t}
$$

This also shows that the smaller the value of $M_{4}^{0}$, the closer the location of $\bar{x}_{\infty}$ relatively to $\bar{x}_{0}$.
Finally, the convergence in Wasserstein distance comes from the fact that $W_{4}\left(g, \delta_{\bar{x}}\right)=M_{4}(t)^{\frac{1}{4}}$, and therefore

$$
W_{4}\left(g, \delta_{\bar{x}_{\infty}}\right) \leqslant\left(M_{4}^{0}\right)^{\frac{1}{4}} e^{-\frac{\delta}{4} t}+W_{4}\left(\delta_{\bar{x}(t)}, \delta_{\bar{x}_{\infty}}\right)=\left(M_{4}^{0}\right)^{\frac{1}{4}} e^{-\frac{\delta}{4} t}+\left|\bar{x}(t)-\bar{x}_{\infty}\right|
$$

Remark 3.1. If $m$ is Lipschitz $(\beta=0$ and $\alpha$ constant in Assumption 1.2), then we only need to suppose $M_{2}^{0}$ sufficiently small to get the estimates (11), (12) and the exponential convergence of $\bar{x}$. The proof is exactly the same, only using the estimate on the evolution of $M_{2}$ given by (31) (see Remark 2.3), and the convergence is in 2-Wasserstein distance.

### 3.2 Improved estimates on even order moments

We can now use this result of stability of Theorem 1.2 together with the equation for higher order moments to improve the bound on the rate of convergence. In this subsection, we start from the assumptions made in Theorem 1.2 ;

Assumption 3.1. We suppose that the selection function $m$ satisfies Assumption 1.2, and we take $\bar{x}_{0}$ and $\delta$ such that $0<\delta<\eta\left(\bar{x}_{0}\right)$. Finally, we suppose that the initial profile $g_{0}$ is such that $\bar{x}(0)=\bar{x}_{0}$ and that $M_{4}^{0}$ is sufficiently small, ensuring that the conclusion of Theorem 1.2 is true. As in the proof of this theorem, we denote by $\widetilde{\alpha}$ a uniform bound in time for $\alpha(\bar{x}(t))$ (independent of $M_{4}^{0}$, only depending on $\eta, \delta$ and $\bar{x}_{0}$ ).

To obtain the estimates on $M_{2 k}$, the idea is to use the equations (30) and (31), along with the stability result stated in Theorem 1.2, Apart from the exponential decay rates of the moments, we will also need a control on the constants in front of these estimates. Furthermore we will often have to deal with quantities controlled by $e^{-\widetilde{\lambda} t}$ for all $\widetilde{\lambda}$ strictly less than some $\lambda>0$ to be identified. Therefore we introduce the following definition.

Definition 3.1. For $\lambda>0$, we say that a nonnegative quantity $y(t)$ (which may depend on several parameters) has a decay controlled by the parameter $\sigma \geqslant 0$ and with rate $[\lambda]^{-}$if for all $\widetilde{\lambda}<\lambda$, there exists a constant $C(\sigma)>0$ converging to 0 when $\sigma \rightarrow 0$, and such that for all $t>0$, we have $y(t) \leqslant C(\sigma) e^{-\widetilde{\lambda} t}$.

We will use several times the following lemma.
Lemma 3.1. If $y$ is a nonnegative continuous function in time satisfying for all $t>0$

$$
\frac{\mathrm{d}^{+}}{\mathrm{d} t} y(t) \leqslant\left(-\lambda+v_{1}(t)\right) y(t)+v_{0}(t)
$$

where $v_{0}(t)$ and $v_{1}(t)$ have a decay controlled by the parameter $\sigma$ and with respective rates $\left[\omega_{0}\right]^{-}$ and $\left[\omega_{1}\right]^{-}$, then $y(t)$ has a decay controlled by $\max (y(0), \sigma)$ and with rate $\left[\min \left(\lambda, \omega_{0}\right)\right]^{-}$.

Proof. If $\widetilde{\lambda}<\min \left(\lambda, \omega_{0}\right)$, we fix $\widetilde{\omega}_{0}$ and $\widetilde{\omega}_{1}$ such that $\widetilde{\lambda}<\widetilde{\omega}_{0}<\omega_{0}$ and $0<\widetilde{\omega}_{1}<\omega_{1}$, and we have for all $t>0$

$$
\frac{\mathrm{d}^{+}}{\mathrm{d} t} y(t) \leqslant\left(-\widetilde{\lambda}+C_{1}(\sigma) e^{-\widetilde{\omega}_{1} t}\right) y(t)+C_{2}(\sigma) e^{-\widetilde{\omega}_{0} t}
$$

with $C_{1}(\sigma)$ and $C_{2}(\sigma)$ converging to 0 as $\sigma \rightarrow 0$. Therefore, thanks to Lemma 2.2, we obtain

$$
\begin{aligned}
y(t) e^{\widetilde{\lambda} t+\frac{C_{1}(\sigma)}{\omega_{1}}\left(e^{-\widetilde{\omega}_{1} t}-1\right)} & \leqslant y(0)+C_{2}(\sigma) \int_{0}^{t} e^{\widetilde{\lambda} s+\frac{C_{1}(\sigma)}{\omega_{1}}\left(e^{-\widetilde{\omega}_{1} s}-1\right)} e^{-\widetilde{\omega}_{0} s} \mathrm{~d} s \\
& \leqslant y(0)+C_{2}(\sigma) \int_{0}^{t} e^{\widetilde{\lambda} s-\widetilde{\omega}_{0} s} \mathrm{~d} s=y(0)+\frac{C_{2}(\sigma)}{\widetilde{\omega}_{0}-\widetilde{\lambda}}\left(1-e^{-\left(\widetilde{\omega}_{0}-\widetilde{\lambda}\right) t}\right) \\
& \leqslant y(0)+\frac{C_{2}(\sigma)}{\widetilde{\omega}_{0}-\widetilde{\lambda}} .
\end{aligned}
$$

Finally we get

$$
y(t) \leqslant\left(y(0)+\frac{C_{2}(\sigma)}{\widetilde{\omega}_{0}-\widetilde{\lambda}}\right) e^{\frac{C_{1}(\sigma)}{\tilde{\omega}_{1}}\left(1-e^{-\widetilde{\omega}_{1} t}\right)-\widetilde{\lambda} t} \leqslant\left(y(0)+\frac{C_{2}(\sigma)}{\widetilde{\omega}_{0}-\widetilde{\lambda}}\right) e^{\frac{C_{1}(\sigma)}{\omega_{1}}} \cdot e^{-\widetilde{\lambda} t},
$$

and this ends the proof, since the constant converges to 0 as $y(0)$ and $\sigma$ converge to 0 .
First, we obtain the next proposition that presents links between rates of convergence of $M_{2}$ and $M_{4}$, allowing to improve the rates provided by Theorem 1.2.

Proposition 3.1. Under Assumption 3.1 we have that $M_{2}$ and $M_{4}$ have decay controlled by $M_{4}^{0}$ and with respective rates $\left[\min \left(\frac{1}{2}, \frac{3}{8}+\delta\right)\right]^{-}$and $\left[\frac{3}{8}+\delta\right]^{-}$.
Proof. We first suppose that $M_{2}$ and $M_{4}$ have decay controlled by $M_{4}^{0}$ and with respective rates $\left[\lambda_{2}\right]^{-}$and $\left[\lambda_{4}\right]^{-}$, for $\lambda_{2}, \lambda_{4}>0$, and show that these rates can be improved. Thanks to Assumption 1.2, using once again Cauchy-Schwarz inequality in the definition (5), we obtain

$$
\begin{equation*}
\left|S_{2}\right| \leqslant \widetilde{\alpha} \sqrt{M_{2} M_{4}}+\beta M_{4} . \tag{46}
\end{equation*}
$$

Therefore we obtain, thanks to (9) and the estimate (40),

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} M_{2} & \leqslant\left(-\frac{1}{2}+\widetilde{\alpha} \sqrt{M_{2}}+\beta M_{2}\right) M_{2}+\widetilde{\alpha} \sqrt{M_{2} M_{4}}+\beta M_{4} \\
& \leqslant\left(-\frac{1}{2}+\varepsilon+\widetilde{\alpha} \sqrt{M_{2}}+\beta M_{2}\right) M_{2}+\left(\frac{\widetilde{\alpha}^{2}}{4 \varepsilon}+\beta\right) M_{4}
\end{aligned}
$$

where we used Young's inequality for some $\varepsilon>0$. Similarly, using (10), (37) and (11) we obtain

$$
\frac{\mathrm{d}^{+}}{\mathrm{d} t} M_{4} \leqslant\left(-\delta-\frac{3}{8}+5\left(\widetilde{\alpha} \sqrt{M_{2}}+\beta M_{2}\right)\right) M_{4}+\frac{3}{8} M_{2}^{2} .
$$

Therefore, since $\widetilde{\alpha} \sqrt{M_{2}}+\beta M_{2}, M_{4}$ and $M_{2}^{2}$ have decay controlled by the initial moment $M_{4}^{0}$ and respective rates $\left[\frac{1}{2} \lambda_{2}\right]^{-},\left[\lambda_{4}\right]^{-}$and $\left[2 \lambda_{2}\right]^{-}$, by applying Lemma 3.1, $M_{4}$ have decay controlled by $M_{4}^{0}$ with rate $\left[\min \left(\frac{3}{8}+\delta, 2 \lambda_{2}\right)\right]^{-}$, while $M_{2}$ has decay controlled by $\max \left(M_{2}^{0}, M_{4}^{0}\right)$ (and therefore, thanks to (38), by $M_{4}^{0}$ only) and with rate $\left[\min \left(\frac{1}{2}-\varepsilon, \lambda_{4}\right)\right]^{-}$. Since this is true for any $\varepsilon>0$, we obtain that $M_{2}$ has rate $\left[\min \left(\frac{1}{2}, \lambda_{4}\right)\right]^{-}$. Therefore, by applying once more this property, we obtain that $M_{2}$ and $M_{4}$ have decay controlled by $M_{4}^{0}$ and with respective rates $\left[\min \left(\frac{1}{2}, \frac{3}{8}+\delta, 2 \lambda_{2}\right)\right]^{-}$ and $\left[\min \left(\frac{3}{8}+\delta, 2 \lambda_{4}\right)\right]^{-}$. Indeed $\min \left(\frac{3}{8}+\delta, 1,2 \lambda_{4}\right)=\min \left(\frac{3}{8}+\delta, 2 \lambda_{4}\right)$ since $\delta<\eta\left(\bar{x}_{0}\right) \leqslant \frac{1}{2}$.

Hence, since $M_{2}$ and $M_{4}$ both have decay controlled by $M_{4}^{0}$ and with rate $[\delta]^{-}$, thanks to Theorem 1.2 and the estimate (38), we directly obtain by induction that for all $k \in \mathbb{N}, M_{2}$ and $M_{4}$ have decay controlled by $M_{4}^{0}$ and with respective rates $\left[\min \left(\frac{1}{2}, \frac{3}{8}+\delta, 2^{k} \delta\right)\right]^{-}$and $\left[\min \left(\frac{3}{8}+\delta, 2^{k} \delta\right)\right]^{-}$, so for $k$ sufficiently large, this ends the proof.

The next proposition uses these estimates on $M_{2}$ and $M_{4}$ to obtain estimates for the rates of convergence of all moments of even order, provided they are finite initially.

Proposition 3.2. Under Assumption 3.1, for all $k \geqslant 2$, if $M_{2 k}^{0}$ is finite, then $M_{2 k}(t)$ has decay controlled by $M_{2 k}^{0}$ and with rate $\left[\frac{1}{2}-\frac{1}{2^{2 k-1}}+\delta\right]^{-}$.

Proof. We proceed by induction, since, the case $k=2$ is provided by Proposition 3.1. We fix $k>2$, and suppose the result is true for $k-1$.

First of all, if $2 i \leqslant \ell \leqslant 2 j$, using Hölder inequality in the definition (4), we get

$$
\begin{align*}
\left|M_{\ell}\right| & \leqslant \int_{\mathbb{R}}|x-\bar{x}(t)|^{\ell} g(x) \mathrm{d} x=\int_{\mathbb{R}}|x-\bar{x}(t)|^{2 i \frac{2 j-\ell}{2 j-2 i}+2 j \frac{\ell-2 i}{2 j-2 i}} g(x) \mathrm{d} x \\
& \leqslant M_{2 i}^{\frac{2 j-\ell}{2 j-2 i}} M_{2 j}^{\frac{\ell-2 i}{2 j-2 i}} \tag{47}
\end{align*}
$$

In particular, for $i=0$ and $j=k$, we obtain

$$
\begin{equation*}
M_{2} \leqslant M_{2 k}^{\frac{1}{k}}, \quad M_{4} \leqslant M_{2 k}^{\frac{2}{k}}, \quad M_{2 k-2} \leqslant M_{2 k}^{1-\frac{1}{k}}, \quad \text { and } \quad\left|M_{2 k-1}\right| \leqslant M_{2 k}^{1-\frac{1}{2 k}} \tag{48}
\end{equation*}
$$

Using (41) to get

$$
\begin{equation*}
\left|S_{1} M_{2 k-1}\right| \leqslant\left(\widetilde{\alpha} M_{2}+\beta \sqrt{M_{2} M_{4}}\right) M_{2 k}^{1-\frac{1}{2 k}} \leqslant\left(\widetilde{\alpha} \sqrt{M_{2}}+\beta \sqrt{M_{4}}\right) M_{2 k} \tag{49}
\end{equation*}
$$

As previously, thanks to the definitions (4), (5), (7) and the property (11), we obtain

$$
\begin{equation*}
S_{2 k} \geqslant\left(\delta-\frac{1}{2}\right) M_{2 k} \tag{50}
\end{equation*}
$$

Now, using (47) with $i=1$ and $j=k-1$, we obtain, when $2 \leqslant \ell \leqslant 2 k-2$ :

$$
\begin{equation*}
\left|M_{\ell}\right|\left|M_{2 k-\ell}\right| \leqslant M_{2} M_{2 k-2} \tag{51}
\end{equation*}
$$

and therefore, we use (50), (40), and (49) in the differential inequality (31) for $M_{2 k}$ to get

$$
\begin{equation*}
\frac{\mathrm{d}^{+}}{\mathrm{d} t} M_{2 k} \leqslant\left(-\frac{1}{2}+\frac{1}{2^{2 k-1}}-\delta+v_{1}(t)\right) M_{2 k}+\left(\frac{1}{2^{2 k}} \sum_{\ell=2}^{2 k-2}\binom{2 k}{\ell}\right) M_{2} M_{2 k-2} \tag{52}
\end{equation*}
$$

where $v_{1}(t)=(2 k+1) \widetilde{\alpha} \sqrt{M_{2}}+\beta\left(2 k \sqrt{M_{4}}+M_{2}\right)$. Now, using (48), we obtain that when $M_{2 k}^{0}$ converges to 0 , then $M_{4}^{0}$ and $M_{2}^{0}$ also converge to 0 . Therefore by induction, and thanks to Proposition 3.1, $v_{1}(t)$ and $M_{2} M_{2 k-2}$ have decay controlled by $M_{2 k}^{0}$ and with respective rates $\left[\min \left(\frac{1}{4}, \frac{3}{16}+\frac{1}{2} \delta\right)\right]^{-}$and $\left[\omega_{0}\right]^{-}$, where

$$
\begin{equation*}
\omega_{0}=\left(\min \left(\frac{1}{2}, \frac{3}{8}+\delta\right)+\left(\frac{1}{2}-\frac{1}{2^{2 k-3}}+\delta\right)\right)>\left(\frac{3}{8}+\frac{1}{2}-\frac{1}{2^{2 k-3}}+\delta\right) \geqslant \frac{3}{4}+\delta, \tag{53}
\end{equation*}
$$

since $k \geqslant 3$. Therefore, since $\frac{3}{4}+\delta>\frac{1}{2}-\frac{1}{2^{2 k-1}}+\delta$, we can apply Lemma 3.1 and this ends the proof.

We can now use the estimate on a moment of high order to obtain better rates for all lower order moments, as stated in the following proposition.

Proposition 3.3. We suppose that Assumption 3.1 is satisfied. If $M_{2 k_{0}}^{0}$ is finite (for $k_{0} \geqslant 2$ ), then for all $k \leqslant k_{0}, M_{2 k}$ has decay controlled by $M_{2 k_{0}}^{0}$ with rate $\left[\min \left(1-\frac{1}{2^{2 k-1}}, \frac{1}{2}-\frac{1}{2^{2 k_{0}-1}}+\delta\right)\right]^{-}$.

Proof. We proceed once more by induction, from $k=k_{0}$ down to $k=1$. Indeed, since we have $\delta<\eta\left(\bar{x}_{0}\right) \leqslant \frac{1}{2}$, we get that $\min \left(1-\frac{1}{2^{2 k_{0}-1}}, \frac{1}{2}-\frac{1}{2^{2 k_{0}-1}}+\delta\right)=\frac{1}{2}-\frac{1}{2^{2 k k_{0}-1}}+\delta$, which corresponds to the rate given by Proposition [3.2 We fix $k<k_{0}$ and suppose that the result is true for $k+1$. We have, thanks to Assumption 1.2 and using Young's inequality for some $\varepsilon>0$ :

$$
\begin{aligned}
\left|S_{2 k}\right| & \leqslant \widetilde{\alpha} \int_{\mathbb{R}}|x-\bar{x}(t)|^{2 k+1} g(x) \mathrm{d} x+\beta M_{2 k+2} \\
& \leqslant \int_{\mathbb{R}}|x-\bar{x}(t)|^{2 k}\left(\varepsilon+\frac{\widetilde{\alpha}^{2}}{4 \varepsilon}|x-\bar{x}(t)|^{2}\right) g(x) \mathrm{d} x+\beta M_{2 k+2} \leqslant \varepsilon M_{2 k}+\left(\frac{\widetilde{\alpha}^{2}}{4 \varepsilon}+\beta\right) M_{2 k+2} .
\end{aligned}
$$

Therefore, as in the proof of Proposition 3.2, using (51), (40), and (49) in the differential equation (30) for $M_{2 k}$, we get

$$
\frac{\mathrm{d}}{\mathrm{~d} t} M_{2 k} \leqslant\left(-1+\frac{1}{2^{2 k-1}}+\varepsilon+v_{1}(t)\right) M_{2 k}+\left(\frac{1}{2^{2 k}} \sum_{\ell=2}^{2 k-2}\binom{2 k}{\ell}\right) M_{2} M_{2 k-2}+\left(\frac{\widetilde{\alpha}^{2}}{4 \varepsilon}+\beta\right) M_{2 k+2},
$$

where $v_{1}(t)=(2 k+1) \widetilde{\alpha} \sqrt{M_{2}}+\beta\left(2 k \sqrt{M_{4}}+M_{2}\right)$ has decay controlled by $M_{4}^{0}$ (and hence by $M_{2 k_{0}}^{0}$ ) and rate $\left[\min \left(\frac{1}{4}, \frac{3}{16}+\frac{1}{2} \delta\right)\right]^{-}$. By induction $M_{2 k+2}$ has decay controlled by $M_{2 k_{0}}^{0}$ and with rate $\left[\widetilde{\omega}_{0}\right]^{-}$ where $\widetilde{\omega}_{0}=\min \left(1-\frac{1}{2^{2 k+1}}, \frac{1}{2}-\frac{1}{2^{2 k_{0}-1}}+\delta\right)$. And we know by Propositions 3.1 and 3.2 that $M_{2} M_{2 k-2}$ has decay controlled by $M_{2 k}^{0}$ (and hence by $M_{2 k_{0}}^{0}$ ) and with rate [ $\left.\omega_{0}\right]^{-}$with $\omega_{0}$ given in (53), so when $k \geqslant 3$ we have $\omega_{0}>\frac{3}{4}+\delta>\frac{1}{2}-\frac{1}{2^{2 k_{0}-1}}+\delta \geqslant \widetilde{\omega}_{0}$.

When $k=2$ we also obtain $\omega_{0}=\min \left(\frac{3}{4}+2 \delta, 1\right)>\frac{1}{2}-\frac{1}{2^{2 k}-1}+\delta \geqslant \widetilde{\omega}_{0}$ since $\delta<\frac{1}{2}$. Finally when $k=1$ the sum on $\ell$ is empty.

So, in all cases we get thanks to Lemma 3.1that $M_{2 k}$ has decay controlled by max $\left(M_{2 k}^{0}, M_{2 k_{0}}^{0}\right)$ (and therefore by $M_{2 k_{0}}^{0}$ only) and with rate $\left[\min \left(1-\frac{1}{2^{2 k-1}}-\varepsilon, \widetilde{\omega}_{0}\right)\right]^{-}$, for any $\varepsilon>0$, which ends the proof.

When the initial condition has enough moments, we then see thanks to Proposition 3.3 that all $M_{2 k}$ with $k \geqslant 2$ decay with rates strictly greater than $\frac{1}{2}$, and that $M_{2}$ decays with rate $\left[\frac{1}{2}\right]^{-}$. Therefore we expect all the moments $M_{2 k}$ to decay "faster" than $M_{2}$, and we will see in the next section that this property is important to study the self-similar behaviour of the solution as time goes to infinity. However, to have such a property, we have to get a lower bound for $M_{2}(t)$. By using a refinement of Lemma 3.1, we could prove that there exists $C_{2} \geqslant 0$ such that $\left|M_{2}(t)-C_{2} e^{-\frac{1}{2} t}\right| \leqslant C e^{-\omega_{0} t}$ with $\omega_{0}>\frac{1}{2}$, but this is not sufficient to get a lower bound on $M_{2}$, as we could have $C_{2}=0$.

To overcome this difficulty, instead of asking the fourth moment $M_{4}$ to be small initially, we will ask $\frac{M_{2 k_{0}}}{M_{2}}$ to be small initially, for $k_{0}$ sufficiently large. This is for instance the case if we shrink the initial profile around $\bar{x}_{0}$ by a given parameter $\frac{1}{\varepsilon}$, which has the effect of scaling any initial moment $M_{2 k}$ by a factor $\varepsilon^{2 k}$. Before proving that this condition is enough to get lower bounds on $M_{2}$, we will need an adaptation of Lemma 3.1 in a nonlinear setting (the main difference being that we now require smallness of the initial condition $y(0)$ and of the parameter $\sigma$ ), which in stated in the following result.

Lemma 3.2. We suppose that $y$ is a nonnegative continuous function satisfying for all $t>0$ :

$$
\frac{\mathrm{d}^{+}}{\mathrm{d} t} y(t) \leqslant\left(-\lambda+v_{1}(y(t))\right) y(t)+v_{0}(t)
$$

where $v_{1}(r) \leqslant C r^{\theta}$ for all $r \geqslant 0$ sufficiently small (with $\theta>0$ and $C>0$ ), and $v_{0}(t)$ has a decay controlled by the parameter $\sigma$ and with rate $\left[\omega_{0}\right]^{-}$.

Then, if $y(0)$ and $\sigma$ are small enough, $y(t)$ has a decay controlled by $\max (y(0), \sigma)$ and with rate $\left[\min \left(\lambda, \omega_{0}\right)\right]^{-}$.

Proof. We fix $\widetilde{\omega}_{0}<\omega_{0}$, then $\widetilde{\lambda}<\min \left(\lambda, \widetilde{\omega}_{0}\right)$, and we pick $r>0$ such that $\lambda-C r^{\theta}>\tilde{\lambda}$ (and small enough so that $v_{1}(\widetilde{r}) \leqslant C \widetilde{r}^{\theta}$ as soon as $\left.\widetilde{r} \leqslant r\right)$. Therefore, as soon as $y(t) \leqslant r$, we have

$$
\frac{\mathrm{d}^{+}}{\mathrm{d} t} y(t) \leqslant-\widetilde{\lambda} y(t)+\widetilde{C}(\sigma) e^{-\widetilde{\omega}_{0} t}
$$

where $\widetilde{C}(\sigma) \rightarrow 0$ as $\sigma \rightarrow 0$. We suppose that $y(0)+\frac{\widetilde{C}(\sigma)}{\widetilde{\omega}_{0}-\lambda} \leqslant r$.
We denote $T=\sup \{t>0, \forall s \in[0, t], y(s) \leqslant r\}$. By continuity of $y$, since $y(0)<r$, we have $T>0$ and therefore for all $t \in[0, T]$,

$$
y(t) \leqslant\left(y(0)+\widetilde{C}(\sigma) \frac{1-e^{-\left(\widetilde{\omega}_{0}-\widetilde{\lambda}\right) t}}{\widetilde{\omega}_{0}-\widetilde{\lambda}}\right) e^{-\widetilde{\lambda} t} \leqslant r e^{-\widetilde{\lambda} t}
$$

showing that $T=+\infty$. Indeed, if it was not the case, we would have $y(T)<r$, in contradiction with the definition of $T$, by continuity of $y$. Therefore we also obtain

$$
v_{1}(y(t)) \leqslant C\left(y(0)+\widetilde{C}(\sigma) \frac{1}{\widetilde{\omega}_{0}-\widetilde{\lambda}}\right)^{\theta} e^{-\theta \widetilde{\lambda} t}
$$

showing that $v_{1}(y(t))$ has a rate controlled by $\max (y(0), \sigma)$ with rate $[\theta \widetilde{\lambda}]^{-}$. We can therefore apply Lemma 3.2, as we now have a linear estimate (provided $y(0)+\frac{\widetilde{C}(\sigma)}{\widetilde{\omega}_{0}-\widetilde{\lambda}} \leqslant r$ ), and this ends the proof.

We are now ready to prove the following result, which leads to the statements of Theorem 1.3 , Proposition 3.4. Under Assumption 3.1, if $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}$ is sufficiently small and if $\frac{1}{2^{2 k_{0}-1}}<\delta$, then $\frac{M_{2 k_{0}}}{M_{2}}$ has decay controlled by its initial value $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}$ and with rate $\left[\delta-\frac{1}{2^{2 k_{0}-1}}\right]^{-}$.

Furthermore, in that case, there exists $C_{k_{0}}\left(\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}\right)$, converging to 1 as $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}} \rightarrow 0$ such that

$$
M_{2}(t) \geqslant C_{k_{0}}\left(\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}\right) M_{2}^{0} e^{-\frac{t}{2}}
$$

Consequently, for all $k \geqslant 2$ (with $k \leqslant k_{0}$ ), $\frac{M_{2 k}}{M_{2}}$ has decay controlled by $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}$ and with rate $\left[\min \left(\frac{1}{2}-\frac{1}{2^{2 k-1}}, \delta-\frac{1}{2^{2 k_{0}-1}}\right)\right]^{-}$.
Proof. We compute

$$
\frac{\mathrm{d}^{+}}{\mathrm{d} t}\left(\frac{M_{2 k_{0}}}{M_{2}}\right)=\frac{1}{M_{2}} \frac{\mathrm{~d}^{+} M_{2 k_{0}}}{\mathrm{~d} t}-\frac{1}{M_{2}} \frac{\mathrm{~d} M_{2}}{\mathrm{~d} t}\left(\frac{M_{2 k_{0}}}{M_{2}}\right) .
$$

Thanks to (9) and the estimates (40) (46), we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} M_{2} \geqslant\left(-\frac{1}{2}-\widetilde{\alpha} \sqrt{M_{2}}-\beta M_{2}\right) M_{2}-\widetilde{\alpha} \sqrt{M_{2} M_{4}}-\beta M_{4} \tag{54}
\end{equation*}
$$

and therefore, using (52), since $\frac{1}{2^{2 k}} \sum_{\ell=2}^{2 k-2}\binom{2 k}{\ell} \leqslant 1$, we obtain

$$
\begin{equation*}
\frac{\mathrm{d}^{+}}{\mathrm{d} t}\left(\frac{M_{2 k_{0}}}{M_{2}}\right) \leqslant\left(-\delta+\frac{1}{2^{2 k_{0}-1}}+\widetilde{w}(t)\right) \frac{M_{2 k_{0}}}{M_{2}}+M_{2 k_{0}-2} \tag{55}
\end{equation*}
$$

where

$$
\widetilde{w}(t)=\widetilde{\alpha}\left((2 k+2) \sqrt{M_{2}}+\sqrt{\frac{M_{4}}{M_{2}}}\right)+\beta\left(2 k \sqrt{M_{4}}+2 M_{2}+\frac{M_{4}}{M_{2}}\right) .
$$

Using (38), we get

$$
\begin{equation*}
M_{2} \leqslant \sqrt{M_{4}}=\frac{M_{4}}{\sqrt{M_{4}}} \leqslant \frac{M_{4}}{M_{2}}, \tag{56}
\end{equation*}
$$

and therefore we obtain

$$
\widetilde{w}(t) \leqslant(2 k+3) \widetilde{\alpha} \sqrt{\frac{M_{4}}{M_{2}}}+(2 k+3) \beta \frac{M_{4}}{M_{2}} .
$$

Now, using (47) with $i=1, \ell=4$ and $j=k_{0}$, we obtain

$$
\begin{equation*}
\frac{M_{4}}{M_{2}} \leqslant \frac{M_{2}^{\frac{2 k_{0}-4}{2 k_{0}-2}} M_{2 k_{0}}^{\frac{2}{2 k_{0}-2}}}{M_{2}}=\left(\frac{M_{2 k_{0}}}{M_{2}}\right)^{\frac{2}{2 k_{0}-2}}, \tag{57}
\end{equation*}
$$

and therefore we get

$$
\begin{equation*}
\widetilde{w}(t) \leqslant(2 k+3) \widetilde{\alpha}\left(\frac{M_{2 k_{0}}}{M_{2}}\right)^{\frac{1}{2 k_{0}-2}}+(2 k+3) \beta\left(\frac{M_{2 k_{0}}}{M_{2}}\right)^{\frac{2}{2 k_{0}-2}} . \tag{58}
\end{equation*}
$$

Finally, thanks to Proposition 3.3, $M_{2 k_{0}-2}$ has decay controlled by the initial moment $M_{2 k_{0}}^{0}$ and with rate $\left[\min \left(1-\frac{1}{2^{2 k_{0}-3}}, \frac{1}{2}-\frac{1}{2^{2 k_{0}-1}}+\delta\right)\right]^{-}$, and since we have

$$
M_{2 k_{0}} \leqslant\left(\frac{M_{2 k_{0}}}{M_{2}}\right) \cdot M_{2} \leqslant\left(\frac{M_{2 k_{0}}}{M_{2}}\right)^{1+\frac{2}{2 k_{0}-2}},
$$

we get that $M_{2 k_{0}}^{0} \rightarrow 0$ if $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}} \rightarrow 0$, so $M_{2 k_{0}-2}$ has decay controlled by $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}$. Thanks to (555) and (58), we can apply Lemma 3.2 with $y(t)=\frac{M_{2 k_{0}}}{M_{2}}$ and $\sigma=\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}=y(0)$, the function $w$ being given by $v_{1}(r)=(2 k+3)\left(\widetilde{\alpha} r^{\theta}+\beta r^{2 \theta}\right)$, where $\theta=\frac{1}{2 k_{0}-2}$. We therefore obtain that if $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}$ is sufficiently small, then $\frac{M_{2 k_{0}}}{M_{2}}$ has decay controlled by its initial value $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}$ and with rate $\left[\delta-\frac{1}{2^{2 k_{0}-1}}\right]^{-}$.

Still denoting $\sigma=\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}$, if we pick $\omega_{0}<\delta-\frac{1}{2^{2 k_{0}-1}}$, we then get that there exists $C(\sigma)$, converging to 0 as $\sigma \rightarrow 0$, such that we have

$$
\frac{M_{2 k_{0}}}{M_{2}} \leqslant C(\sigma) e^{-\omega_{0} t}
$$

Therefore, using (54), (56) and (57), we obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} M_{2} & \geqslant\left(-\frac{1}{2}-2 \widetilde{\alpha} \sqrt{\frac{M_{4}}{M_{2}}}-2 \beta \frac{M_{4}}{M_{2}}\right) M_{2} \\
& \geqslant\left(-\frac{1}{2}-2 \widetilde{\alpha}\left(\frac{M_{2 k_{0}}}{M_{2}}\right)^{\theta}-2 \beta\left(\frac{M_{2 k_{0}}}{M_{2}}\right)^{2 \theta}\right) M_{2} \\
& \geqslant\left(-\frac{1}{2}-\widetilde{C}(\sigma) e^{-\theta \omega_{0} t}\right) M_{2},
\end{aligned}
$$

where

$$
\widetilde{C}(\sigma)=2 \widetilde{\alpha} C(\sigma)^{\theta}+2 \beta C(\sigma)^{2 \theta},
$$

which still converges to 0 as $\sigma \rightarrow 0$. Solving this differential inequality for $M_{2}$, we get

$$
M_{2}(t) \geqslant e^{-\frac{t}{2}+\frac{\tilde{C}(\sigma)}{\omega_{0} \theta}\left(e^{-\omega_{0} \theta t}-1\right)} M_{2}^{0} \geqslant e^{-\frac{\tilde{C}(\sigma)}{\omega_{0}^{\theta}}} M_{2}^{0} e^{-\frac{t}{2}},
$$

which gives the expected lower bound on $M_{2}$.
The last part of the proposition is a direct application of Proposition 3.3, using the fact that $M_{2 k_{0}} \rightarrow 0$ as soon as $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}} \rightarrow 0$.

## 4 Convergence to a self-similar profile

The goal of this section is to prove Theorem 1.4, which states the large time convergence of the centered and rescaled measure $\gamma$ to a self-similar profile in the Fourier distance defined in (14), for some value of $s$.

We first discuss some prior results obtained on the following equation

$$
\begin{equation*}
\partial_{t} \widehat{\gamma}(t, \xi)=\widehat{\gamma}^{2}\left(t, \frac{\xi}{2}\right)-\widehat{\gamma}(t, \xi)+\frac{1}{4} \xi \partial_{\xi} \widehat{\gamma}(t, \xi), \tag{59}
\end{equation*}
$$

which is precisely equation (34) in the case $R \equiv 0$, that is when $m$ is constant and then there is no selection. This equation on the Fourier transform of the rescaled distribution can also be derived from the kinetic model of Boltzmann-type studied in [32]. In this work, the authors proved a contraction property of the operator of equation (59) in the space of probability measures that satisfy (32) and have finite moments up to order or $s=2+\delta$ with $\delta>0$ well chosen, endowed with the Fourier distance $d_{s}$. Also, they proved the convergence in the Fourier distance of the rescaled measure towards the unique stationary solution of (59) with mass 1 , centered, and second moment equal to 1 , which is denoted by $\gamma_{\infty}$ and defined in (16).

Here is the outline of the proof. First, we derive an estimate on the distance between $\gamma$ and $\gamma_{\infty}$, under the assumption that the term $R(t, \xi)$ exponentially decreases in time and is also controlled by a $|\xi|^{s}$. Next, we prove that, for all $(t, \xi) \in \mathbb{R}_{+} \times \mathbb{R}, R(t, \xi)$ satisfy theses conditions in the framework we set. We eventually combine these results to conclude to the statement of Theorem 1.4.

The first step of the proof is the following result.
Proposition 4.1. We fix $s \in(2,3)$ and we set $\lambda_{s}=1-\frac{s}{4}-2^{1-s}$ (we have $\lambda_{s}>0$ since $s \mapsto \lambda_{s}$ is strictly concave and $\lambda_{2}=\lambda_{3}=0$ ). We suppose there exist $L>0$ and $c>0$ such that

$$
\begin{equation*}
|R(t, \xi)| \leqslant|\xi|^{s} L e^{-c t}, \quad \forall \xi \in \mathbb{R} . \tag{60}
\end{equation*}
$$

Then, for all time $t$,

- if $c=\lambda_{s}$, then we have

$$
d_{s}\left(\gamma, \gamma_{\infty}\right)(t) \leqslant d_{s}\left(\gamma_{0}, \gamma_{\infty}\right) e^{-\lambda_{s} t}+L t e^{-\lambda_{s} t},
$$

- otherwise, we have

$$
d_{s}\left(\gamma, \gamma_{\infty}\right)(t) \leqslant d_{s}\left(\gamma_{0}, \gamma_{\infty}\right) e^{-\lambda_{s} t}+L \frac{e^{-c t}-e^{-\lambda_{s} t}}{\lambda_{s}-c}
$$

Proof. From (34), we obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(e^{t} \widehat{\gamma}\left(t, e^{-\frac{t}{4}} \xi\right)\right)=e^{t} \widehat{\gamma}^{2}\left(t, e^{-\frac{t}{4} \frac{\xi}{2}}\right)+e^{t} R\left(t, e^{-\frac{t}{4}} \xi\right)
$$

and so we get the following Duhamel formulation

$$
\begin{equation*}
e^{t} \widehat{\gamma}\left(t, e^{-\frac{t}{4}} \xi\right)=\widehat{\gamma_{0}}+\int_{0}^{t} e^{\tau} \widehat{\gamma}^{2}\left(\tau, e^{-\frac{\tau}{4} \frac{\xi}{2}}\right) \mathrm{d} \tau+\int_{0}^{t} e^{\tau} R\left(\tau, e^{-\frac{\tau}{4}} \xi\right) \mathrm{d} \tau \tag{61}
\end{equation*}
$$

Since $\gamma_{\infty}$ is a stationary solution to (34) with $R=0$, applying then in this case (61) with $\widehat{\gamma}(t, \xi)=\widehat{\gamma_{\infty}}(\xi)$, we obtain

$$
\begin{equation*}
e^{t} \widehat{\gamma_{\infty}}\left(e^{-\frac{t}{4}} \xi\right)=\widehat{\gamma_{\infty}}+\int_{0}^{t} e^{\tau}{\widehat{\gamma_{\infty}}}^{2}\left(e^{-\frac{\tau}{4} \frac{\xi}{2}}\right) \mathrm{d} \tau . \tag{62}
\end{equation*}
$$

First, notice that

$$
\begin{aligned}
\left|\widehat{\gamma}^{2}\left(\tau, e^{-\frac{\tau}{4} \frac{\xi}{2}}\right)-\widehat{\gamma \infty}^{2}\left(e^{-\frac{\tau}{4} \frac{\xi}{2}}\right)\right| & \leqslant\left|\widehat{\gamma}\left(\tau, e^{-\frac{\tau}{4} \frac{\xi}{2}}\right)+\widehat{\gamma_{\infty}}\left(e^{-\frac{\tau}{4} \frac{\xi}{2}}\right) \| \widehat{\gamma}\left(\tau, e^{-\frac{\tau}{4} \frac{\xi}{2}}\right)-\widehat{\gamma_{\infty}}\left(e^{-\frac{\tau}{4} \frac{\xi}{2}}\right)\right| \\
& \leqslant 2 \left\lvert\, e^{-\left.\frac{\tau}{4} \frac{\xi}{2}\right|^{s} d_{s}\left(\gamma, \gamma_{\infty}\right)(\tau)=2^{1-s} e^{-s \frac{\tau}{4}}|\xi|^{s} d_{s}\left(\gamma, \gamma_{\infty}\right)(\tau)}\right.
\end{aligned}
$$

since $\|\widehat{\gamma}\|_{\infty} \leqslant 1$ and $\left\|\widehat{\gamma_{\infty}}\right\|_{\infty} \leqslant 1$ ( $\gamma$ and $\gamma_{\infty}$ are probability measures).
Besides, we have from (60)

$$
\left|R\left(\tau, e^{-\frac{\tau}{4}} \xi\right)\right| \leqslant e^{-\frac{s \tau}{4}}|\xi|^{s} L e^{-c \tau}
$$

Therefore, we obtain the estimate on the last term in formula (61)

$$
\int_{0}^{t} e^{\tau} R\left(\tau, e^{-\frac{\tau}{4}} \xi\right) \mathrm{d} \tau \leqslant L|\xi|^{s} \int_{0}^{t} e^{\left(1-\frac{s}{4}-c\right) \tau} \mathrm{d} \tau
$$

Now, by subtracting (62) from (61) and dividing by $|\xi|^{s}$, we obtain
$e^{t} \frac{\left|\widehat{\gamma}\left(t, e^{-\frac{t}{4}} \xi\right)-\widehat{\gamma_{\infty}}\left(e^{-\frac{t}{4}} \xi\right)\right|}{|\xi|^{s}} \leqslant d_{s}\left(\gamma_{0}, \gamma_{\infty}\right)+2^{1-s} \int_{0}^{t} e^{\left(1-\frac{s}{4}\right) \tau} d_{s}\left(\gamma, \gamma_{\infty}\right)(\tau) \mathrm{d} \tau+L \int_{0}^{t} e^{\left(1-\frac{s}{4}-c\right) \tau} \mathrm{d} \tau$.
Since we assumed that $f^{0}$ has finite moment up to order 4 and also $\gamma_{\infty}$ up to order $s$, the distance $d_{s}\left(\gamma(t, \cdot), \gamma_{\infty}\right)$ is finite, then we can take the supremum on $\xi \neq 0$ in the estimate above to finally obtain

$$
\begin{equation*}
e^{\left(1-\frac{s}{4}\right) t} d_{s}\left(\gamma, \gamma_{\infty}\right)(t) \leqslant d_{s}\left(\gamma_{0}, \gamma_{\infty}\right)+2^{1-s} \int_{0}^{t} e^{\left(1-\frac{s}{4}\right) \tau} d_{s}\left(\gamma, \gamma_{\infty}\right)(\tau) \mathrm{d} \tau+L \int_{0}^{t} e^{\left(1-\frac{s}{4}-c\right) \tau} \mathrm{d} \tau \tag{63}
\end{equation*}
$$

This Grönwall estimate can be solved classically by setting

$$
z(t)=e^{-2^{1-s} t}\left(d_{s}\left(\gamma_{0}, \gamma_{\infty}\right)+2^{1-s} \int_{0}^{t} e^{\left(1-\frac{s}{4}\right) \tau} d_{s}\left(\gamma, \gamma_{\infty}\right)(\tau) \mathrm{d} \tau\right)
$$

thus we obtain

$$
z^{\prime}(t)=2^{1-s} e^{-2^{1-s}} t e^{\left(1-\frac{s}{4}\right) t} d_{s}\left(\gamma, \gamma_{\infty}\right)(t)-2^{1-s} z(t) \leqslant 2^{1-s} L e^{-2^{1-s} t} \int_{0}^{t} e^{\left(1-\frac{s}{4}-c\right) \tau} \mathrm{d} \tau
$$

which gives, since $z(0)=d_{s}\left(\gamma_{0}, \gamma_{\infty}\right)$,

$$
\begin{equation*}
z(t) \leqslant d_{s}\left(\gamma_{0}, \gamma_{\infty}\right)+L\left(-e^{-2^{1-s} t} \int_{0}^{t} e^{\left(1-\frac{s}{4}-c\right) \tau} \mathrm{d} \tau+\int_{0}^{t} e^{\left(\lambda_{s}-c\right) \tau} \mathrm{d} \tau\right) \tag{64}
\end{equation*}
$$

Getting back to (63), we obtain

$$
d_{s}\left(\gamma, \gamma_{\infty}\right)(t) \leqslant e^{-\left(1-\frac{s}{4}\right) t}\left(e^{2^{1-s}} z(t)+L \int_{0}^{t} e^{\left(1-\frac{s}{4}-c\right) \tau} \mathrm{d} \tau\right)
$$

and using (64), we get

$$
\begin{array}{r}
d_{s}\left(\gamma, \gamma_{\infty}\right)(t) \leqslant d_{s}\left(\gamma_{0}, \gamma_{\infty}\right) e^{-\lambda_{s} t}+L\left(e^{-\lambda_{s} t} \int_{0}^{t} e^{\left(\lambda_{s}-c\right) \tau} \mathrm{d} \tau-e^{-\left(1-\frac{s}{4}\right) t} \int_{0}^{t} e^{\left(1-\frac{s}{4}-c\right) \tau} \mathrm{d} \tau\right) \\
+L e^{-\left(1-\frac{s}{4}\right) t} \int_{0}^{t} e^{\left(1-\frac{s}{4}-c\right) \tau} \mathrm{d} \tau
\end{array}
$$

Hence we have

$$
d_{s}\left(\gamma, \gamma_{\infty}\right)(t) \leqslant d_{s}\left(\gamma_{0}, \gamma_{\infty}\right) e^{-\lambda_{s} t}+L e^{-\lambda_{s} t} \int_{0}^{t} e^{\left(\lambda_{s}-c\right) \tau} \mathrm{d} \tau
$$

which gives the result stated in Proposition 4.1.

Next, we establish some estimates on $R(t, \xi)$ and the moments of $g$ that will help to derive an estimate of the type (60). From now on, we use the notation

$$
\widehat{\phi}^{\prime}(t, \xi):=\frac{\partial \widehat{\phi}}{\partial \xi}(t, \xi), \quad \widehat{\phi}^{\prime \prime}(t, \xi):=\frac{\partial^{2} \widehat{\phi}}{\partial \xi^{2}}(t, \xi), \quad \widehat{\phi}^{\prime \prime \prime}(t, \xi):=\frac{\partial^{3} \widehat{\phi}}{\partial \xi^{3}}(t, \xi),
$$

for the sake of simplicity. We will also omit the dependency on time in the proofs of the two next stated results, since all the estimates are derived at a fixed time $t$. We will resume the dependency on time when we prove Theorem (1.4.

The lemma below provides some useful estimates on $R$.
Lemma 4.1. We fix $t \geqslant 0$. For all $\xi \in \mathbb{R}$, we have the two following estimates:

$$
\begin{align*}
& |R(t, \xi)| \leqslant\left(\frac{1}{2}\|\widehat{\varphi}(t, \cdot)\|_{\infty}+\left\|\widehat{\varphi}^{\prime}(t, \cdot)\right\|_{\infty}+\left\|\widehat{\varphi}^{\prime \prime}(t, \cdot)\right\|_{\infty}\right)|\xi|^{2},  \tag{65}\\
& |R(t, \xi)| \leqslant\left(\frac{1}{12}\left(\|\widehat{\varphi}(t, \cdot)\|_{\infty}+3\left\|\widehat{\varphi}^{\prime \prime}(t, \cdot)\right\|_{\infty}\right)\left\|\widehat{\gamma}^{\prime \prime \prime}(t, \cdot)\right\|_{\infty}+\frac{1}{2}\left\|\widehat{\varphi}^{\prime}(t, \cdot)\right\|_{\infty}+\frac{1}{6}\left\|\hat{\varphi}^{\prime \prime \prime}(t, \cdot)\right\|_{\infty}\right)|\xi|^{3} . \tag{66}
\end{align*}
$$

Proof. From the definition (35) of $R$, we obtain

$$
\begin{equation*}
R(t, \xi)=S_{0}(t) \widehat{\gamma}(t, \xi)-\widehat{\varphi}(t, \xi)-\frac{1}{2}\left(S_{0}(t)-\frac{S_{2}(t)}{M_{2}(t)}\right) \xi \widehat{\gamma}^{\prime}(t, \xi)-i \frac{S_{1}(t)}{\sqrt{M_{2}(t)}} \xi \widehat{\gamma}(t, \xi) . \tag{67}
\end{equation*}
$$

Since $\gamma(t, \cdot)$ is a centered probability density with second moment 1 , we get

$$
\widehat{\gamma}(t, 0)=1, \quad \widehat{\gamma}^{\prime}(t, 0)=0, \quad \widehat{\gamma}^{\prime \prime}(t, 0)=-1 .
$$

Furthermore, for all $\xi$, we have

$$
\begin{equation*}
|\widehat{\gamma}(t, \xi)| \leqslant \int_{\mathbb{R}} \gamma(x) \mathrm{d} x=1, \quad\left|\widehat{\gamma}^{\prime \prime}(t, \xi)\right|=\left|-\widehat{x^{2} \gamma}(t, \xi)\right| \leqslant \int_{\mathbb{R}}|x|^{2} \gamma(t, x) \mathrm{d} x=1 . \tag{68}
\end{equation*}
$$

We also have, by Cauchy-Schwarz inequality,

$$
\begin{equation*}
\left|\widehat{\gamma}^{\prime}(t, \xi)\right|=|-i \widehat{x \gamma}(t, \xi)| \leqslant \int_{\mathbb{R}}|x| \gamma(t, x) \mathrm{d} x \leqslant 1 . \tag{69}
\end{equation*}
$$

Now, a simple change of variable reads, for $k \in \mathbb{N}$,

$$
\frac{S_{k}}{{\sqrt{M_{2}}}^{k}}=\int_{\mathbb{R}} x^{k} \varphi(x) \mathrm{d} x=i^{k} \widehat{\varphi}^{(k)}(0)
$$

(where the dependency on time $t$ is omitted) and therefore, the expression (67) of $R(t, \xi)$ can be written under the form

$$
R(t, \xi)=\widehat{\varphi}(0) \widehat{\gamma}(\xi)-\widehat{\varphi}(\xi)+\left(\widehat{\varphi}^{\prime}(0) \widehat{\gamma}(\xi)-\frac{1}{2}\left(\widehat{\varphi}(0)+\widehat{\varphi}^{\prime \prime}(0)\right) \widehat{\gamma}^{\prime}(\xi)\right) \xi
$$

From this, we easily remark that $R(0)=0$ and we obtain

$$
\begin{align*}
R^{\prime}(t, \xi)=\widehat{\varphi}^{\prime}(0) \widehat{\gamma}(\xi)-\widehat{\varphi}^{\prime}(\xi) & +\frac{1}{2}\left(\widehat{\varphi}(0)-\widehat{\varphi}^{\prime \prime}(0)\right) \widehat{\gamma}^{\prime}(\xi) \\
& +\left(\widehat{\varphi}^{\prime}(0) \widehat{\gamma}^{\prime}(\xi)-\frac{1}{2}\left(\widehat{\varphi}(0)+\widehat{\varphi}^{\prime \prime}(0)\right) \widehat{\gamma}^{\prime \prime}(\xi)\right) \xi . \tag{70}
\end{align*}
$$

Also, we remark once again that $R^{\prime}(t, 0)=0\left(\right.$ since $\left.\widehat{\gamma}^{\prime}(0)=0\right)$, and we also have from (70)

$$
\begin{aligned}
R^{\prime}(t, \xi)=\int_{0}^{\xi}\left(\widehat{\varphi}^{\prime}(0) \widehat{\gamma}^{\prime}(\eta)\right. & \left.-\widehat{\varphi}^{\prime \prime}(\eta)+\frac{1}{2}\left(\widehat{\varphi}(0)-\widehat{\varphi}^{\prime \prime}(0)\right) \widehat{\gamma}^{\prime \prime}(\eta)\right) \mathrm{d} \eta \\
& +\left(\widehat{\varphi}^{\prime}(0) \widehat{\gamma}^{\prime}(\xi)-\frac{1}{2}\left(\widehat{\varphi}(0)+\widehat{\varphi}^{\prime \prime}(0)\right) \widehat{\gamma}^{\prime \prime}(\xi)\right) \xi .
\end{aligned}
$$

Using (68)-(69), we obtain a first estimate on $R^{\prime}$

$$
\left|R^{\prime}(t, \xi)\right| \leqslant\left(\|\widehat{\varphi}\|_{\infty}+2\left\|\widehat{\varphi}^{\prime}\right\|_{\infty}+2\left\|\widehat{\varphi}^{\prime \prime}\right\|_{\infty}\right)|\xi|
$$

and since $R(t, 0)=0$, by integration we get the estimation (65).
Similarly, we compute the second derivative of $R$ and we obtain

$$
\begin{aligned}
R^{\prime \prime}(t, \xi)=2 \widehat{\varphi}^{\prime}(0) \widehat{\gamma}^{\prime}(\xi) & -\widehat{\varphi}^{\prime \prime}(\xi)-\widehat{\varphi}^{\prime \prime}(0) \widehat{\gamma}^{\prime \prime}(\xi) \\
& +\left(\widehat{\varphi}^{\prime}(0) \widehat{\gamma}^{\prime \prime}(\xi)-\frac{1}{2}\left(\widehat{\varphi}(0)+\widehat{\varphi}^{\prime \prime}(0)\right) \widehat{\gamma}^{\prime \prime \prime}(\xi)\right) \xi
\end{aligned}
$$

From this, we remark once more that $R^{\prime \prime}(t, 0)=0\left(\right.$ since $\left.\widehat{\gamma}^{\prime \prime}(0)=-1\right)$, and we also have

$$
\begin{aligned}
R^{\prime \prime}(t, \xi)=\int_{0}^{\xi}\left(2 \widehat{\varphi}^{\prime}(0) \widehat{\gamma}^{\prime \prime}(\eta)\right. & \left.-\widehat{\varphi}^{\prime \prime \prime}(\eta)-\widehat{\varphi}^{\prime \prime}(0) \widehat{\gamma}^{\prime \prime \prime}(\eta)\right) \mathrm{d} \eta \\
& +\left(\widehat{\varphi}^{\prime}(0) \widehat{\gamma}^{\prime \prime}(\xi)-\frac{1}{2}\left(\widehat{\varphi}(0)+\widehat{\varphi}^{\prime \prime}(0)\right) \widehat{\gamma}^{\prime \prime \prime}(\xi)\right) \xi
\end{aligned}
$$

Using again (68)-(69), we obtain

$$
\left|R^{\prime \prime}(t, \xi)\right| \leqslant\left(\frac{1}{2}\left(\|\widehat{\varphi}\|_{\infty}+3\left\|\widehat{\varphi}^{\prime \prime}\right\|_{\infty}\right)\left\|\hat{\gamma}^{\prime \prime \prime}\right\|_{\infty}+3\left\|\hat{\varphi}^{\prime}\right\|_{\infty}+\left\|\hat{\varphi}^{\prime \prime \prime}\right\|_{\infty}\right)|\xi|
$$

and since $R^{\prime}(t, 0)=R(t, 0)=0$, by two successive integrations we get the estimation (66) and this ends the proof.

Next, we prove estimates on the derivatives of $\varphi$ with the moments $M_{k}$, using the results of Section 3. Once more, we fix $t \geqslant 0$ and omit the dependency on $t$ in the notations, the norm $\|\cdot\|_{\infty}$ being the supremum with respect to the Fourier variable $\xi$ only.
Proposition 4.2. We have

$$
\begin{equation*}
\left\|\widehat{\gamma}^{\prime \prime \prime}\right\|_{\infty} \leqslant \frac{\sqrt{M_{4}}}{M_{2}} \tag{71}
\end{equation*}
$$

and if $m$ satisfies Assumption 1.2, we have

$$
\begin{array}{ll}
\left\|\widehat{\varphi}^{(k)}\right\|_{\infty} \leqslant \alpha(\bar{x}) \sqrt{\frac{M_{4}}{M_{2}}}+\beta \frac{M_{4}}{M_{2}}, & \text { for } 0 \leqslant k \leqslant 2 \\
\left\|\widehat{\varphi}^{(k)}\right\|_{\infty} \leqslant \alpha(\bar{x}) \frac{M_{4}}{M_{2}^{\frac{3}{2}}}+\beta \frac{\sqrt{M_{4} M_{6}}}{M_{2}^{\frac{3}{2}}}, & \text { for } 0 \leqslant k \leqslant 3
\end{array}
$$

Proof. By a simple change of variable, we have

$$
\frac{M_{k}}{{\sqrt{M_{2}}}^{k}}=\int_{\mathbb{R}} x^{k} \gamma(x) \mathrm{d} x
$$

and in particular, we get (71) by

$$
\left|\widehat{\gamma}^{\prime \prime \prime}(\xi)\right| \leqslant \int_{\mathbb{R}}|x|^{3} \gamma(x) \mathrm{d} x \leqslant \sqrt{\int_{\mathbb{R}} x^{2} \gamma(x) \mathrm{d} x} \sqrt{\int_{\mathbb{R}} x^{4} \gamma(x) \mathrm{d} x}=\sqrt{1} \sqrt{\frac{M_{4}}{{\sqrt{M_{2}}}^{4}}}=\frac{\sqrt{M_{4}}}{M_{2}}
$$

Furthermore, the quantity $\int_{\mathbb{R}}|x|^{k} \gamma(x) \mathrm{d} x$ is nondecreasing with $k$, from $k \geqslant 1$. Indeed, by induction, thanks to (69) we first have $\int_{\mathbb{R}}|x| \gamma(x) \mathrm{d} x \leqslant 1=\int_{\mathbb{R}}|x|^{2} \gamma(x) \mathrm{d} x$. And if for some $k \geqslant 1$, we have $\int_{\mathbb{R}}|x|^{k} \gamma(x) \mathrm{d} x \leqslant \int_{\mathbb{R}}|x|^{k+1} \gamma(x) \mathrm{d} x$ then by Cauchy-Schwarz inequality, we get:

$$
\begin{aligned}
\int_{\mathbb{R}}|x|^{k+1} \gamma(x) \mathrm{d} x & \leqslant \sqrt{\int_{\mathbb{R}}|x|^{k} \gamma(x) \mathrm{d} x} \sqrt{\int_{\mathbb{R}}|x|^{k+2} \gamma(x) \mathrm{d} x} \\
& \leqslant \sqrt{\int_{\mathbb{R}}|x|^{k+1} \gamma(x) \mathrm{d} x} \sqrt{\int_{\mathbb{R}}|x|^{k+2} \gamma(x) \mathrm{d} x}
\end{aligned}
$$

which proves that $\int_{\mathbb{R}}|x|^{k+1} \gamma(x) \mathrm{d} x \leqslant \int_{\mathbb{R}}|x|^{k+2} \gamma(x) \mathrm{d} x$.
If now $m$ satisfies Assumption [1.2, we obtain by the definition (33) that for all $x \in \mathbb{R}$, we have

$$
|\varphi| \leqslant\left[\alpha(\bar{x}) \sqrt{M_{2}}|x|+\beta M_{2}|x|^{2}\right] \gamma(x) .
$$

Therefore we obtain

$$
\begin{aligned}
\left|\widehat{\varphi}^{(k)}(\xi)\right| & \leqslant \int_{\mathbb{R}}|x|^{k}|\varphi(x)| \mathrm{d} x \\
& \leqslant \alpha(\bar{x}) \sqrt{M_{2}} \int_{\mathbb{R}}|x|^{k+1} \gamma(x) \mathrm{d} x+\beta M_{2} \int_{\mathbb{R}}|x|^{k+2} \gamma(x) \mathrm{d} x
\end{aligned}
$$

which the gives

$$
\begin{array}{ll}
\left\|\widehat{\varphi}^{(k)}\right\|_{\infty} \leqslant \alpha(\bar{x}) \sqrt{M_{2}} \int_{\mathbb{R}}|x|^{3} \gamma(x) \mathrm{d} x+\beta M_{2} \int_{\mathbb{R}}|x|^{4} \gamma(x) \mathrm{d} x & \text { for } 0 \leqslant k \leqslant 2, \\
\left\|\widehat{\varphi}^{(k)}\right\|_{\infty} \leqslant \alpha(\bar{x}) \sqrt{M_{2}} \int_{\mathbb{R}}|x|^{4} \gamma(x) \mathrm{d} x+\beta M_{2} \int_{\mathbb{R}}|x|^{5} \gamma(x) \mathrm{d} x & \text { for } 0 \leqslant k \leqslant 3 .
\end{array}
$$

We have $\int_{\mathbb{R}}|x|^{3} \gamma(x) \mathrm{d} x \leqslant \frac{\sqrt{M_{4}}}{M_{2}}$ thanks to (71), $\int_{\mathbb{R}}|x|^{4} \gamma(x) \mathrm{d} x=\frac{M_{4}}{M_{2}^{2}}$, and finally, by CauchySchwarz inequality,

$$
\int_{\mathbb{R}}|x|^{5} \gamma(x) \mathrm{d} x \leqslant \sqrt{\int_{\mathbb{R}}|x|^{4} \gamma(x) \mathrm{d} x \int_{\mathbb{R}}|x|^{6} \gamma(x)} \mathrm{d} x \leqslant \sqrt{\frac{M_{4} M_{6}}{M_{2}^{2} M_{2}^{3}}}
$$

and we therefore obtain the desired estimates.
We can conclude with the proof of Theorem 1.4 .
Proof. If $m$ satisfies Assumption 1.2, then combining the results of Lemma 4.1 and Proposition 4.2 gives the following estimates for $|R(t, \xi)|$ :

$$
|R(t, \xi)| \leqslant \frac{5}{2}\left(\alpha(\bar{x}) \sqrt{\frac{M_{4}}{M_{2}}}+\beta \frac{M_{4}}{M_{2}}\right)|\xi|^{2}
$$

and

$$
\begin{aligned}
|R(t, \xi)| & \leqslant\left(\alpha(\bar{x}) \frac{M_{4}}{M_{2}^{\frac{3}{2}}}+\beta\left(\frac{1}{3} \frac{M_{4}^{\frac{3}{2}}}{M_{2}^{2}}+\frac{2}{3} \frac{\sqrt{M_{4} M_{6}}}{M_{2}^{\frac{3}{2}}}\right)\right)|\xi|^{3} \\
& \leqslant\left(\alpha(\bar{x}) \frac{M_{4}}{M_{2}^{\frac{3}{2}}}+\beta \frac{\sqrt{M_{4} M_{6}}}{M_{2}^{\frac{3}{2}}}\right)|\xi|^{3},
\end{aligned}
$$

with the last inequality coming from the fact that $M_{4} \leqslant \sqrt{M_{2} M_{6}}$ by Cauchy-Schwarz inequality.
Then, we fix $\delta$ from Assumption 3.1. By Proposition 3.4, assuming that $\frac{M_{2 k_{0}}^{0}}{M_{2}^{0}}$ is small enough for some $k_{0} \geqslant 3$ (and such that $\frac{1}{2^{2 k_{0}-1}}<\delta$ ), we have that, for each $\omega<\min \left(\frac{3}{8}, \delta-\frac{1}{2^{2 k_{0}-1}}\right)$, there exist constants $C_{1}$ and $C_{2}$ such that

$$
|R(t, \xi)| \leqslant C_{1} e^{-\frac{\omega}{2} t}|\xi|^{2},
$$

and

$$
|R(t, \xi)| \leqslant C_{2} e^{\left(\frac{1}{4}-\omega\right) t}|\xi|^{3}
$$

Thus, taking $s \in(2,3)$ and defining $c_{s}:=(3-s) \frac{\omega}{2}-(s-2)\left(\frac{1}{4}-\omega\right)$, we obtain

$$
|R(t, \xi)|=|R(t, \xi)|^{(3-s)+(s-2)} \leqslant C_{1}^{3-s} C_{2}^{s-2} e^{-c_{s} t}|\xi|^{s},
$$

with $c_{s}>0$ when $s<\bar{s}:=2+\frac{\omega}{\frac{1}{2}-\omega}$.
We can distinguish two situations depending on the value of $\omega$.

- If $\omega \geqslant \frac{1}{4}$, then we have $c_{s}>0$ for all $s \in(2,3)$. Moreover, we have that $c_{s}>\lambda_{s}$ for each value of $s$, which implies from Proposition 4.1

$$
d_{s}\left(\gamma, \gamma_{\infty}\right)(t) \leqslant d_{s}\left(\gamma_{0}, \gamma_{\infty}\right) e^{-\lambda_{s} t}+L \frac{e^{-\lambda_{s} t}}{c_{s}-\lambda_{s}}
$$

Indeed, in this case, for $s=3$ and $\omega=\frac{1}{4}$, we have $\lambda_{3}-c_{3}=0$, and for $s \in(2,3)$ the function $s \mapsto \lambda_{s}-c_{s}$ is increasing (it is strictly concave and its derivative at $s=3$ is $\left.\frac{1}{4}\left(\ln 2-\frac{1}{2}\right)>0\right)$. Therefore for $\omega=\frac{1}{4}$ we have $\lambda_{s}<c_{s}$ for all $s \in(2,3)$. Since $c_{s}$ is increasing with respect to $\omega$ (and $\lambda_{s}$ does not depend on $\omega$ ), this provides the same result for $\omega \geqslant \frac{1}{4}$.

- If $\omega<\frac{1}{4}, s$ must be in $(2, \bar{s})$ to get $c_{s}$ positive. Furthermore the function $s \mapsto \lambda_{s}-c_{s}$ is still increasing on $(2,3)$, since it is strictly concave and with positive derivative at $s=3$. Since $\lambda_{3}-c_{3}>0$ and $\lambda_{2}-c_{2}<0$, we get that there is a unique value $s_{0}$ for which $\lambda_{s_{0}}=c_{s_{0}}$. Then, Proposition 4.1 can be applied. We obtain

$$
d_{s_{0}}\left(\gamma, \gamma_{\infty}\right)(t) \leqslant d_{s_{0}}\left(\gamma_{0}, \gamma_{\infty}\right) e^{-\lambda_{s_{0}} t}+L t e^{-\lambda_{s_{0}} t}
$$

And for $s \neq s_{0}$, we have

$$
d_{s}\left(\gamma, \gamma_{\infty}\right)(t) \leqslant d_{s}\left(\gamma_{0}, \gamma_{\infty}\right) e^{-\lambda_{s} t}+L^{\prime} e^{-\min \left(\lambda_{s}, c\right) t}
$$

with $L^{\prime}=\frac{L}{\left|\lambda_{s}-c\right|}$.
Hence the statement of Theorem 1.4, together with the precisions given in Remark 1.1.
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