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Abstract

RGB-D 6D pose estimation has recently drawn great
research attention thanks to the complementary depth
information. Whereas, the depth and the color image
are often noisy in real industrial scenarios. There-
fore, it becomes challenging for many existing meth-
ods that fuse equally RGB and depth features. In this
paper, we present a novel fusion design to adaptively
merge RGB-D cues. Specifically, we created a Quality-
assessment block that estimates the global quality of
the input modalities. This quality represented as an
α parameter is then used to reinforce the fusion. We
have thus found a simple and effective way to improve
the robustness to low-quality inputs in terms of Depth
and RGB. Extensive experiments on 6D pose estima-
tion demonstrate the efficiency of our method, espe-
cially when noise is present in the input.

1 Introduction

The use of computer vision for position estimation in
industrial environments has gained increasing interest
in recent years thanks to its potential to improve effi-
ciency and accuracy in manufacturing processes. Ac-
curate position estimation is crucial for the successful
execution of robotic tasks such as assembly, packaging,
and inspection. However, achieving accurate position
estimation in such environments presents several chal-
lenges, particularly when the captured images may be
of low quality.

In fact, in industrial environments, the quality of
images can be affected by various factors such as low
lighting conditions, dust, and vibrations. Furthermore,
using denoising algorithms to improve image quality
can slow down the process, which is often unacceptable
in industrial settings, especially for embedded systems.
Therefore, a position estimation algorithm that can
provide accurate results even dealing with low-quality
images is highly demanded.

In this paper, we propose a novel approach for posi-
tion estimation in industrial environments that lever-
ages a learning-based module to estimate the quality of
input images. Specifically, our approach deeply investi-
gate the correlation/consistency between input modali-
ties, i.e., RGB and Depth, to create adaptive weights to

Figure 1. a) The baseline of DenseFusion [6] pose
estimation. b) Our proposed Quality-assessment
Querying, termed QaQ, enables adaptive fusion
in order to amplify the contribution of the most
truthful modality and minimize the other.

automatically control the contribution of each modal-
ity. In such a manner, the modality with better quality
is prioritized, leading to better robustness and more
stable performance in the industrial context.

We validate the effectiveness of our approach
through extensive experiments. We show our method
can serve as a plug-in-and-play module to improve the
baseline performance. To simulate the industrial con-
text, we additionally simulate white noise of different
levels on top of input images. In such cases, our method
constantly performs better compared to our baseline,
especially while an important noise is present.

2 Related Work

6D pose estimation involves predicting the matrix
that transforms object coordinates into camera coordi-
nates. Traditional methods rely on feature extraction
and matching techniques [51, 52], while recent deep
learning-based approaches have shown great potential
[44, 47]. However, accurately predicting 3D poses re-
mains a challenge. RGB-based pose estimation meth-
ods have emerged, leveraging point of interest detection
techniques [1, 3, 53], and deep learning networks that
directly predict pose from RGB images [45, 46]. Never-



theless, achieving high accuracy for 6D pose estimation
using RGB-only data remains problematic, especially
under challenging scenarios such as occlusion, reduced
visibility, mixed foreground-background, etc. 3D point
cloud-based pose estimation methods [48, 49], employ-
ing deep learning networks adapted to 3D point clouds
[7, 36], have shown promise. However, due to the spar-
sity and lack of texture in point clouds, their 6D pose
estimation accuracy remains limited.

Recently, pose estimation using RGB-D data has
gained popularity. Classical RGB-D methods [26, 28,
27, 29, 30] utilize two-step algorithms, falling into cat-
egories like holistic, dense correspondence [21, 22], and
keypoint-based methods. KeyPoint-based approaches,
such as PVN3D [35], have demonstrated state-of-the-
art results. Specifically, to improve the robustness and
efficiency of pose estimation networks, several meth-
ods use RGB-D images and merge features extracted
from both point clouds and RGB images. Late fusion
strategies, as seen in DenseFusion [6], PointFusion [37],
and MoreFusion [31], have shown effectiveness in bet-
ter understanding input data. However, concatenation-
based strategies may propagate noise and poorly opti-
mized fusions can significantly impact the network’s
performance, as demonstrated by FFB6D [41]. To ad-
dress this, we propose a new fusion method, balanced
by a parameterized coefficient output from a quality-
assessment module. In such a manner, our method
takes the depth quality into account, improving the fu-
sion design with more effectiveness.

3 Overview

The overall architecture of our method is presented
in Figure 1. On top of a baseline model (in gray), we
propose a Quality Assessment Querying module, de-
noted as QaQ block, for permanent control/weighting
of the contribution of each modality based on its qual-
ity. Specifically, the QaQ module takes the paired
RGB-D images as inputs and deeply analyzes the corre-
lation, consistency, and alignment between them. Our
intuition comes from the observation that, despite the
modality-specific features, there exist modality-shared
clues which can be exploited for Quality-assessment.
In such a manner, while one modality is degraded with
undesirable noise, the other one can be used to query
and quantify such degradation. Therefore, the presence
of noise in one modality can be transferred as a weight-
ing parameter to control its contribution through the
deep network. Our QaQ block can be served as a plug-
in-and-play module that can be easily adapted to any
existing network. Without modifying the architecture
of the baseline, by fusing the multi-modal clues more
intelligently, our QaQ module leads to a simple yet effi-
cient manner to improve the network performance and
its robustness against noise in the industrial context.

3.1 Quality-assessment Querying module

The QaQ module is a deep neural network model
that takes as input a pair of images (RGB-D), and
outputs α and β, where β = 1 − α, referring to the
quality of the input modalities, respectively. Specifi-
cally, as shown in Figure 2, our QaQ module consists
of three components: an early fusion, a spatial feature
extraction layer, and a classifier.

We first fuse the RGB and depth feature from the
input side of our QaQ module. Specifically, they are
concatenated along the channel dimension and passed
through a 2D convolutional layer. The resulting feature
map is then fed into the encoder network which con-
sists of convolutional and pooling layers. Such a design
leads to gradually reduced resolution during the fea-
ture extraction, hence enabling a large receptive field
to better cover contextualized clues.

Lastly, the extracted output is flattened and fed into
a classifier to generate the final adjusting weights. Our
classifier consists of a dropout layer, a fully connected
layer, and a sigmoid activation function. The output
weights are two normalized scalar values between 0 and
1, referring to the quality score of the input modality.

3.2 Plug-In-And-Play

Our Quality-assessment block can be served as a
plug-in-and-play module that can easily be adapted
into any existing RGB-D baseline. In our application,
we choose the well-acknowledged DenseFusion [6] as
our baseline.

Specifically, the original DenseFusion extracts fea-
ture via dual encoders Frgb and Fd and extracted two
level outputs. Then DenseFusion fuses RGB and depth
in an equal without explicitly modeling their quality.
Formally, let Ri be the extracted visual feature and Di

be the extracted depth feature, the original DenseFu-
sion outputs the fused feature fi by:

fi = MLP (Concat(Ri, Di)) (1)

where Concat stands for the channel-wise concatena-
tion. Differently, with the help of our QaQ block, we
obtain the weighting parameters α to automatically
control the modal contribution. Therefore, we can re-
place the Eq. 1 by follow:

fi = MLP (α×Ri + (1− α)×Di) (2)

4 Experiments

4.1 Experimental Setups

Dataset: We evaluate the performance on two widely-
used benchmarks, i.e., LineMod [9] and YCB [8]. We
follow the same train/test data split as previous works
by [10, 6, 31]. While comparing the performance, for



Figure 2. QaQ is an artificial intelligence block that estimates the quality of the input paired modalities, i.e.,
RGB and Depth. We weight the contribution of each modality by two learned parameters α and β where
β = 1 − α to achieve a quality-aware RGB-D fusion. Therefore, the plugged-in adaptive fusion block can
boost the baseline performance and reinforce the robustness of 6D pose estimation.

Table 1. Quantitative result on ADD metric for
LineMOD dataset. Symmetric objects are de-
noted in italics. Bold denotes the best result.

Comparison
Without Noise 30% Inputs Noised
DF [6] Ours DF [6] Ours

ape 92.3 90.3 85.1 88.1
bench vi. 2 93.2 94.3 89.0 93.2
camera 94.4 96.8 77.3 95.3
can 93.1 95.6 90.2 96.0
cat 96.5 95.8 92.3 95.6
driller 87.0 90.0 84.4 89.7
duck 92.3 92.1 85.3 89.4
eggbox 98.8 100 100 100
glue 100 100 99.2 99.7
hole p. 92.1 92.8 68.6 91.4
iron 97.0 98.1 93.4 98.3
lamp 95.3 96.9 92.5 96.2
phone 92.8 96.5 87.1 95.0
AVERAGE 94.3 95.3 88.2 94.4

a fair comparison, we apply the same noise to both
baseline and our method.
Metrics: We follow previous works [10, 27] to evaluate
the performance with the conventional ADD/ADD-S
metric for non-symmetric and symmetric objects, re-
spectively. These metrics are defined as the average
distance between the predicted pose (Ri and t) and

the ground truth (R̂i and t̂) for each vertex i in object
o, as shown in Equation 3:

ADD =
1

m

∑
x∈o

∥∥∥(Rx+ t)− (R̂x+ t̂))
∥∥∥ ,

ADD−S =
1

m

∑
i∈o

min
j∈o

∥∥∥(Ri+ t)− (R̂j + t̂))
∥∥∥ . (3)

Figure 3. Average performance vis-à-vis the pro-
portion of noised input samples. We maintain the
same level of SNR, around 50 dB, while gradually
noise more inputs. Our method consistently per-
formance better than our baseline, validating our
effectiveness.

To evaluate the performance of our approach on the
YCB dataset, we follow previous works [10, 31, 35] and
report the area under the ADD-S curve (AUC) with a
maximum threshold of 0.1m, as well as the percentage
of ADD values smaller than 2cm.

Simulated Noise: To analyze the model robustness,
we simulate different levels of noise. Specifically, we
simulate noise over a proportion of input samples to
make the benchmarks more challenging and more re-
alistic, i.e., industrial settings. To quantify the level
of noise in our experiments, we use the signal-to-noise
ratio (SNR). The mean SNR is around 45(dB). The
proportion of noised samples gradually augments from
30% to 100%. Among these samples, 1/3 of them are
noised on RGB images, 1/3 of them are noised on depth



Figure 4. Histogram of the α under different in-
fereior settings. Blue histogram stands for the
case where the noise is applied to RGB samples
(RGBN ), orange histogram for noise applied to
Depth (DepthN ), and yellow histogram for ora-
cle cases, i.e., no simulated noise (NoN ).

Table 2. Quantitative evaluation on the YCB
data with AUC and ADD(2cm) metrics. Here
all the testing samples are noised.

DF [6] Ours
AUC ADD AUC ADD

Oracle 93.1 96.8 94.1 97.1
SNRD = 39

57.4 64.2 64.5 67.1
SNRrgb = 6
SNRD = 33

37.6 40.1 58.6 61.0
SNRrgb = 3

images, and 1/3 of them are noised on both modalities.
For the RGB image, we introduce additive Gaussian
white noise (GWN) with a standard deviation σnoise,
while the depth information is corrupted by multiplica-
tive GWN to avoid generating spurious data on the 0
values produced by the physical sensor.

4.2 Noise analyses

Linemod: Table 1 presents the quantitative per-
formance under original settings, i.e., without noise,
and in degraded settings, i.e., 30% samples are noised.
We can see that our QaQ module can effectively im-
prove the baseline accuracy in almost all cases. With-
out noise, our QaQ module enables +1% absolute gain.
When dealing with noisy samples, the absolute gain be-
comes more significant and achieves around +6%.

We further noise more samples from the input side
and report the performance in Figure 3. It can be
seen that our module consistently improve the baseline
robustness against noise and achieve more stable per-
formance, validating the effectiveness of our module.

YCB: For this dataset, we noise all the input sam-
ples and variate the noise degree. Specifically, we con-
sider three scenarios: no noise, lower-level noise on
each modality, and stronger-level noise on each modal-
ity. Table 2 shows that in all three scenarios, the QaQ
module improves the average success rate, especially

in high-noise settings where our module shows better
robustness against noise with +20% absolute gain.

4.3 Discussion and Key Takeaways

To better understand our approach, we provide in
Figure 4 the α histogram under different degraded set-
tings, i.e., without noise or adding noise on one modal-
ity. By comparing the cases without noise and with
noise, we can observe that the histogram becomes more
concentrated. In other words, there are less extreme
cases where α is near 0 or 1. In fact, in general set-
tings without noise, we can simply use one modality
and achieve relatively great performance, i.e., the cases
where α is near 0 or 1 in the yellow histogram. How-
ever, when there exist noise in input modalities, it is
no more the case and we need to leverage multi-modal
clues for accurate prediction, i.e., there is less α near
0 or 1 in orange or blue histograms. This difference
highlights the necessity and interest in realizing RGB-
D fusion in challenging cases.

Moreover, we find out that the α value decreases
when the noise is concentrated on RGB and increases
when the noise is on depth. Hence, we can conclude
that the QaQ module seeks to balance the weight of
each modality when noise is present, with lower α val-
ues implying a lower weight of RGB in the fusion and
vice versa. The variable α value also validates our con-
cept of adaptive fusion.

5 Conclusion

In this paper, we highlight a limitation of existing
6D pose estimation methods, including the widely used
DenseFusion, in dealing with noise. Our analysis sug-
gests that the fusion design, which equally merges RGB
and Depth features, may be the main performance bot-
tleneck. To address this issue, we propose a novel adap-
tive fusion approach that effectively aggregates multi-
modal clues. Our method can be easily integrated into
traditional networks and demonstrates significant im-
provements in robustness against noise. Through our
module’s in-depth analysis, we gain insights into the
role of adaptive multi-modal fusion. We believe that
our work can inspire future research in designing more
robust methods tailored for industrial environments.
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