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I. SUPPLEMENTARY MATERIAL

A. Theoretical methods

Ground state structure was optimized at the CAM-B3LYP/6-31+g* level. This structure

was used for subsequent stick spectra calculations. Calculations were done in Gaussian

09 Revision A02[1]. The nuclear ensemble approach (NEA) was used for modelling of X-

ray absorption (XAS). The ensemble of molecular geometries was generated by ab initio

molecular dynamics (MD, classical description of nuclei and ab initio potential energy surface

calculated on-the-fly). The ab initio potential was calculated at the CAM-B3LYP/6-31+g*

level. The total length of MD was 3 ps, the timestep was 0.5 fs, the temperature was set

to 300 K using the generalized Langevin equation (GLE) thermostat[2, 3] to account for

the nuclear quantum effects. 200 equally distanced frames from molecular dynamics were

used for further calculations. In the dynamical simulations, the generated structures lack

symmetry, therefore symmetry unrestricted solutions in the ab initio calculations were used.

The final spectra are a convolution of individual transitions by Gaussian functions with

widths significantly smaller than the natural width of the peaks (0.05 eV). The advantage

of this approach is that it naturally captures anharmonic and non-Condon effects. However,

vibronic progressions are completely neglected[4–6]. Similar approaches have been used

from the 1980s and since for electronic spectroscopy in the UV-Vis range or for X-ray

absorption[4–11]. The MD simulations were performed in the in-house code ABIN v1.0[12]

using the potential calculated in the GPU-accelerated ab initio package TeraChem v1.9[13–

16].

The XAS spectra were simulated at CVS-EOM-EE-CCSD level with 6-31g* and 6-31+g

basis sets. The employed basis sets are rather limited, however, the adamantane molecule

contains 10 heavy atoms which makes the use of extended basis sets of aug-cc-pVXZ quality

computationally unfeasible. The spectra were modelled also at the TDDFT level using

restricted orbital space[17, 18] at the CAM-B3LYP level using 6-31g*, 6-31+g*, 6-31++g**

and cc-pCVTZ basis sets and at BMK level with 6-311++g** basis set. The cc-pCVTZ basis

set is appropriate for the core excited states and provides an accurate benchmark[19, 20].

The valence band were modelled within the EOM-IP-CCSD approach with the 6-31g*
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and 6-31+g* basis sets which provide reasonable agreement with vertical valence ioniza-

tion energies. For the resonant Auger spectra modelling, the classical two-step model was

employed. The excited states were modelled at the CVS-EOM-EE-CCSD/6-31g* level and

the final states were described at the EOM-IP-CCSD with the same basis set, e.g. the

Feschbach-Fano approach introduced by W. Skomorowski and A. I. Krylov[21, 22] was em-

ployed. The outgoing electron was simulated as a plane wave. Since the lowest energy part

of the measured resonant Auger spectra corresponds to the participator Auger decay, the

Feschbach-Fano approach provides an ideal tool. The used basis set is modest; however, the

main focus of the paper is on the description of changes between the two types of carbon

core excitations, therefore we can assume that the absolute error is the same for both tran-

sitions and the relative differences should be correctly captured. The spectra calculations

were performed in Q-Chem 6.0[23].

Understanding of the resonant Auger spectra of a molecule requires a proper description

of both the core and valence electronic structure because both is involved in the processes.

While the core excitation is an initial step of the resonant Auger process, the valence band

electronic structure is reflected in the participator decay process.

XAS spectrum. The XAS modelling is of key importance for interpretation of the

resonant Auger spectra because it provides an invaluable insight into the character and

energies of the transitions that are initially excited in the resonant experiment. The spectra

were simulated at the CVS-EOM-EE-CCSD level with 6-31g* and 6-31+g* basis sets and at

the TDDFT/CAM-B3LYP level using the 6-31++g**, 6-31+g* and 6-31g* basis sets and

at the BMK/6-311++g** level. The spectra shifted to match the experimentally observed

energy of the first peak maximum at 287.1 eV are shown in the panel (a) of the Figure S1.

Since the calculations were performed with a modest basis sets, the error can be as large as

≈2eV for the CVS-EOM-EE-CCSD calculations. TDDFT has generally much larger error,

yet this is anticipated; the relative state energies are, however, generally well represented.

As can be inferred from the Figure S1, the spectral shape and spacing between the first

and second peak is reasonably reproduced even if the modest basis sets are used. The lower

energy peak corresponds to a combination of excitations from C 1s to valence CH and CH2

orbitals, the intensity of the C 1s → valence CH orbital transition is higher. The character

of the transitions is depicted in Figure S2 in terms of natural transition orbitals (NTO)

calculated at the CVS-EOM-EE-CCSD/6-31g* level, the mixed transition corresponds to A
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Figure S1. XAS spectra of adamantane. Panel A shows spectra calculated at the TDDFT/CAM-

B3LYP, BMK and at CVS-EOM-EE-CCSD levels with various basis sets for the minimum energy

structure. The spectra were phenomenologically broadened by 0.2 eV. Panel B shows the spectra

within the NEA at various levels of theory calculated for 200 structures from MD. Each point

was phenomenologically broadened by 0.05 eV. Spectra were shifted to match the position of the

first experimental peak located at 287.1 eV as such: panel (a): CAM-B3LYP/6-31g* → +8.87 eV

— CAM-B3LYP/6-31+g* → +10.50 eV — CAM-B3LYP/6-31++g** → +10.67 eV — BMK/6-

311++g**→ +4.40 eV — CVS-EOM-CCSD/6-31g*→−3.58 eV — CVS-EOM-CCSD/6-31+g*→

−1.75 eV and panel (b): CAM-B3LYP/6-31g*→+8.97 eV — CAM-B3LYP/6-31+g*→+10.51 eV

— CAM-B3LYP/6-31++g**→ +10.98 eV — CAM-B3LYP/cc-pCVTZ→ +10.29 eV — BMK/6-

311++g** → +4.30 eV

and B. The higher energy peak at 287.6 eV corresponds to the transition C 1s → valence

CH orbital and the character of the transition is depicted in Figure S2 as C.

The spectrum simulated within the NEA approach at various levels of theory for 200

geometries is shown in the panel B of Figure S1. As can be seen from the figure, the

spectral shape is in agreement with previous work and the energy splitting between the

peak maxima also agrees very well. The character of the transitions of the lower energy

peak is a combination of CH and CH2 site transitions, the dominant part is the C 1s →

valence CH orbital transition, however, the peak maximum is clearly a convolution of both.

The higher energy peak corresponds almost exclusively to the C 1s → valence CH2 orbital
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Figure S2. Natural transition orbitals (NTO) calculated at the CVS-EOM-EE-CCSD/6-31g* level

for the lowest energy transitions. The lower energy peak in the XAS spectrum corresponds to a

combination of excitations from the 1s carbon sites to CH and CH2 valence orbitals. Excitations

are labeled as A and B. The higher energy peak corresponds to the C 1s → valence CH2 orbital

excitation, labeled as excitation C.

transitions. The mentioned aspect of a mixed character of the lower energy peak is of

importance for resonant Auger spectra simulations.

Valence band XPS. Simulated valence band spectra at the EOM-IP-CCSD level de-

picted in Figure S3 exhibit a set of peaks between 10-25 eV which are in agreement with

the measured experimental spectrum (see the bottom of the Figure 2 in the manuscript).

The intensities of the peaks were calculated in terms of Dyson orbital norms. The fact that

the spectra are well reproduced even though very modest basis sets were used are crucial

for the calculations of the Auger decay rates because we confirm that the description of the

final states is reliable.

Resonant Auger spectrum. The resonant Auger spectra can be interpreted with

understanding of the character and nature of the transitions contributing to the pre-edge

XAS feature. Resonant Auger spectra were recorded with incident photon energies of 287.1

eV and 287.6 eV which according to the calculations and previous literature correspond to

the mixed excitation to the CH and partially CH2 sites (transitions A and B) and to the
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Figure S3. The valence band XPS spectra for the minimum energy structure calculated at the

EOM-IP-CCSD level using various basis sets. Each ionization energy was phenomenological Gaus-

sian broadened by 0.2 eV. The intensities were estimated as the norms of the respective Dyson

orbitals.

excitation to exclusively CH2 sites (transition C). The resonant Auger spectra calculated for

transitions A, B and C are shown in Figure S4.

Figure S4 shows the spectra in binding energies; the experimental value of 287.1 eV was

used for the transitions A and B and the value of 287.6 eV was used for transition C. As

can be inferred from the figure, the number of peaks and the spectral shape agree with

the IT1 region shown in the experiment in the Figure 1 in the manuscript (the calculations

performed within the EOM-CCSD framework describe only the participator Auger decay

process (1h)). Generally, the CH site excitation (transition B) exhibit higher decay rates

than the CH2 site excitation (transition C), the only difference is the peak attributed to 2e−1

which has a lower decay rate than for the CH2 site excitation. In the experiment, reaching

states with t2 symmetry is higher after CH excitation; this feature is also confirmed in the

calculations. There is one more aspect in the interpretation which should be also taken into

account – the mixed character of the transitions corresponding to the excitation energy of

287.1 eV. As can be seen in the figure, the decay rates for the excitation A are different from

B and C; significantly higher decay rates are observed for 2t1,3e−1 and 2e−1. If the decay

rates for the A excitation are included in the 287.1 eV excitation, the theoretical resonant
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Auger spectrum agrees very well with the experiment, see the Figure 3 in the manuscript.

Figure S4. The resonant Auger spectra for the minimum energy structure calculated within the

EOM-CCSD framework level using 6-31g* (upper panel) and 6-31+g* (lower panel) basis sets. Each

energy was phenomenological Gaussian broadened by 0.2 eV. The spectra in the upper panel were

shifted by 4.15 eV and in the lower panel by 2.5 eV to higher energies to match the experimental

spectra.
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