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Abstract—Recent developments in orchestration and machine
learning have made network automation more feasible, allowing
the transition from prone-to-error, time consuming, manual ma-
nipulations to fast and refined automated responses in areas such
as network security and management. This article investigates
the capabilities of an RL agent to learn how to automatically
distribute prefixes, correct undesired network behaviours and
increase network resiliency and security. Our work focuses on
network saturation, approaching the problem of network respon-
siveness in massive content delivery scenarios. Additionally, we
propose a platform architecture to continuously monitor and
deploy actions to the network.

I. INTRODUCTION

New developments in machine learning, service deploy-
ment, and orchestration have drawn attention to the idea that
automation in networks is needed and capable of achieving
more than ever before [1]. Incorporating automation in net-
working areas such as security or management would indeed
allow transitioning from error-prone, time-consuming, manual
manipulations to faster and more refined automated responses,
providing tools and methods to come up with a more resilient
and secure network.

Network security threats have unique patterns and features,
growing more complex and dynamic with time, rendering their
identification and mitigation even more difficult. Automation
has already proven applicable to detecting and correcting
security threats in the network and application plane [2], [3],
and thanks to novel learning approaches, e.g., neural networks
and deep neural networks, facing new and more complex
threats is becoming a possibility [4].

In particular, automation alleviates the control problem that
Carriers and Internet Service Providers (ISPs) have when col-
laborating with content devlivery networks (CDNs). A direct
consequence of the complex and opaque delivery strategies
of these overlay networks and their actors, is Carriers and
ISPs becoming “dumb pipes”, as they have neither control
nor insight on how traffic is delivered to their final users. This
loss of control makes these entities vulnerable to not being
able to react to events, such as traffic congestion and flash
crowds, and certainly not attacks (such as Distributed Denial

of Services (DDoS)), that put at risk the good, working state
of the network.

There is still a way in which Carriers and ISPs can retain
some control, that is by changing the BGP prefixes announced
to the traffic sources so as to control and share the traffic
coming from them. This however is a very error-prone and
complex task, as finding and maintaining the good load
sharing, that is in an optimal and timely manner, is hard. We
believe that automation is able to reduce errors and delays of
these manual prefix announcements.

This paper evaluates the capacity of automation through
Artificial Intelligence to solve the aforementioned issue. Our
work focuses on network saturation, approaching the problem
of network responsiveness in massive content delivery scenar-
ios and building a more resilient network, one that automati-
cally handles events that put at risk its proper operation and
user quality of experience (QoE). We use Deep Reinforcement
Learning as our learning approach, firstly, because of its
model-free nature, which enables to autonomously learn (by
experience) the relation between the state of the environment
and the impact of actions applied to it. This is motivated by the
lack of datasets and models for the training process. Secondly,
because of its inherent features (continuous adaptability and
environment learning process), we believe RL can address the
constantly changing and sometimes chaotic nature of computer
networks.

II. STATE OF THE ART

Recent work in Reinforcement Learning (RL) [5], [6] con-
tinue to expand the limits of this field of machine learning,
catching up researchers’ attention and making us question our-
selves about its applicability in different areas. Communication
networks is one of these areas, and work is being already done
to improve aspects such as QoE and traffic scheduling.

Xu et al. [7] propose experience-driven networking with
a an RL approach. They present a traffic engineering (TE)
framework that reduces end-to-end delay and improves net-
work utility, without degrading the throughput (sometimes im-
proving it). The RL algorithm they propose relies on the state
of the network, represented by two components: throughput



and delay of each communication session. Their action space
is formed by the split ratios of communication sessions.

An interesting congestion control problem with RL is
presented in [8]. Jay et al. show they can monitor intricate
patterns in network conditions and data traffic, by cosidering
congestion control as an RL problem. They represent the net-
work state by bounded histories of network statistics (latency
gradient, latency ratio, and sending ratio). They apply changes
in the sending rate as the actions on their environment.

III. ARCHITECTURE

The building blocks of our proposed platform and its
interaction with a service is shown in Fig. 1. The platform
periodically monitors a service in the network, then these
measurements are passed to a Buffer block that stores it
and organizes it in a chronological order with timestamps,
a Strategy block uses the collected information to create a
representation of the state St of the network and chooses an
action at, the latter modifying the transition of the former. This
action is chosen from a finite set of predefined actions stored in
the Action block. The Orchestrator block directs the process
of choosing and action and passing it to the Deployment
block. Finally, the Deployment block applies the action to
the network.
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Fig. 1. Architecture diagram.

IV. LEARNING APPROACH

As previously said, Reinforcement Learning is the learning
method chosen to approach our problem. Three factors rep-
resent the interaction between the agent and the environment
in an RL problem: state, which represents the environment,
action, which is the way the RL agent changes the environment
state, and reward, which is value that says how good the action
was based on the objective to be reached. The state of our
environment is the maximum capacity, the number of prefixes
and the traffic at a certain time, for each one of the links in
Fig. 2, as well as the slope of the traffic. There are six actions
for moving prefixes from one link to another, and one action
for not moving any prefix. Finally, the reward is represented
by a function (1), with cap[link] = [Link] maximum capacity
and pref[link] = [Link] number of prefixes.

reward = −|cappeer − prefpeer|
−|capdirect − prefdirect| − |capcache − prefcache|

(1)

V. EXPERIMENTAL SETTING

Two scenarios are considered for the tests. The first one,
the prefix distribution scenario, measures the performance of
two algorithms to distribute prefixes between the interfaces in
Fig. 2, based on their traffic capacity. The second one, the
prioritized prefix distribution scenario, complexifies the task
of the first scenario by prioritizing some traffic sources over
others, as it is the case in more realistic cases where financial
reasons are often the determinant factor.
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Fig. 2. CDN architecture.

A daily traffic model based on traffic characterized from a
European tier-2 ISP in [9] is used in the training process. This
traffic model is represented by the purple line in Fig. 5. A
sample will be taken every five minutes, for technical reason
and traffic wise convenience, giving a total of 288 measures
taken per day. The number of actions per day will be between
0 and 288.

For both tests, the traffic capacity is set to 20%, 30% and
50% of the total AS incoming traffic, for peer, direct and cache
link respectively. On each episode of the training process, a
new set of initial randomly chosen prefixes for the three links
is generated.

the prefix distribution scenario considers three cases. The
first (no-algorithm case) does not consider any prefix redis-
tribution algorithm, meaning that the initial random prefix
distribution will stay during the whole day. We call the second
case Naive Algorithm, and it is based on previous work
we performed in [10]. It takes into consideration a set of
conditional rules to verify the traffic in all the links and then
distribute one prefix at a time based on this choice. Finally,
the third case is our Deep Reinforcement Learning (DRL)
algorithm that moves batches of prefixes.

The prioritized prefix distribution scenario, uses a special
version of the DRL algorithm is used. We call it Priority Aware
DRL (PADRL). This algorithm has a new reward function that
reflects the desired prioritization between content sources.

The tests described above will allow to demonstrate that
the RL agent is capable to learn the correct set of actions to
reduce traffic loss, and therefore saturation in the network.

VI. PERFORMANCE ANALYSIS

Fig. 3 shows the maximum, mean, and minimum number
of actions for the algorithms after one thousand executions
of the test. Results show a proportional relation between the
complexity of the algorithm and the number of actions it uses.



The no-algorithm case is not considered here because no action
is ever taken. The average number of actions for DRL almost
triples the number for the Naive algorithm, and for PADRL it
is more than three times the number for DRL.
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Fig. 3. Number of actions per method.

Fig. 4 presents the results of the traffic loss for all cases and
for one thousand executions of the test. The loss percentage
presented here is calculated from the total traffic entering the
AS. Contrary to what we observed for the number of actions,
a more complex algorithm means a lower traffic loss, however,
using the most actions does not mean having the lowest loss
percentage, which is the case of PADRL. Less traffic loss
means less traffic congestion, which indicates the network
learns to be resilient to events creating this undesired state.

The increase in the number of actions and decrease in
the traffic loss, indicates that our RL algorithm can create a
model that tries to reach the goal we gave to it, which is the
distribution of prefixes to reduce congestion and traffic loss.
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Fig. 5 shows the distribution process for the DRL algorithm.
The trained model brings the initial random number of prefixes
on the left, represented by dashed and dotted lines, down to

their expected values. After a convergence period of repeatedly
moving prefixes, the model set the prefix distribution very
close to the expected 20%, 30% and 50%.
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Fig. 5. Prefix distribution with DRL.

VII. CONCLUSION

Using RL to distribute BGP prefixes and increase network
resiliency is feasible. Results show that, by increasing the
number of actions taken and reducing the traffic loss, an RL
agent is capable of learning the correct actions that lead to a
better state of the network. Results also suggest that the base
case of prefix distribution can be extended to more complex
ad realistic cases, such as the prioritization case described, by
changing the reward function of the RL algorithm.
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