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Abstract

Background and objective: 3D rotational angiography (3DRA) provides high quality images of the cerebral arteriovenous malformation (AVM) nidus that can be reconstructed in 3D. However, these reconstructions are limited to only 3D visualization without possible interactive exploration of geometric characteristics of cerebral structures. Refined understanding of the AVM angioarchitecture prior to treatment is mandatory and vascular segmentation is an important preliminary step that allow physicians analyze the complex vascular networks and can help guide microcatheters navigation and embolization of AVM.

Methods: A deep learning method was developed for the segmentation of 3DRA images of AVM patients. The method uses a fully convolutional neural network with a U-Net-like architecture and a DenseNet backbone. A compound loss function, combining Cross Entropy and Focal Tversky, is employed for robust segmentation. Binary masks automatically generated from region-growing segmentation have been used to train and validate our model.

Results: The developed network was able to achieve the segmentation of the vessels and the malformation and significantly outperformed the region-growing algorithm. Our experiments were performed on 9 AVM patients. The trained network achieved a Dice Similarity Coefficient (DSC) of 80.43%, surpassing other U-Net like architectures and the region-growing algorithm on the manually approved test set by physicians.

Conclusions: This work demonstrates the potential of a learning-based segmentation method for characterizing very complex and tiny vascular structures even when the training phase is performed with
the results of an automatic or a semi-automatic method. The proposed method can contribute to the planning and guidance of endovascular procedures.

*Index Terms* - 3D rotational angiography, cerebrovascular segmentation, convolutional neural networks, focal Tversky, fully automatic segmentation.
1. INTRODUCTION

Medical imaging plays a major role in the diagnosis of endovascular pathologies such as aneurysms, arteriovenous malformations (AVMs) or stenosis. It is also highly involved in the pre- and perioperative phases of endovascular treatments like embolization or mechanical thrombectomy. These techniques are considered minimally invasive and consist of navigating throughout the blood vessels using microcatheters and flexible guidewires with the help of imaging techniques such as conventional angiography or 3D Rotational Angiography (3DRA) [1][2][3]. Poor visualization, vessels tortuosity, or small size vessels can make these procedures very complex. The development of dedicated approaches for improved 3D visualization can help interventional neuroradiologists for their pre-operative planning or even reduce procedure time and thereby radiation dose.

These modeling tools could be useful in characterizing the geometry of the vessels (diameter, vessels length, tortuosity, bifurcation angles). Indeed, knowing the anatomy of these thin structures is essential as it allows a better understanding of the complex architecture of the vessels. However, the generation of a compliant 3D model of the vessels, allowing the extraction of precise geometric characteristics, strongly depends on segmentation quality, especially when dealing with small and tangled vessels, such as cerebral AVMs.

In the context of AVMs, a good quality segmentation enables precise anatomical localization, assessment of size and shape, and evaluation of treatment response. However, the segmentation of AVM structures presents several challenges. These include the complex, irregular and tangled shape of AVMs and the small size of the connected vessels. Overcoming these challenges requires the development of advanced segmentation algorithms and techniques, including deep learning approaches, that can effectively capture the details and accurately delineate AVM structures.

The aim of this study is to address challenges in the segmentation of cerebrovascular vessels on 3DRA images and improve the overall segmentation results. This was achieved through the development of a Dense U-Net architecture that combines Densenet and U-Net networks to enhance the segmentation of cerebrovascular vessels. A combination of the cross-entropy and focal Tversky loss functions was proposed to handle imbalanced data and improve the segmentation of small structures, such as AVMs. Comparative analysis was conducted to evaluate the performance of the approach against other segmentation methods, and the segmentation results were validated against a manual ground-truth.
1.1 Cerebral arteriovenous malformation

Cerebral arteriovenous malformations (AVM) are one of the most complex neurovascular pathologies. they consist of an abnormal tangle of blood vessels that connect arteries and veins through a shunt which feeds into a vascular nidus that replaces the normal capillary network. Due to the resulting shunting, the AVM dilates over time. This dilation weakens the veins and makes them susceptible to aneurysms and hemorrhage. After accurate diagnosis by modalities such as Magnetic Resonance Angiography (MRA), Computed Tomography Angiography (CTA), a complete cerebral angiography imaging with 3DRA are required to propose an appropriate treatment [2]. Treatment options and modalities for these malformations can be single or multimodal therapy and include microsurgical resection, stereotactic radiotherapy, or endovascular embolization [4].

Endovascular embolization procedure is a minimally invasive technique to cure challenging AVM’s cases[5]. This procedure requires the use of a microcatheter that navigates through blood vessels to the brain with the help of X-ray imaging, like 3DRA modality. An embolic agent is injected to occlude and reduce blood flow in the AVM by isolating the nidus from both feeding arteries and draining veins.

1.2 Clinical needs and objectives

Semantic segmentation consists in classifying each pixel of the image in its correct category to generate a mask which highlights the areas of interest. In the medical field, vessel segmentation is used for the purposes of image-guided interventions, radiotherapy, or improved radiological diagnosis.

Previous research works have been carried out to assist neuroradiologists in the visualization, interpretation, and exploitation of 3DRA images for interventions planning in case of AVM [6] [7] [8]. One study [6] has principally focused on the development of a 3D region-growing-based segmentation method and a symbolic representation of the vessels for an advanced vascular visualization and embolization paths extraction. One of the limits of this work was that, in the absence of ground-truth, the validation was limited to a visual analysis of the segmentation quality although a partial quantitative validation had been carried out. In [7] a fully automated pipeline for vessel enhancement of tree-like structures on 3DRA, MRA, CTA was presented. In another study [8], the authors dealt with vessels delineation and localization on AVM patients based on a graph-like method to extract draining veins coming out of the nidus.
In order to improve the segmentation process, this work aims to experiment a deep neural network-based approach for the vascular structure segmentation from the 3DRA images. The idea is to exploit the binary masks automatically generated from a previous region-growing segmentation [6] to train and validate our model. The proposed model is based on a fully convolutional network adopting the U-Net-like architecture with a Densenet and a combination of focal Tversky (FT) and cross entropy (CE) loss functions.

To test our neural network and quantitatively validate our results, we used a database of 200 3DRA slices, manually segmented by an experienced clinician. The proposed segmentation method is described in Section 3. The obtained results are then presented in Section 4 and discussed in Section 5. Conclusions and perspectives are finally given in Section 6.

2. RELATED WORK ON SEGMENTATION BY DEEP LEARNING

The following summarizes the contributions of deep neural networks to the segmentation of medical images, based on their architectures and loss functions.

2.1 Contributions in deep neural architectures

Several works have been done to improve the architectures of deep neural networks in order to overcome the problems encountered during the learning phase, such as the vanishing or the exploding gradient descent problems and the depth of the network in terms of layers and filters.

The U-Net model [9], which is a fully convolutional neural network (FCN) designed in a U-like structure based on the encoder-decoder principle, is one of the architectures commonly employed in medical image segmentation and vessel extraction. The authors showed that this model gives good results in biomedical imaging on a restricted set of ground-truth segmentations of the input images. Thus, several variants of the model have been proposed and deployed for vessels and brain lesions extraction. For instance, Tetteh et al. [10] discussed the problems of low execution speed and high memory requirements associated with full 3D convolutional networks for cerebral vessel segmentation. They considered 3D angiographic volumes, including clinical Time-Of-Flight (TOF) MRA, as well as synchrotron radiation X-ray tomographic microscopy scans of the brain. Livne et al. [11] developed a specialized deep learning method based on U-Net model and a patching strategy for vessels segmentation. They considered patients with cerebrovascular disease like cortical laminar necrosis on TOF and Magnetization Prepared-Rapid Gradient Echo (MPRAGE) images. The developed method has shown an excellent performance in large
vessels and sufficient performance in small ones. Another work [12] has been conducted in which a 3D U-Net including inception modules has been developed in the context of cerebrovascular network segmentation of MRA images.

The previous architectures can be enhanced by integrating the ResNet [13] or Densenet [14] networks. This integration makes it possible to overcome the problem of vanishing gradient descent in very deep networks. As an example, we can cite the “One Hundred Layers Tiramisu” architecture [15] that combines U-Net and Densenet models in both the encoder and decoder paths.

The combination of these models has been widely used in the medical field, especially in the segmentation of small structures such as cerebrovascular network or cerebral lesions. To this end, Dolz et al. [16] proposed a novel architecture based on Dense U-Net for ischemic stroke lesion multi-modal scans segmentation. More recently, Meng et al. [17] adopted a Dense U-Net to segment cerebral vessels with different diameters on Digital Subtraction Angiography (DSA) images.

2.2 Contributions in loss functions

In addition to the improvements brought by deep architectures of Convolutional Neural Networks (CNN), the design of new loss functions has resulted in a better extraction of areas of interest, especially when the problem requires a detailed segmentation of structures occupying small regions in the image. Several loss functions have been used to deal with imbalanced data, where the area of interest occupies a small place compared to the whole image background. Among these functions, we find the overlapping ones like the Dice loss that calculates the similarity between the ground-truth and the predicted images. The binary class variant is defined as follows:

$$\text{Dice loss}_c = \sum_c (1 - \frac{\sum_{i=1}^N p_{ic} g_{ic} + \epsilon}{\sum_{i=1}^N p_{ic} + g_{ic} + \epsilon})$$  \hspace{1cm} (1)

Where $g_{ic} \in \{0,1\}$ and $p_{ic} \in [0,1]$ represent the ground-truth label and the predicted label, respectively. $N$ is the total number of pixels in the image. $c$ represents the two complementary classes: background and the object of interest. $p_{ic}$ is the probability that pixel $i$ is of the class $c$. The same is true for the ground-truth label. The $\epsilon$ prevents division by zero.

This loss based on the Dice coefficient [18] has been used for the extraction of vessels from a colored retinal image [19] or in the segmentation of 3D medical images of brain tumors on multimodal MRI scans.
One of the limitations of the Dice loss is that it equally penalizes false positives and false negatives. This is particularly true for imbalanced datasets with small regions of interest such as cerebrovascular structures. For that, a generalized version of Dice loss called Tversky loss which allows flexibility in balancing false positives and false negatives has been frequently used according to the situation of an under- or over-segmentation. This function based on the Tversky index [21] has been tested in multiple sclerosis lesions segmentation on MR images [22]. The Tversky loss also struggles in segmenting small regions like vessels or small brain lesions. These structures occupy a very small place in the image, and they do not contribute significantly to the loss function. To solve this problem, Abraham and Khan [23] proposed the Focal Tversky (FT) loss function that allows the network to focus on less accurate predictions that have been misclassified. In their solution, the proposed FT loss decreases significantly for misclassified pixels with low Tversky index. Therefore, small regions of interest will contribute in minimizing the loss in the training phase. The binary class variant of this loss function is defined as follows:

\[
FT_c = \sum_e \left(1 - \frac{\sum_{i=1}^N p_{ic}g_{ic} + \epsilon}{\sum_{i=1}^N p_{ic}g_{ic} + \alpha \sum_{i=1}^N p_{ic}e_{ic} + \beta \sum_{i=1}^N p_{ic}g_{ic} + \epsilon} \right)^{1/\gamma}
\]  

Symbols in (1) have the same meaning in (2). \(\alpha\) and \(\beta\) are parameters that weigh false negatives and false positives, respectively. \(\gamma\) is the focal parameter that varies in the range [1, 3].

In addition to the overlapping functions, the standard cross entropy (CE) loss and its weighted variants have also proven excellent performances. For instance, Tetteh et al. [10] introduced a class balancing Cross Entropy loss function with false positives rate correction to handle the high-class imbalance and high false positives rate problems for vessel segmentation.

In the context of brain AVMs, as reported in [24], there is no gold standard for 3D visualization. However, few learning-based studies have focused on the segmentation of AVM. Wang et al. [25] have developed a method based on the three-dimensional V-Net architecture with a combined loss function that includes cross entropy and Dice losses. The precision of their segmentation was evaluated on CT-scan images of 80 patients with AVMs manually labeled by physicians. For the delineation of the AVM nidus [26], a two-stage deep learning approach was developed to detect and then segment the malformation. The developed pipeline was trained on 179 contrasted TOF MRI. For the AVM segmentation on 3DRA modality [27], a U-Net-like architecture with a combination of Dice and soft centerline Dice losses was
used. The quantitative validation was assessed on a very small dataset (5 contrast-enhanced 3DRA scans) with a patched training strategy.

To the best of our knowledge, there are few studies in which deep neural architectures have been used in vessel segmenting of patients with brain AVMs, especially on 3DRA images. This gap is certainly due to the challenging tangled aspect of vessels and the difficulty of obtaining sufficiently annotated data in such pathology. Therefore, this work partly draws upon the idea of deep learning approaches to automatically extract vascular structures. Our contributions are the following:

1) A Dense U-Net architecture was developed to investigate the combination of Densenet and U-Net networks to fill the gap in the segmentation of cerebrovascular vessels on 3DRA images.
2) A combination of the cross-entropy and focal Tversky loss functions was proposed to address challenges related to imbalanced data and segmentation of small structures (AVMs).
3) Improved segmentation results for cerebrovascular structures were demonstrated, even when initiating the training phase with the results of an automatic or semi-automatic method.
4) A comparison was made between our approach, a region-growing method, and other learning-based architectures using a 3DRA dataset of 9 patients.
5) Segmentation results were validated against a manual ground-truth, consisting of 200 slices manually segmented and validated by a neuroradiologist.

3. MATERIALS AND METHODS

3.1 Data acquisition and preprocessing

A set of images of 9 patients who underwent 3DRA exams were produced as part of a previous work [6]. The acquisitions were performed with a Philips Allura angiographic unit (Philips Healthcare, Netherlands) after injection of 28 ml of a contrast agent to highlight the vessels, at 4 ml/s with a rotation of 210° and a delay of 3 s between injection and acquisition. Each obtained volume was a 250×256×256 cubic matrix with a voxel size varying from 0.29 mm³ to 0.49 mm³. The 3D images were centered on regions of interest containing the AVM, the veins and the arteries connected to the nidus. Thus, 2043 slices around the region of interest were selected and augmented applying random rotations, shifts and zoom factors during the training and validation phases to enlarge the set of examples seen by the neural network.
3.2 Data labeling

These volumes were organized into 2D slices. Each slice was labeled using a region-growing algorithm in its optimal configuration for 3DRA AVM images [6]. A set of 1843 3DRA masks underwent a qualitative validation by neuroradiologists. During the validation process, they visually compared the region growing results with the volume rendering and 3D MIP rendering obtained from the imaging station at the Hôpital Fondation Adolphe de Rothschild. The experts carefully analyzed the segmentations and recognized their similarity to the reference reconstructions provided by the imaging station. Notably, they emphasized the continuity of the vessels, the absence of holes, the smooth surfaces, and the presence of all vascular structures.

These automatically generated binary masks allowed us to avoid manual labeling of a large amount of 3DRA slices to train and validate our model. As the process of labeling is time-consuming, the training phase of our model was initiated using pairs of images and their binary masks generated by the region-growing algorithm. These masks were considered as the ground truth, despite a few imperfections observed in some segmented masks.

Finally, to exclusively use all the previous slices in the training and validation process, additional 200 slices of 3DRA images were manually segmented using the MATLAB "Image Segmenter" tool specifically for the test set (Fig. 1). This manual database was validated by a neuroradiologist with over 20 years of experience in endovascular AVM treatment and constitutes our ground-truth test set for the validation of our predictions. We summarize the 3DRA data organization for cerebrovascular vessel segmentation in the framework shown in Fig. 2; it contains training and testing phases.

Fig 1. Examples of 3DRA images and their manually segmented ground-truth used for the test phase of the neural network developed model.
Fig 2. Overview of the proposed framework: 3DRA images of 9 patients were segmented using the region-growing algorithm [6] in its optimal configuration. The images and their binary masks were organized to train and validate the model. The model was then tested on a manual ground-truth of 200 3DRA slices to evaluate its performance.

3.3 Proposed network architecture

CNNs struggle to learn useful feature information from low level as the architecture depth grows. Thus, the vanishing gradient descent problem occurs when the networks go deeper so that the information from the input layer until the output layer (and the backpropagation of the gradient) gets vanished before reaching the final destination. Therefore, the learning ability of the model is seriously affected. To ensure the reuse of features learned by the model, Dense networks were designed to connect layers with each other [14]. These networks were integrated to the U-Net [9] model for segmentation purposes.

Inspired by the “One Hundred Layers Tiramisu” network [15], a U-Net_Densenet121 was developed in this study for cerebrovascular segmentation. This model combines the standard U-Net and the Densenet121 models [14] in which dense blocks are integrated into the encoder and decoder paths as shown in Fig. 3.

The Encoder (contraction path) is used to obtain the feature representations; it includes a succession of dense and transition blocks (Table I). The dimensions of the feature maps inside the dense blocks remain constant within a block, but the number of filters changes between them due to the growth rate which increases the channel dimension at every layer by 4 channels. This block contains batch normalization (BN), rectified linear unit (ReLU), 1 × 1 convolution (Conv), 3 × 3 convolution, and dropout layer. The number of convolutions inside a dense block changes from 6, 12, 24 to 16 convolutions as in a Densenet121 architecture. The layers between dense blocks are transition layers in charge of the downsampling. These transitions include batch normalization, 1 × 1 convolution, that halves the number of feature channels, dropout, and 2 × 2 pooling.
The Decoder (expansion path) consists of an upsampling of the feature map followed by a concatenation with the corresponding feature map from the encoder path, and a dense block that has the same structure as those in the contraction path (Table II). In this path, the number of convolutions inside a dense block changes in an inverse order compared to the encoder path from 16, 24, 12 to 6 convolutions. The vessel and background areas are segmented using the sigmoid activation function.

Fig 3. The network architecture of the proposed model U-Net_Densenet121.
### Table I

Encoder architecture of U-Net_Densenet121: evolution of image dimensions and operations. Dense blocks maintain the same dimension while transition blocks halve them.

<table>
<thead>
<tr>
<th>Image dimension</th>
<th>Block type</th>
<th>Operation</th>
</tr>
</thead>
</table>
| $256 \times 256 \times 1$ | Input | $\text{Conv} ((7 \times 7), 64)$  
$BN + \text{ReLU}$ |
| $256 \times 256 \times 64$ | Pooling | $\text{Max pooling}$ |
| $128 \times 128 \times 64$ | Dense 1 | $\text{filters} = 64; 6 \times$  
$\begin{align*} 
\text{BN + ReLU} \\
\text{Conv} ((1 \times 1), \text{filters}) \\
\text{BN + ReLU} \\
\text{Conv} ((3 \times 3), \text{filters}) \\
\text{Dropout}(0.2) \\
\text{filters} = \text{filters} + 4 
\end{align*}$ |
| $128 \times 128 \times 88$ | Transition 1 | $\begin{align*} 
\text{filters} = 88; \\
\text{BN + ReLU} \\
\text{Conv} ((1 \times 1), \text{filters}/2) \\
\text{Dropout}(0.2) \\
\text{Average pooling}((2,2), \text{strides} = (2,2)) 
\end{align*}$ |
| $64 \times 64 \times 44$ | Dense 2 | $\text{filters} = 44; 12 \times$  
$\begin{align*} 
\text{BN + ReLU} \\
\text{Conv} ((1 \times 1), \text{filters}) \\
\text{BN + ReLU} \\
\text{Conv} ((3 \times 3), \text{filters}) \\
\text{Dropout}(0.2) \\
\text{filters} = \text{filters} + 4 
\end{align*}$ |
| $64 \times 64 \times 92$ | Transition 2 | $\begin{align*} 
\text{filters} = 92; \\
\text{BN + ReLU} \\
\text{Conv} ((1 \times 1), \text{filters}/2) \\
\text{Dropout}(0.2) \\
\text{Average pooling}((2,2), \text{strides} = (2,2)) 
\end{align*}$ |
| $32 \times 32 \times 46$ | Dense 3 | $\text{filters} = 46; 24 \times$  
$\begin{align*} 
\text{BN + ReLU} \\
\text{Conv} ((1 \times 1), \text{filters}) \\
\text{BN + ReLU} \\
\text{Conv} ((3 \times 3), \text{filters}) \\
\text{Dropout}(0.2) \\
\text{filters} = \text{filters} + 4 
\end{align*}$ |
| $32 \times 32 \times 142$ | Transition 3 | $\begin{align*} 
\text{filters} = 142; \\
\text{BN + ReLU} \\
\text{Conv} ((1 \times 1), \text{filters}/2) \\
\text{Dropout}(0.2) \\
\text{Average pooling}((2,2), \text{strides} = (2,2)) 
\end{align*}$ |
| $16 \times 16 \times 71$ | Dense 4  
(The bottom of the U architecture) | $\text{filters} = 71; 16 \times$  
$\begin{align*} 
\text{BN + ReLU} \\
\text{Conv} ((1 \times 1), \text{filters}) \\
\text{BN + ReLU} \\
\text{Conv} ((3 \times 3), \text{filters}) \\
\text{Dropout}(0.2) \\
\text{filters} = \text{filters} + 4 
\end{align*}$ |
Table II

Decoder architecture of U-Net_Densenet121: evolution of image dimensions and operations. The feature maps are upsampled and concatenated with those generated by the encoder before being passed to the dense blocks.

<table>
<thead>
<tr>
<th>Image dimension</th>
<th>Block type</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16 × 135</td>
<td>Upsampling</td>
<td>$upsampling(2, 2) + concatenate(skip\ connection\ 4)$</td>
</tr>
</tbody>
</table>
| 32 × 32 × 277   | Dense 5    | $filters = 277; 16 \times$ \[
\begin{align*}
BN + \text{ReLU} \\
\text{Conv}((1 \times 1), \text{filters}) \\
BN + \text{ReLU} \\
\text{Conv}((3 \times 3), \text{filters}) \\
\text{Dropout}(0.2) \\
filters = filters + 4
\end{align*}
\] |
| 32 × 32 × 341   | Upsampling | $upsampling(2, 2) + concatenate(skip\ connection\ 3)$ |
| 64 × 64 × 433   | Dense 6    | $filters = 433; 24 \times$ \[
\begin{align*}
BN + \text{ReLU} \\
\text{Conv}((1 \times 1), \text{filters}) \\
BN + \text{ReLU} \\
\text{Conv}((3 \times 3), \text{filters}) \\
\text{Dropout}(0.2) \\
filters = filters + 4
\end{align*}
\] |
| 64 × 64 × 529   | Upsampling | $upsampling(2, 2) + concatenate(skip\ connection\ 2)$ |
| 128 × 128 × 617 | Dense 7    | $filters = 617; 12 \times$ \[
\begin{align*}
BN + \text{ReLU} \\
\text{Conv}((1 \times 1), \text{filters}) \\
BN + \text{ReLU} \\
\text{Conv}((3 \times 3), \text{filters}) \\
\text{Dropout}(0.2) \\
filters = filters + 4
\end{align*}
\] |
| 128 × 128 × 665 | Upsampling | $upsampling(2, 2) + concatenate(skip\ connection\ 1)$ |
| 256 × 256 × 729 | Dense 8    | $filters = 729; 6 \times$ \[
\begin{align*}
BN + \text{ReLU} \\
\text{Conv}((1 \times 1), \text{filters}) \\
BN + \text{ReLU} \\
\text{Conv}((3 \times 3), \text{filters}) \\
\text{Dropout}(0.2) \\
filters = filters + 4
\end{align*}
\] |
| 256 × 256 × 753 | Output     | $Conv((1 \times 1), 1)$ $\text{Sigmoid}$ |
| 256 × 256 × 1   |            |           |

3.4 Loss function

The combination of the U-Net and the Densenet121 aimed to enhance the transmission efficiency of features and enrich the feature information extracted by the network for a more stable training. Besides the choice of the network architecture, the selection of a suitable loss function is also very important.
The acquired 3DRA dataset has several problems limiting the training of the CNN to generate precise segmentations. These images suffer from class imbalance which means that the proportion occupied by the cerebral vessels, including AVMs is small compared to the image background. Thus, the network will have more ability to predict a background than a vascular structure. In addition, cerebral vessels dimensions are very small, therefore their segmentation must be very precise.

For these reasons, we were interested in the FT loss [23] and the effect of its combination with CE on the segmentation of small structures and imbalanced datasets. As mentioned in Section 2.2, this function allows the network to focus more on less accurate predictions that have been misclassified.

3.5 Experimental setup

The experiments were performed on an NVIDIA GeForce RTX 3090 (24 GB) graphic card with CUDA compute capability (V11.3) under python 3.6 using Keras based on Tensorflow GPU support. The models were trained for 150 epochs. The learning process was conducted with Adam optimizer [28] and a learning rate of $10^{-4}$ decreasing by a factor of 0.9 with patience value set to 5 epochs if no improvement was noticed on the Dice Similarity Coefficient (DSC) of the validation set.

The training and validation phases of these experiments were conducted on the 3DRA slices of the 9 patients and tested on the additional 200 slices (see Section 3.1 and 3.2). The slices in each batch (of size 4) for each epoch were augmented on the fly during the learning process. The training and validation sets are free of data leakage, so patients involved in the training process are not included in the validation and vice versa. The dataset is organized as follows:

- **Train**: containing 1229 image slices and their binary masks obtained by region-growing.
- **Validation**: containing 614 slices of images and their binary masks obtained by region-growing.
- **Test (manual ground-truth)**: containing 200 slices of an AVM patient manually segmented and validated by a neuroradiologist.

Thus, to choose the best model that fits our 3DRA images, two experiments have been conducted, in which a set of hyperparameters and state-of-the-art architectures were evaluated:

1) **Experiment 1**: aimed to explore the effect of the Dice and FT [23] loss functions and their combination with the CE on the quality of the segmentation.

2) **Experiment 2**: aimed to benchmark our solution with state-of-the-art architectures.
Different pixel intensity thresholds were tested to binarize the predicted masks, the best threshold was chosen for the test phase. The experiments results are shown in Section 4.

4. RESULTS

In this section, the results of the experiments are presented to demonstrate the effectiveness of the proposed method and the choices made to enhance the segmentation of cerebral vessels. The evaluation of the models is done by calculating the mean of each evaluation metric such as: DSC, precision and recall for 3 runs with random initialization for the Adam optimizer. The mean absolute difference between precision and recall (|Precision-Recall|) has also been reported on the test set.

4.1 Experiment 1

To choose the best function between the Dice and FT [23] losses to train the model, 3DRA images with their binary masks obtained by region-growing algorithm [6] have been used to feed our architecture.

As mentioned in Section 2.2, The α, β parameters control the balance between precision and recall. Thus, to achieve the best trade-off, different combinations of α, β and γ were tested, results are summarized in Table I. The best DSC of 79.38% is reached when α = 0.6, β = 0.4 and γ = 4/3.

Subsequently, the FT loss, along with its optimal set of hyperparameters determined earlier, was combined with the CE loss. This combination also shows a very small difference between precision and recall (01.75) on the test set, in contrast to the Dice loss which gave a lower DSC with a significant difference of 17.16% between precision and recall (see Table IV).

As shown in Table IV, the absolute difference between recall and precision was reduced from 17.16 to 3.54 in the case of Dice loss. The focal Tversky component ensures a global overlapping rate between the ground-truth and the predictions and a better balance between precision and recall with its α and β parameters. The focal parameter γ prevents premature convergence to a suboptimal solution when reaching the end of the training process where pixels are classified with high confidence. As shown in Fig. 4, the model trained with the Dice loss combined with CE function (see Fig. 4, third row) over-segments the 3DRA images (segmentation of additional anatomical structures), unlike the model trained with the FT and CE functions (see Fig. 4, last row) which focuses only on vessels and AVMs. Therefore, this model
generates masks (see Fig. 5, last row) that better delineate and separate the vessels compared to the 3D region-growing algorithm [6] used in the training phase (see Fig. 5, second row).

Table III

Segmentation results on the test set with different $\alpha$, $\beta$ and $\gamma$ hyperparameters of the FT loss.

<table>
<thead>
<tr>
<th>Best model</th>
<th>$\gamma = 4/3$</th>
<th>$\gamma = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 0.6, \beta = 0.4$</td>
<td><strong>DSC: 79.38%</strong></td>
<td><strong>DSC: 79.15%</strong></td>
</tr>
<tr>
<td></td>
<td>Precision: 82.75%</td>
<td>Precision: 79.00%</td>
</tr>
<tr>
<td></td>
<td>Recall: 81.00%</td>
<td>Recall: 82.32%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha = 0.7, \beta = 0.3$</td>
<td><strong>DSC: 79.28%</strong></td>
<td><strong>DSC: 79.05%</strong></td>
</tr>
<tr>
<td></td>
<td>Precision: 83.98%</td>
<td>Precision: 85.69%</td>
</tr>
<tr>
<td></td>
<td>Recall: 80.11%</td>
<td>Recall: 79.36%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha = 0.8, \beta = 0.2$</td>
<td><strong>DSC: 79.20%</strong></td>
<td><strong>DSC: 79.14%</strong></td>
</tr>
<tr>
<td></td>
<td>Precision: 89.57%</td>
<td>Precision: 87.63%</td>
</tr>
<tr>
<td></td>
<td>Recall: 75.24%</td>
<td>Recall: 77.22%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha = 0.9, \beta = 0.1$</td>
<td><strong>DSC: 77.66%</strong></td>
<td><strong>DSC: 79.24%</strong></td>
</tr>
<tr>
<td></td>
<td>Precision: 91.04%</td>
<td>Precision: 88.24%</td>
</tr>
<tr>
<td></td>
<td>Recall: 71.01%</td>
<td>Recall: 75.94%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table IV

Segmentation results with Dice and FT losses and their combination with CE loss.

<table>
<thead>
<tr>
<th>Best model</th>
<th>DSC</th>
<th>Precision</th>
<th>Recall</th>
<th>[Precision-Recall]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dice (α = 0.5, β = 0.5)</td>
<td>Train: 84.35 %</td>
<td>Train: 85.61 %</td>
<td>Test: 79.18 %</td>
<td>Test: 86.84 %</td>
</tr>
<tr>
<td></td>
<td>Test: 79.18 %</td>
<td>Test: 73.55 %</td>
<td>Test: 80.16 %</td>
<td>Test: 90.71 %</td>
</tr>
<tr>
<td>CE + Dice</td>
<td>Train: 83.04 %</td>
<td>Train: 84.57 %</td>
<td>Test: 81.16 %</td>
<td>Test: 82.04 %</td>
</tr>
<tr>
<td></td>
<td>Test: 78.87 %</td>
<td>Test: 80.16 %</td>
<td>Test: 82.04 %</td>
<td>Test: 85.90 %</td>
</tr>
<tr>
<td>CE + FT (α = 0.6, β = 0.4, γ = 4/3)</td>
<td>Test: 80.43 %</td>
<td>Test: 84.15 %</td>
<td>Test: 81.73 %</td>
<td>Test: 81.73 %</td>
</tr>
</tbody>
</table>

Fig 4. Segmentation results of 3DRA images (first row): comparison between masks generated by region-growing [6] (second row) and predicted masks using U-Net_Densenet121 model with both Dice + CE loss (third row) and FT + CE loss (fourth row). Extra segmented anatomical structures are circled in red.
4.2 Experiment 2

Once the appropriate loss function was selected based on the results of the previous experiment, our research proceeded by evaluating our model against state-of-the-art architectures including U-Net++ [29], U-Net3+ [30], ResU-Net [31], Attention U-Net [32] and Inception U-Net [33].

The results of the comparative analysis are summarized in Table V. As shown in the table, our network got a DSC of 80.43% compared to the region-growing algorithm which had a score of 72.35% in its optimal configuration detailed in [6]. Compared to other U-Net like variants, the U-Net_Densenet121 achieved the best results in the segmentation metrics. Table V shows that the other architectures overfitted on the training set and did not generalize enough. Other than DSC, recall and precision metrics, the developed CNN minimizes better the gap between precision and recall; it shows a difference of 02.42% while the others had a difference of over 20%.
Table V
Segmentation results with FT loss using different U-Net-like architectures and the region growing algorithm [6].

<table>
<thead>
<tr>
<th>Best model</th>
<th>DSC</th>
<th>Precision</th>
<th>Recall</th>
<th>Precision-Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net_Densenet121</td>
<td>Train: 83.49%</td>
<td>Train: 82.85%</td>
<td>Train: 89.40%</td>
<td>02.42</td>
</tr>
<tr>
<td></td>
<td>Test: 80.43%</td>
<td>Test: 84.15%</td>
<td>Test: 81.73%</td>
<td></td>
</tr>
<tr>
<td>ResU-Net</td>
<td>Train: 79.55%</td>
<td>Train: 70.14%</td>
<td>Train: 98.22%</td>
<td>21.45</td>
</tr>
<tr>
<td></td>
<td>Test: 76.96%</td>
<td>Test: 90.92%</td>
<td>Test: 69.47%</td>
<td></td>
</tr>
<tr>
<td>Attention U-Net</td>
<td>Train: 88.06%</td>
<td>Train: 86.69%</td>
<td>Train: 92.78%</td>
<td>24.22</td>
</tr>
<tr>
<td></td>
<td>Test: 77.30%</td>
<td>Test: 92.63%</td>
<td>Test: 68.40%</td>
<td></td>
</tr>
<tr>
<td>Inception U-Net</td>
<td>Train: 89.56%</td>
<td>Train: 88.19%</td>
<td>Train: 94.13%</td>
<td>23.65</td>
</tr>
<tr>
<td></td>
<td>Test: 75.67%</td>
<td>Test: 90.95%</td>
<td>Test: 67.30%</td>
<td></td>
</tr>
<tr>
<td>U-Net++</td>
<td>Train: 86.17%</td>
<td>Train: 85.23%</td>
<td>Train: 91.27%</td>
<td>20.57</td>
</tr>
<tr>
<td></td>
<td>Test: 75.43%</td>
<td>Test: 88.86%</td>
<td>Test: 68.29%</td>
<td></td>
</tr>
<tr>
<td>U-Net3+</td>
<td>Train: 81.36%</td>
<td>Train: 72.54%</td>
<td>Train: 98.48%</td>
<td>21.76</td>
</tr>
<tr>
<td></td>
<td>Test: 75.46%</td>
<td>Test: 90.20%</td>
<td>Test: 68.45%</td>
<td></td>
</tr>
<tr>
<td>Region-growing</td>
<td>Test: 72.35%</td>
<td>Test: 63.00%</td>
<td>Test: 92.85%</td>
<td>29.85</td>
</tr>
</tbody>
</table>

To sum up, some results of the predicted masks on the test set are illustrated in Fig. 6 along with their comparison with masks of the region-growing algorithm and the manual ground-truth.
5. DISCUSSION

This study highlights the potential of deep learning in accurately segmenting vessels in 3DRA images of patients diagnosed with cerebral AVM. The following neural network: Dense U-Nets were trained with Dice and FT loss functions and their combination with CE loss.

The initial findings of our study confirmed that incorporating the FT [23] resulted in a more precise model, enhancing both precision and recall. This improvement directly contributed to the enhanced extraction of cerebral vessels. The best models were those that combined the CE loss that captures local context and precision at a pixel level with the FT loss.

Besides the improvement of the DSC metric, in our case, the CE component in the loss function provided more stability in training, so that the difference between precision and recall was smaller (see Table III and IV). Therefore, this model generated masks that delineate and separate better the vessels compared to the region-growing algorithm.
As a result of the previous experiments, the loss function that combines FT and CE methods was selected for comparing our architecture with state-of-the-art U-Net-like models. From the different hyperparameters, the model that best fitted the 3DRA slices was the U-Net_Densenet121 (as shown in Table V).

Different pixel intensity thresholds were tested to binarize the predicted masks, the best threshold was chosen each time for the test phase for each model to improve the quality of the segmentation and find a common ground between precision and recall metrics.

Our architecture based on Densenet121 added to both paths of the U-Net improved the segmentation results and unlike the other state-of-the-art U-Net like architectures, the U-Net_Densenet121 generalized better showing a good understanding of the binary masks generated by the region growing algorithm used to initiate the training process.

The segmented 3DRA slices generated by the developed neural network were compared to those produced by the region-growing algorithm. Compared to other U-Net like variants, the U-Net_Densenet121 achieved the best results in the segmentations metrics (see table V).

For all the previous experiments, the developed variant of U-Net (Fig. 3) was trained on 3DRA images and their binary masks obtained by the region-growing-based method [6]. As in the work of Ghafoorian et al. [34], our findings demonstrate that the learning of a neural network can be initiated with the results of an automatic or a semi-automatic method and manages to outperform it by being more precise in its classification of pixels. This is indeed an interesting result, since the training of CNNs needs a very large number of annotated images which is time consuming, especially in pathologies like AVM where vessels are tangled.

Finally, the results were validated on a set of 200 3DRA images manually annotated. This manual ground-truth was used as a reference to compare the developed deep learning approach with the region-growing algorithm and the U-Net-like variants in literature. It is difficult to acquire more images because cerebral AVMs are rare and often discovered accidentally. However, this small series of tests allowed us to evaluate our segmentation of the vessels and the AVM nidus. This segmentation is the first step of a complete geometrical/anatomical characterization aiming at improving the 3D visualization of the malformed vessels: veins, arteries and AVM nidus. This 3D visualization reduces the complexity of this rare pathology and helps physicians better plan embolization procedures.
6. **CONCLUSION**

This paper focuses on the automatic extraction of cerebral vascular structures in patients with AVM using deep learning approaches. The segmentation of 3D rotational angiography images was accomplished through the development of a U-Net-like architecture. The combination of loss functions as well as the developed deep architecture allowed us to have a robust model that segments small vessels.

Improved segmentation of small vessels is crucial for automating the characterization of vessel geometry. The knowledge gained from this process plays a key role in strengthening our understanding of the arterial supply and venous flow associated with arteriovenous malformations (AVMs). These insights have the potential to reduce procedural complications, optimize patient outcomes and help neuroradiologists identify the most effective embolization path. By providing detailed information on the complex vascular structures of AVMs, deep learning segmentation enables precise treatment planning, targeted interventions, and improved patient care.

To further improve this work, the constitution of a robust and shareable ground-truth database of AVM cases is suggested. This extensive dataset will not only facilitate the evaluation of various deep learning approaches, such as transformers or 3D U-Net-like architectures, but also enable multiclass segmentation of AVMs. The automatic extraction of the entire vascular tree, including feeding arteries, draining veins, and the AVM nidus, is of great importance. This extraction will assist physicians in gaining a better understanding of the angioarchitecture, which in turn will help them anticipate potential challenges during interventions. It is also important to incorporate biomechanical measurements, such as intravascular blood pressure and blood flow velocities, into the analysis. By integrating these measurements with the deep learning-based segmentation of AVMs, a more comprehensive understanding of the hemodynamic characteristics may be achieved. This integration would provide valuable insights into the behavior of blood flow within the AVM, helping in the assessment of its functional impact and guiding treatment planning. Furthermore, the combination of biomechanical measurements and advanced segmentation techniques can facilitate the development of personalized interventions.
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