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Abstract – In traditional combustion engine vehicles, the sound of the engine plays an important role in
enhancing the driver’s experience of the vehicle’s dynamics, and contributes to both comfort and safety. How-
ever, with the development of quieter electric vehicles, drivers no longer receive this important auditory feed-
back, and this can lead to a less satisfying acoustic environment in the vehicle cabin. To address this issue,
sonification strategies have been developed for electric vehicles to provide similar auditory feedback to the dri-
ver, but feedback from users has suggested that the sounds produced by these strategies do not blend seamlessly
with the other sounds in the vehicle cabin. This study focuses on identifying the key acoustic parameters that
create a sense of cohesion between the synthetic sounds and the vehicle’s natural soundscape, based on the char-
acteristics of traditional combustion engine vehicles. Through analyzing the time and frequency of the noises
produced by combustion engine vehicles, the presence of micro-modulations in both frequency and amplitude
was identified, as well as resonances caused by the transfer of sound between the engine and the cabin. These
parameters were incorporated into a synthesis model for the sonification of electric vehicle dynamics, based on
the Shepard-Risset illusion. A perceptual test was conducted, and the results showed that the inclusion of res-
onances in the synthesized sounds significantly enhanced their naturalness, while micro-modulations had no sig-
nificant impact.
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1 Introduction

The automotive industry is undergoing a major trans-
formation from Internal Combustion Engine Vehicles
(ICEV) to Battery Electric Vehicles (BEV). This transition
is not only altering the dynamic behavior of vehicles but
also impacting the user experience by changing the acoustic
environment or soundscape [1, 2]. This is due to the differ-
ent powertrain-generated sounds produced by BEV, which
can lead to an altered soundscape even if the environment is
quieter. The absence of the previously predominant motor
sound can result in unwanted noises becoming more notice-
able [3], while also depriving the driver of important infor-
mation about the vehicle’s dynamics [4] and characteristics
[5, 6]. This has a significant impact on the overall driving
experience and has prompted car manufacturers to seek
new solutions to address these challenges.

For a few years, researchers have worked with sonifica-
tion processes for the so-called active sound design that
aimed to bring back the dynamic auditory feedback to
the driver [7]. Originally in ICEV, active sound design

consisted in enhancing the engine sound signature by syn-
thesizing corresponding engine harmonic content inside
the cabin through the audio system to modify the vehicle
perception [8]. The same principle has been proposed in
BEV [9]. Subharmonic generation is used to create a
machine-like sound [10, 11]. It has been shown by Doleschal
et al. that it creates a more pleasant soundscape by masking
other noise sources and merging the normal electric motor
sound [12]. Maunder proposed to capture the electric motor
vibration with an accelerometer and enhanced, tuned and
re-played it in real-time in the cabin [13]. Adaptive design
has also been proposed to adapt the auditory feedback tim-
bre depending on driver’s emotion [14] and driving style
[15]. Denjean et al. studied the influence of engine sound
feedback on the perception of motion [4]. They noted that
the absence of gear in BEV powertrain involves less
frequency variation for the same dynamic variation. To
overcome this limitation, they proposed to use the
Shepard-Risset illusion that gives the impression of pitch
variation without variation of spectral content [16].

The current focus of active sound design has been on
designing the sound itself and ensuring that it accurately
represents vehicle dynamics. However, some users have*Corresponding author: dupre@prism.cnrs.fr
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reported a lack of integration with their surroundings and
other perceptual cues. The integration of sound in the envi-
ronment has not been thoroughly studied except for loud-
ness considerations [17]. To address this issue, the cockpit
environment can be considered as an augmented reality
environment, where virtual auditory sources must be seam-
lessly integrated into the real environment to be accepted
by users. Neidhardt et al. have explained that the acoustical
properties of the virtual element must match those of the
real environment [18] and the internal reference developed
by people from their everyday listening experience [19].
The environment may also require specific auditory charac-
teristics for sources such as loudness, timbre, width, or loca-
tion. For instance, in the case of a BEV interior soundscape,
Cao et al. have studied the dynamic auditory feedback
loudness based on the expected loudness of the engine in
ICEV [17]. They found that integrating dynamic feedback
with the same loudness variation as the engine in ICEV
can improve pleasantness. However, it was compared with
no feedback only. Furthermore, we wonder if the specific
configuration of the car cabin may require certain timbre
characteristics of the virtual source to be consistently inte-
grated. It is also worth noting that the substitution of the
engine noise by active sound design may lead to certain
expectations by the users.

The aim of this study is to explore how to effectively
integrate dynamic auditory feedback into the interior
soundscape of electric vehicles, with a specific focus on tim-
bre aspects. To remove the influence of the spatial aspect of
the acoustic environment, it was chosen to study mono-
phonic sounds. The virtual source in question is an auditory
feedback system that provides information on the vehicle’s
dynamic, intended to be comparable to the engine sound in
ICEV. The integration will be considered consistent if the
virtual source blends well with the environment and if the
overall acoustic space meets users’ expectations. Users’
expectations can be influenced by their driving experience
in ICEV soundscape generally, as well as by the character-
istics of the engine sound specifically. Using an analysis/
synthesis approach, relevant timbre-related characteristics
of the engine sound will be identified and matched to the
virtual source to achieve the integration of dynamic feed-
back in BEV.

To achieve this goal, in-car acoustic scenes and vehicle
dynamic parameters V(t) were recorded during controlled
driving scenarios in ICEV (cf. Sect. 2.1). These recordings
were then decomposed in the time-frequency domain to
identify and model potentially relevant characteristics of
the engine sound (cf. Sects. 2.2–2.4). By extracting the cor-
responding model parameters H, the measurements were
re-synthesized with the vehicle dynamic data, and auditory
feedback for BEV [16] were designed based on relevant
ICEV sound features (cf. Sect. 3). Finally, the re-synthesis
and auditory feedback models based on H were evaluated
through a listening test to assess their perceptual impact
on reproduced scenes in terms of realism in ICEV and
naturalness in BEV (cf. Sect. 4). A summary of the method-
ology used in the study is illustrated on Figure 1.

2 Engine sound analysis
2.1 In-situ recordings

To analyze the characteristics of the engine sound
and the cockpit acoustic environment, binaural scenes
were recorded with the Head Acoustics artificial head
HMS-IV in different moving vehicles. For technical reasons,
the artificial head was placed on the passenger seat and a
person was driving the vehicle. Binaural signals are reduced
to a monophonic signal by averaging the left and right
channels. Synchronously, dynamic parameters of the vehi-
cle noted V(t) = [v(t), dv(t)/dt, x(t)], with the vehicle speed
v(t) in km/h, the acceleration dv(t)/t in m/s�2 and the
engine speed x(t) in min�1, are recorded from the vehicle
sensors.

The following dynamic scenarios have been recorded on
a closed flat asphalted road: accelerations, decelerations
without braking and various constant speed scenes. The
measurements were repeated in two mid-range compact
vehicles.

Traditional ICEV acoustic environment is composed of
three main acoustic sources. At low and medium speeds,
engine sound and low frequency tire-road contacts noise
are predominant. At higher speed, wide-band aerodynamic
noise tends to mask engine sound [21]. This paper will
mainly focus on the analysis of the engine sound.

2.2 Harmonic analysis

Engine sound is a harmonic sound that results from the
periodic combustion process that takes place inside the
engine cylinders. The frequency of these harmonics called
partials is determined by the engine speed x and the num-
ber of cylinders. In a four-cylinder engine, for example, each
cylinder undergoes combustion every two rotations, result-
ing in the slowest periodic process that gives rise to the fun-
damental partial of the sound. By convention, the harmonic
corresponding to one engine rotation is denoted as H1,
hence, the fundamental partial is denoted as H0.5 because
it has a frequency twice lower. f0.5 is the frequency of H0.5

and the fundamental frequency. It is related to the engine
speed x as follows:

f0:5ðxÞ ¼ 0:5
x
60

: ð1Þ

Figure 2 (left) illustrates a spectrogram of a four-cylinder
engine sound in acceleration. The partials are noted Hn with
n = {0.5, 1, 1.5, . . ., N} and N the last partial considered.
H0.5 is not visible on Figure 2 because it is masked by road/
tyre noise. The first visible partial is H2, the fourth har-
monic of H0.5, but also the fundamental partial of a second
periodic process: the repetition of combustions from one
cylinder to the next. Partials at multiple frequencies of H2

are called principal harmonics noted Hp because they are
more present at low engine speed. Partials at multiple fre-
quencies ofH0.5 apart from Hp are called secondary harmon-
ics noted Hs. The magnitude of each partial Hn depends on
the engine speed x.
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Sciabica proposed an empirical model of partial magni-
tude variations in acceleration [20] as illustrated on Figure 2
(right). The model is composed of three parameters:

� LH 2 expressed in dB/oct represents the magnitude
variation of H2 with respect to x, ðLH2Þx0

being the
magnitude of H2 in dB at the minimum engine speed
x0. LH2 has an influence on the engine presence;

� �LHp=Hs expressed in dB/oct corresponds to the atten-
uation of Hs relative to Hp with respect to x,
ð�LHp=HsÞx0

being the attenuation in dB at the mini-
mum engine speed x0. �LHp=Hs has an impact on
engine roughness;

� �LHp expressed in dB/oct is the attenuation of Hp
regardless of x. For example, if �LHp ¼ �3 dB=oct
and LH 2 ¼ 70 dB, LH 6 ¼ 64 dB because H2 and H6

are separated by 2 octaves, the attenuation of
�6 dB holds for any engine speed as �LHp is indepen-
dent of x. �LHp has an influence on engine brightness.

2.3 Modulations

In the spectrogram of Figure 2 (left), amplitude modu-
lations are present on each partial Hn in the engine sound.
From the Short Time Fourier Transform (STFT) of an
engine sound measurement in the cabin, the instantaneous
amplitude and frequency of each partial Hn are extracted at
each time frame. Several algorithms have been proposed to
extract sinusoidal components from a harmonic plus noise
signal [22–25] to name a few. Here, a closed-source software

Figure 1. Diagram of the analysis/synthesis approach used in this study (ICEV: Internal Combustion Engine Vehicle, BEV: Battery
Electric Vehicle).

Figure 2. Left: Spectrogram of a four-cylinder compact vehicle in acceleration in second gear. The measurement is a monophonic
reduction of a binaural recording at the passenger viewpoint. Right: Schematic representation of engine harmonic relative magnitude
at a given engine speed adapted from [20].
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called Additive developed by IRCAM based on [22, 26] was
used. The STFT was calculated with the following param-
eters: 20 ms Blackmann window, 10 ms hop size and a Fast
Fourier Transform (FFT) length of 8192 bins at 44,100Hz.
A rather long time window is necessary to have a better
resolution in the frequency domain and discriminate each
partial.

Figure 3 illustrates the amplitude (top) and frequency
(bottom) dispersion histograms of each partial Hn. The his-
tograms are fitted with Gaussian distributions. The data
have been extracted from a constant speed measurement
of 9.3 s on a compact urban vehicle (corresponding to 937
time frames). Amplitude dispersion of partial Hn noted An

is the amplitude deviation in percent from its mean. Based
on the fitted distributions illustrated on Figure 3 (top left),
the dispersion is assumed to be normally distributed and
the standard deviation constant along all partials.

The amplitude modulations An are then defined as:

An � N 0; r2
A

� �
; ð2Þ

with rA the standard deviation for all partials Hn. The
power spectral density for all partials, estimated with an
autoregressive model of order 20, presents a low-pass pro-
file with cut-off frequency noted fA (cf. Fig. 3, top right).
The normalized cut-off frequency must be interpreted with
the STFT sampling frequency fSTFT = 100 Hz. The corre-
lation between dispersions noted rA was computed to
account for correlated modulations that could be perceived

In the measure used as example on Figure 3, rA = 40%
except for H2, fA = 0.1 cycles/sample (10 Hz) and rA =
0.1. Therefore, the amplitude varies by ±3 dB, relatively
slowly and the modulations between partials are weakly
correlated.

Frequency dispersion of Hn noted Fn is the deviation in
percent to its expected value deduced from the engine speed
(fn = 2nf0.5 = nx/60). Based on the fitted distributions
illustrated on Figure 3 (bottom left), the dispersion is also
normally distributed with a low-pass power spectral density
of cut-off frequency noted fF (cf. bottom right). The means
are always null meaning that the engine sound is purely
harmonic but the standard deviations decrease exponen-
tially with partial order n. The frequency modulations Fn
is then noted:

F n � N ð0; r2
F ðnÞÞ; ð3Þ

with rF(n) the standard deviation depending on n. In the
example of Figure 3, 6% > rF(n) > 1.5% except for H2, fF
= 0.1 cycles/sample (10 Hz) and the correlation rf between
partial dispersions is 0.3. A deviation of 6% corresponds to
a semitone so the frequency modulations should be audible
and relatively slow. Modulations between partials are
more correlated than amplitude modulations.

2.4 Formants

The spectrogram on Figure 2 exhibits static resonances
at 40 Hz, around 200 Hz and 400 Hz, at 550 Hz and 750 Hz.

Figure 3. Top left: Amplitude dispersion of Hn from its mean expressed in percent starting at H2 and fitted Gaussian distributions
extracted from a constant speed measurement of 9.3 s (corresponding to 937 time frames). Blue crosses indicate the standard deviation
of the corresponding amplitude dispersion. Top right: Mean and 95% confidence interval of the power spectral densities of all
amplitude dispersions estimated with autoregressive models of order 20. Bottom left: Frequency dispersion of Hn from its expected
value deduced from engine speed expressed in percent starting at H2 and fitted Gaussian distributions extracted from a constant speed
measurement of 9.3 s (corresponding to 937 time frames). Blue crosses indicate the standard deviation of the corresponding frequency
dispersion. Bottom right: Mean and 95% confidence interval of the power spectral densities of all frequency dispersions estimated with
autoregressive models of order 20. Data are from a constant speed measurement in a compact urban vehicle.
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The previous empirical engine model does not account for
these resonances that are characteristics of the car struc-
ture. From a signal point of view, the vibroacoustic transfer
from the powertrain to the cabin and the diffusion inside
the cabin filters the engine sound (i.e. the source) as in a
source/filter model. Sciabica proposed to assimilate these
resonances to speech formants and to identify them by
vocal imitation [20]. He showed that the formants impact
the perception of the vehicle especially in dynamic situa-
tions where the energy moves from one formant to another
and alters the perceived timbre. It means that formants
could be key parameters to integrate interior car sounds.
It is hypothesized in this study that a significant role is
played by these formants in designing a realistic engine
sound inside the cabin and that these formants must be
complied with by any virtual source that should be inte-
grated consistently in BEV.

3 Engine sound and dynamic feedback
synthesis

To synthesize engine sound in ICEV and dynamic
feedback in BEV, an additive signal model is used. The
sound s(t) is composed of a sum ofM sinusoidal components
(i.e. partials) at varying frequencies fm(t) and amplitudes
am(t):

s tð Þ ¼
XM
m¼1

am tð Þ cosUm tð Þ; ð4Þ

with

Um tð Þ ¼ Um t � 1ð Þ þ 2p
fs

fm tð Þ; ð5Þ

where fs is the sampling frequency, /m(0) = 2pum is the
initial phase value and um is a random uniform draw from
0 to 1. The engine sound and the dynamic feedback sound
differ by the number of partials M and their associated
amplitude and frequency coefficients am(t) and fm(t),
which are parameterized by vehicle dynamic data V(t)
(cf. Sects. 1 and 2.1).

3.1 Engine sound

To synthesize the measures, or synthesize new engine
sounds, only the engine speed x(t) is required as input.
From equation (1), the frequency fn(t) of each partial
n 2 [0.5, 1, 1.5, 2, . . ., N] is deduced:

fn tð Þ ¼ n
60

x tð Þ: ð6Þ

The amplitude an(t) in decibels is given by the following
relationships:

an tð Þð ÞdB ¼ LH2

x tð Þ
x0

þ ðLH2Þx0
þ�LHp

fn tð Þ
f2 tð Þ ; ð7Þ

if n 2 [2, 4, 6, . . ., N] (i.e. principal harmonics), and

an tð Þð ÞdB ¼ �LHp

fn tð Þ
f2 tð Þ þ LH2 þ�LHp=Hs

� � x tð Þ
x0

þðLH2Þx0
þ �LHp=Hs

� �
x0
; ð8Þ

if n 2 [2.5, 3, 3.5, 4.5, 5, . . ., N � 0.5] (i.e. secondary
harmonics). The amplitude of the first harmonics a0.5(t),
a1(t) and a1.5(t), not accounted in the model of Sciabica
[20] and masked on Figure 2, is set to �15 dB compared
to a2(t). This value is based on measurements with less
road/tyre noise at low frequency where their estimation
is possible.

3.2 Dynamic auditory feedback

The dynamic auditory feedback sound for BEV is based
on the Shepard-Risset tone which uses the circularity in
pitch perception to give the auditory illusion of a forever
ascending or descending tone [27]. Figure 4 illustrates the
Shepard Risset tone as applied to the dynamic feedback
design. The tone is composed of sinusoidal components
(i.e. partials) each separated by an octave forming an
harmonic comb, swept at a given speed vs. The amplitude
of each partial is determined by a raised cosine function
that covers the desired frequency range (i.e. number of
octaves L). This illusory infinite ascending/descending tone
enables to represent accelerations with significant pitch
variations for an unlimited range of speeds [16].

We note fn the frequency of partial n, the following rela-
tion gives the amplitude an of partial n:

anðfnÞ ¼
1
2 1� cos 2p

log fn�log F c
2L=2

L log 2

� �� �
if F c

2L=2
< fn < 2L=2F c;

0 else ;

8<
:

ð9Þ
where Fc is the central frequency of the spectral window
and L the window width in octaves (i.e. the desired fre-
quency range). When one partial goes outside the fre-
quency range, another is generated at the other end of
the spectrum.

To convey vehicle dynamic information, the sweep
speed vs(t) is mapped to the vehicle speed v(t) and accelera-
tion dv(t)/dt:

vs tð Þ ¼
1

2
ffiffiffiffiffi
v tð Þ

p dv tð Þ
dt if v > 1;

0 else:

(
ð10Þ

The function vs(t) is constrained to be zero for speeds lower
than 1 km/h in order to prevent it from diverging to infin-
ity. The central frequency of the window Fc(t) is mapped to
the vehicle speed:

F c tð Þ ¼ F min
c

F max
c

F min
c

� �v tð Þ=vmax

; ð11Þ

where Fmin
c and Fmax

c are the minimum and maximum
central frequency respectively, and vmax is the maximum
vehicle speed. See [28] for more details. Denjean et al.
proposed to enrich the spectral content of the sound by
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adding sinusoidal components between the partials to
form chords and allow the creation of more varied timbres
[16]. The choice of the chords gives the frequency relation
between partials. With the frequency fn of each partial,
the amplitude an, the dynamic feedback is computed
based on equations (4) and (5).

3.3 Modelling modulation and formants

To account for the modulations described in Section 2.3,
it requires to add a stochastic component to the amplitude
and frequency values an(t) and fn(t). The algorithm is
illustrated on Figure 5. The following paragraph describes
the algorithm to generate the modulated amplitude

components ~anðtÞ. The same procedure must be applied to
generate the modulated frequency components ~f nðtÞ by
replacing the parameters rA, rA, and fA by rF, rF, and fF,
respectively. To simplify the model of frequency dispersion,
the exponential decay of rF(n) is ignored, then rF(n) = cst
with cst being the asymptotic value of dispersion (cf. Fig. 3,
bottom left).

The sequences generated by each Gaussian random gen-
erator gn are weighted by another sequence from the com-
mon generator gc to take into account the correlation
defined by the coefficient rA as detailed in [29]. The
weighted sequences are then filtered by a low pass filter
at cut-off frequency fA to match the power spectral density
illustrated on Figure 3 (top right). At this stage the

Figure 4. Schematic illustration (adapted from [28]) of the Shepard-Risset illusion as applied to the design of dynamic
auditory feedback for BEV. an is the shape of the window, Fc its central frequency, L its width and vs the swept speed of the harmonic
comb in red.

Figure 5. Signal flow diagram to account for the amplitude modulations described in Section 2.3. The same algorithm is used to
process the frequency modulations with the appropriate parameters rF, rF, fF.
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sequences An(tstft) are sampled at the analysis frequency fstft
with time index tstft. Then, the sequences are upsampled by
a factor K = fs/fstft to be combined to the the initial ampli-
tude components an(t) as follows:

~an tð Þ ¼ an tð Þ 1þ An tð Þð Þ: ð12Þ
Similarly, Fn(t) are combined to fn(t) to produce the
frequency modulations ~f nðtÞ:

~f n tð Þ ¼ fn tð Þ 1þ F n tð Þð Þ: ð13Þ
To account for the formants, the resonances observed on
the measurements are modelled. Formal identification
through spectral envelope estimation is difficult because
the spectral width of a formant can be similar to the width
of a partial, hence difficult to separate. Then, peak filters
are manually tuned to match each resonance. All filters
are combined to form a unique FIR filter noted h which is
convolved with the synthesized engine sound or dynamic
feedback.

4 Perceptual evaluation

The synthesis models proposed in Section 3 have been
perceptually evaluated in terms of realism for the ICEV
engine sounds, and in terms of naturalness for BEV sounds.
Due to the COVID-19 pandemic restrictions at the time of
the experiment, the listening test has been performed
online.

4.1 Participants

One hundred and twenty nine participants took part in
the listening test. Fourty six participants were rejected from
the analysis since they did not complete the test or skip a
part of the test. Two others participants were rejected since
they self-reported to have performed the test on loudspeak-
ers instead of using headphones as requested in the instruc-
tions. Participants were mainly part of the Stellantis
company or the PRISM laboratory. The following data
on participant profile were collected: age, gender, expertise
in acoustic and automotive, driving experience.

4.2 Stimuli

The measurements described in Section 2.1 were
recorded inside two different ICEV, noted M1 and M2,
and for two dynamics, i.e. acceleration and deceleration.
The accelerations were performed in second gear with full
throttle opening. The decelerations were also performed in
second gear and without using the brake pedal. An additive
analysis was conducted by using the Additive software
(cf. Sect. 2.3), leading to the decomposition of the recorded
signals into harmonic plus noise signals. The engine sounds
of four seconds were synthesized with the model described
in Section 3.1 with parameters estimated manually to per-
ceptually match the measurements gathered in Table 1
and N = 25 (i.e. 50 partials). The dynamic profiles corre-
sponded to an engine speed from 1860 to 4115 min�1 and

from 1140 to 3390 min�1 in acceleration for M1 and M2

respectively and from 2720 to 2140 min�1 in deceleration
for both vehicles. The sounds were then combined with
an aerodynamic and road/tyre noise extracted from the
measurements (noise part of the additive analysis). Two
noise levels were considered: the high level corresponds to
the actual noise level in the measurement and the low level
is fixed 6 dB lower, making the engine sound more present.
Five conditions were evaluated:

� the reference condition (i.e. C0) is the engine model
from [20] and presented in Section 3.1;

� the low anchor condition (i.e. c0) is a degraded version
of the reference where only the principal harmonics Hp
are synthesized, leading to a presumably non-realistic
engine sound. This condition is an anchor as usually
included in MUSHRA test [30];

� the condition C1 is the reference engine sound with
modulations described in Section 2.3 (modulation
parameters are gathered in Tab. 1);

� the condition C2 is the reference engine sound with
formants described in Section 2.4 and displayed on
Figure 6;

� the combined condition C1 + C2 is the reference
engine sound with modulations and formants.

The BEV sounds are synthesized with the model
described in Section 3.2 with L = 7 octaves,
F min

c ¼ 60 Hz, F max
c ¼ 500 Hz, vmax = 130 km/h and a dura-

tion of four seconds. To simulate two different vehicles
noted E1 and E2, two different chords were defined to
generate the dynamic auditory feedback: a major chord
for E1 creating a consonant timbre and an augmented chord
for E2 creating a more dissonant timbre. Similar to ICEV
sounds, two dynamics (acceleration from 30 km/h to
60 km/h and deceleration from 65 km/h to 55 km/h) as
well as two noise levels were synthesized. Four conditions
were evaluated:

� the condition C0 is the dynamic auditory feedback
presented in Section 3.2;

� the condition C1 is the dynamic auditory feedback
with modulations described in Section 2.3;

� the condition C2 is the dynamic auditory feedback
with formants described in Section 2.4;

� the combined condition (i.e C1 + C2) is the dynamic
auditory feedback with modulations and formants.

Here, there is no anchor condition because no assump-
tion can be made on a presumably more artificial dynamic
feedback. All stimuli have been equalized in loudness with
the corresponding reference measurement through informal
listening sessions.

4.3 Task and procedure

The participants were instructed to use headphones
and adjust the volume to a comfortable level relative to a
reference sound calibrated at the same level as the stimuli.
A MUSHRA-like interface in French was developed based
on the webMushra framework created by AudioLabs
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Erlangen [31]. The experiment consisted of two sessions: the
first session focused on evaluating the realism of engine
sounds in ICEV, while the second session aimed to assess
the naturalness of dynamic auditory feedback in BEV.

The first session (ICEV sounds) comprised four trials,
each consisting of 10 stimuli to evaluate (40 stimuli in
total). Within each trial, the 10 stimuli represented the five
conditions (e.g., c0, C0, C1, C2, and C1 + C2) at two differ-
ent noise levels, corresponding to a specific vehicle and
dynamic. The four trials covered the two vehicles and two
dynamics. Participants were instructed to imagine them-
selves behind the steering wheel of an ICEV and rate the
realism of each of the 10 presented engine sounds on a
graduated scale from 0 to 100. They were informed that a
rating of 0 meant “not realistic at all” and 100 meant “quite
realistic.” It was also specified that the engine was in second
gear and the vehicle speed ranged between 30 km/h and
40 km/h.

The second session focused on evaluating the BEV
dynamic auditory feedback and included four trials, each
containing eight stimuli to evaluate (32 stimuli in total).
The eight stimuli corresponded to the four conditions at
two different noise levels, for a specific vehicle and dynamic.
The four trials covered the two BEV vehicles and two
dynamics. In the beginning, participants were introduced
to the concept of dynamic feedback in BEV. The translated
instructions in French stated: “Now imagine yourself behind
the steering wheel of an electric vehicle. Since there is no
sound from the engine, perceiving the vehicle’s dynamics
can be more challenging. This is why it can be interesting,
for comfort and safety reasons, to recreate auditory feed-
back from the motor inside the cabin. The sounds you will
hear in this session are intended to fulfill this role. You have
to evaluate, on a graduated scale, whether they seem natu-
ral or artificial.” Participants were also provided with infor-
mation about the vehicle speed (ranging between 30 km/h

and 40 km/h), the scale boundaries (0 indicating artificial 
and 100 indicating natural), and were instructed to respond 
intuitively. In this case, the terms “artificial” and “natural” 
were used due to the lack of a realistic reference. Letowski 
[32] introduced these terms to assess sound quality of audio 
system. He defined naturalness as “the perceptual similarity 
between an auditory image produced by a given sound and 
a generalized conceptual image residing in the memory of 
the listener and used as a point of reference”. Later, the 
construct “natural – artificial” was found to be elicited by 
verbal descriptions in the evaluation of spatial audio quality 
in different studies [33, 34]. Even though the terms were 
originally used for spatial audio, they evaluate the degree 
to which the proposed soundscape corresponds to the 
expected soundscape by the listener. As mentioned by 
Neidhart et al. [18], in order to improve the integration of 
a virtual source, it must match the internal reference devel-
oped by listeners. Furthermore, informal listening tests 
often involved comments about the artificial quality of 
sounds and the perception that the overall soundscape 
was not natural, aligning with Letowski’s definition. 
The term “plausible” is also commonly used to evaluate 
augmented auditory environments [35]. However, in this 
study, “plausible” was not used to avoid confusion 
regarding the possibility of electric motors producing 
these sounds, which is clearly not the case.

For both sessions, each stimulus was evaluated once. 
Presentation orders of trials and stimuli in each trial were 
randomized.

4.4 Statistical analyses

Participants’ ratings were collected for each sound 
(ICEV and BEV sounds). To evaluate differences in the 
participants’ ratings, a clustering method based on the pro-
jection of variables onto latent components was used [36].

Table 1. Synthesis parameters for ICEV M1 and M2, and for BEV E1 and E2.

LH2 ðLH2Þ0 �LHp �LHp=Hs
ð�LHp=Hs

Þ0 Chord rf rF ra rA fA/fF Formants

M1 2 0 �7 3.6 �15 – 0.02 0.3 0.4 0.1 0.1 hM1

M2 2 0 �8 3.6 �20 – 0.02 0.3 0.4 0.1 0.1 hM2

E1 – – – – – Major 0.04 0.3 0.38 0.1 0.05 hM1

E2 – – – – – Augmented 0.04 0.3 0.38 0.1 0.05 hM2

Figure 6. Magnitude responses H of estimated car structure resonances h called formants estimated on the measurement of vehicles
M1 and M2.
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The ratings for each stimulus were treated as variables. The
data were centered but not standardized, as the ratings
were expressed on the same scale. The number of clusters,
K, was determined by identifying the point where the
explained variance showed less increase between K + 1
andK clusters compared toK andK� 1 clusters. Addition-
ally, a Principal Component Analysis (PCA) was con-
ducted with the ratings as variables to demonstrate the
effective separation of groups on the primary plane of the
PCA.

Statistical analysis was then performed on the ratings
within each cluster. First, linear mixed-effects models were
fitted to the data, with Participants as a random effect and
Transformation (for ICEV: c0, C0, C1, C2, and C1 + C2; for
BEV: C0, C1, C2, and C1 + C2), Dynamic (acceleration and
deceleration), Vehicle (for ICEV:M1,M2; for BEV: E1, E2),
and Noise (high and low levels) as fixed effects. Mixed
models were used to account for between-subject variabil-
ity. The statistical significance of the random effect was
evaluated by comparing the corresponding fixed-effect-only
model with the mixed-effects model (using a v2 test).
Secondly, analysis of variance (ANOVA) was conducted
on the fitted models. Effects of significant factors were
not considered when the effect size (g2 in [37]) was lower
than 0.02 with a confidence interval that included 0.
Post-hoc analysis (paired t-tests with Bonferroni correction)
revealed statistical differences between the levels of each
factor.

To further examine the influence of Transformation
levels independently of the other factors, the ratings were
transformed by ranking the stimuli for each trial. For exam-
ple, in a trial involving deceleration and the M1 vehicle, if a
participant rated transformation C1 with a high level of
noise as the most realistic and transformation C0 with a
low level of noise as the least realistic, the rank scores for
C1 and C0 would be 10 and 1, respectively. The rank scores
were then averaged across trials and Noise levels to obtain a

general rank score for each transformation for each partici-
pant. This transformation of the data into a non-parametric
framework was done to avoid applying parametric models
to non-normally distributed data, with effect sizes smaller
than those of other factors (see Sect. 4.5). Statistical analy-
sis was then conducted to confirm the results obtained from
the parametric models (using Friedman tests), and post-hoc
analysis revealed statistical differences between the levels of
Transformation.

4.5 Results

4.5.1 Realism of ICEV sounds

The clustering method employed involved choosing
K = 2 clusters. Figure 7 (left) illustrates the projection of
participants and stimuli onto the first two dimensions of
the principal component analysis, clearly separating partici-
pants along these dimensions. Analyzing the stimuli, the first
dimension tends to separate them based on the Dynamic
(Fig. 7, center), while the second dimension distinctly sepa-
rates them based on the Noise (Fig. 7, right). Subsequent
analyses were conducted separately for each group.

The random effect of Participant was found to be signif-
icant in both groups (p < 0.05). ANOVA on the fitted
linear mixed-effects models for groups 1 and 2 are summa-
rized in Table 2. With the exception of Noise in group 1, all
factors in both groups were significant (p < 0.05). The
interaction between Dynamic and Noise was also signifi-
cant. The main effects (according to the threshold on effect
size) are indicated by bold values in Table 2 and displayed
in Figure 8 (left).

The results suggest that participants in group 1 primar-
ily evaluated realism in terms of Transformation, while par-
ticipants in group 2 also focused on Dynamic and Noise,
rating acceleration higher than deceleration (p < 0.0001)
and preferring a higher level of noise (p < 0.0001).

Figure 7. Principal component analysis of ICEV centered data. Left: Projection of participants on the first two dimensions of the
principal component analysis, each arrow corresponds to the ratings of one participant, the color corresponds to his group formed by
decomposition on latent components. Center and right: Projection of stimuli on the first two dimensions, each point corresponds to
one stimulus. Point color indicates the factors Dynamic (center) and Noise (right), larger points are the centroid of the corresponding
set of stimuli.
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The influence of Transformation was examined separately
using rank scores to identify any significant differences in
realism independent of other factors. The results are pre-
sented in Figure 8 (center and right). Similar trends were
observed in both groups, although more differences between
conditions were apparent in group 1, where participants
placed greater emphasis on Transformation. In group 1,
all conditions were statistically different (p < 0.05), except
between C1 and C1 + C2, and between C0 and C2. There-
fore, C0 and C2 were rated as the most realistic, followed
by c0, while the least realistic sounds were associated with
C1 and C0 + C2. In group 2, the following conditions
showed statistical differences (p < 0.05): c0 and C0, c0
and C2, and C1 and C2. In terms of sound transformations,
the presence of modulations decreased the realism of the
sounds, whereas applying formants helped maintain real-
ism. The differences between participants in group 1 and
group 2 were more pronounced in relation to the impact
of these factors.

4.5.2 Naturalness of BEV sounds

The ratings of the participants were subjected to a clus-
tering method with K = 2 clusters (Fig. 9, left), revealing
contrasting trends between the defined groups. The compo-
sition of these groups differed from those observed in the
ICEV analysis, with 31 participants not belonging to the
same group.

Analyzing the stimuli, the first dimension was primarily
explained by the Dynamic (Fig. 9, center), while the second
dimension was influenced by the Vehicle (Fig. 9, right).

The random effect of Participant was found to be signif-
icant in both groups (p < 0.05). Further analysis using an
ANOVA on the linear mixed-effects models yielded the
results summarized in Table 3. Figure 10 illustrates the dis-
tribution of ratings among the groups.

The rank analysis indicated that in group 1, the Trans-
formation did not significantly influence the participants’
ratings regarding the natural character of the sounds

Table 2. Results of the analysis of variance on realism of ICEV sounds for groups derived from the clustering analysis.

Group 1 (n = 37) Group 2 (n = 44)

Factor F-score (p-value) Effect size [CI] F-score (p-value) Effect size [CI]

Transformation 47.46 (2.2e�16)
****

0.12 [0.09, 1] 14.22 (2.0e�11)**** 0.03 [0.02, 1]

Dynamic 4.38 (3.65e�2)* 3e�3 [0, 1] 119.65 (2.2e�16)
****

0.07 [0.05, 1]

Vehicle 4.58 (3.24e�2)* 3e�3 [0, 1] 5.7 (1.7 e�2)* 3e�3 [0, 1]
Noise 1.11 (2.92e�1) – 134.38 (2.2e�16)

****
0.07 [0.05, 1]

Dynamic � Noise 8.63 (3.35e�3)** 6e�3 [0, 1] 7.05 (8.0e�3)** 4e�3 [0, 1]

Note. *p < 0.05, **p < 0.01, ****p < 0.0001. CI: One sided 95% confidence interval. The main effects (according the the threshold on
effect size) are indicated by bold values.

Figure 8. Left: Realism score of the ICEV sounds for the groups separated by the clustering analysis. Only significant factors
Dynamic and Noise are displayed. Center and right: Rank analysis of ICEV sound realism compared by Transformation conditions.
*p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
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Figure 9. Principal component analysis of BEV centered data. Left: Projection of participants on the first two dimensions of the
principal component analysis, each arrow corresponds to the ratings of one participant, the color corresponds to his group formed by
decomposition on latent components. Center and right: Projection of stimuli on the first two dimensions, each point corresponds to
one stimuli. Point color indicates the factors Dynamic (center) and Vehicle differentiated by the chord of the dynamic feedback
(right), larger points are the centroid of the corresponding set of stimulus.

Table 3. Results of the analysis of variance on naturalness of BEV sounds for groups derived from the clustering analysis.

Group 1 (n = 31) Group 2 (n = 50)

Factor F-score (p-value) Effect size [CI] F-score (p-value) Effect size [CI]

Transformation 5.42 (1.1e�3)** 0.02 [0, 1] 8.73 (1.0e�5)**** 0.02 [0.01, 1]
Dynamic 7.49 (6.3e�3)** 7e�3 [0, 1] 305.9 (2.2e�16)**** 0.17 [0.14, 1]
Vehicle 38.33 (8.9e�10)**** 0.04 [0.02, 1] 51.58 (1.1e�12)**** 0.03 [0.02, 1]
Noise 0.54 (4.6e�1) – 1.69 (1.9e�1) –

Note. *p < 0.05, **p < 0.01, ****p < 0.0001. CI: One sided 95% confidence interval. The main effects (according to the threshold on
effect size) are indicated by bold values.

Figure 10. Left: Naturalness score of the BEV sounds for the groups separated by the clustering analysis. Only significant factors
Dynamic and Vehicle are displayed. Center and right: Rank analysis of BEV sound naturalness compared by Transformation
conditions. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
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(Fig. 10, center). Instead, participants in group 1 predomi-
nantly focused on the Vehicle, resulting in higher scores for
the augmented chord (p < 0.0001) across both dynamics.
Conversely, participants in group 2 rated both C2 and
C1 + C2 as more natural than C0 (p < 0.05), highlight-
ing the importance of formants for the naturalness aspect
of the sounds (Fig. 10, right). Additionally, partici-
pants in group 2 placed greater emphasis on the Dynamic
(p < 0.0001) and considered sounds in acceleration as more
natural than those in deceleration. They also assigned less
significance to the Risset chord but rated the major chord
as more natural (p < 0.0001).

4.5.3 Post experiment reports

At the end of the experiment, feedback was collected
through a questionnaire, which included a free comment
field. Information regarding the participants, such as age,
expertise, driving experience, and familiarity with BEV,
did not explain the differences in ratings. A total of 36 free
comments were collected. Among these, 17 comments men-
tioned the difficulty in some cases to differentiate between
the sounds. Three comments mentioned the challenge of
evaluating the stimuli without being behind the wheel or
inside the vehicle, as the context of the test was not represen-
tative of a real driving or vehicle experience. Additionally,
one participant noted a mismatch between their expectation
of a quiet environment in a BEV and the introduction of a
new sound source, which led to lower ratings. The remaining
15 comments were not relevant in explaining the results, as
they either expressed opinions about the aesthetic aspects of
the proposed sounds or the test procedure itself.

5 Discussion

The results indicated that the Transformation had a
significant effect on the perception of realism/naturalness
for both ICEV and BEV sounds. In the case of ICEV
sounds, both groups showed similar trends, but group 1
exhibited more differences between conditions. The low
anchor c0 was rated as less realistic than the reference sound
C0. This suggests that a dense harmonic comb is important
for characterizing a realistic engine sound. Surprisingly, the
inclusion of modulations (conditions C1 and C1 + C2)
decreased the perceived realism compared to the reference
C0 even though these modulations were present in the mea-
surements. This observation may be explained by the fact
that these modulations might not be perceived or might
be perceived differently in conditions closer to reality, where
other auditory cues such as spatial cues or multimodal cues
(vision, vibration, etc.) play a more important role. The
experimental setup, which did not fully replicate real-world
conditions, may have led participants to focus on these
modulations more than they would have otherwise.
Another possible explanation for the lower ratings of mod-
ulations (conditions C1 and C1 + C2) is that the modula-
tions might be slightly overestimated for partials higher
than H2 because they do not stand out significantly from

the background noise (cf. the spectrogram in Fig. 2). Con-
sistently, the modulations of the most prominent partial,
H2, were lower than those of higher partials. Consequently,
the resulting sounds could have been assessed as less realis-
tic than the anchor c0. Interestingly, sounds containing
formants (condition C2) were evaluated as realistic as the
reference sound which indicates that this attribute keeps
the realistic aspect of sounds. However, the presence of
formants did not improve the condition C1 + C2 compared
to C1. In the context of the experiment, refining the model
did not improve the realism.

Concerning the BEV sounds, the presence of formants
(conditions C2 and C1 + C2) improved the naturalness of
the sounds in group 2. Initially, the designed auditory feed-
back did not possess any characteristics of a sound originat-
ing from a vehicle. When the sound is filtered by the
resonances of the car structure, it aligns with the acoustic
properties of the environment and shares common charac-
teristics with other sources perceived inside the vehicle. This
blending of the sound with the environment may contribute
to its naturalness. However, the formants used in the BEV
sounds matched those of ICEV. Despite this mismatch, the
presence of formants still improved the naturalness of the
BEV sounds. This finding suggests that participants’ expec-
tations might lie in the variation of timbre with dynamics
rather than the identification of resonances present in other
sources. When the harmonic comb varies with the dynamics
of the vehicle, it interacts with the resonances and affects
the timbre. To further investigate this hypothesis, a com-
parison with formants corresponding to those of a BEV
would be interesting. Furthermore, the ratings for sounds
including modulations did not differ from those without
modulations. This indicates that these timbre micro-varia-
tions do not significantly contribute to the naturalness of
BEV sounds, unlike the case with ICEV sounds.

Participants in both sessions of group 2 consistently
rated the sounds during acceleration as more realistic/
natural compared to deceleration. This finding is supported
by the PCA results (cf. Figs. 7 and 9), where most partici-
pants are positioned on the left side of the main plane,
corresponding to higher scores for acceleration. Higher rat-
ings for acceleration can be attributed to several factors.
Firstly, the engine reference model (cf. Sect. 2.2) was ini-
tially developed for studying the perception of accelerating
sounds [20]. Therefore, its applicability to decelerating
sounds has not been evaluated. Secondly, the dynamic
profile used during acceleration aligns more closely with
typical driving situations, such as full-throttle acceleration,
compared to the deceleration profile without braking. This
suggests that the consistency of the dynamic profile with
expected driving scenarios contributes to the perceived real-
ism/naturalness of the sounds.

In the case of ICEV, participants evaluated sounds with
a high level of tyre/road noise as more realistic, whereas this
trend was not observed for BEV. The high level of tyre/
road noise corresponded to the measured level in the refer-
ence recordings (as explained in Sect. 2.1), indicating that
participants perceived the actual signal-to-noise ratio
between the engine sound and road/tyre noise as more
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realistic. However, in the case of BEV sounds where no ref-
erence existed, this level of tyre/road noise was no longer
influential in the evaluation of naturalness. In contrast to
ICEV, which possess specific vehicle features, the types of
BEV were arbitrarily associated with sounds characterized
by different chords. Group 1 participants found the aug-
mented chord more natural, while group 2 participants
evaluated the major chord as more natural. From a percep-
tual standpoint, the chords introduced changes in the tim-
bre of the sound. This observation suggests that the
expected timbre related to naturalness depends on individ-
uals, potentially influenced by specific experiences such as
musical background. These findings highlight the potential
of adaptive design strategies based on users.

In both experimental sessions, the raw data exhibited a
large inter-subject variability, as evidenced by the signifi-
cant effect of the random factor Participant in the linear
mixed-effects models. Further analysis using clustering tech-
niques revealed the presence of two distinct groups of partic-
ipants. This indicates that participants employed different
strategies when evaluating the stimuli, assigning varying
degrees of importance to certain factors and even providing
contrasting ratings. The collected metadata on participants,
such as age, gender, and their interest or experience in acous-
tics or the automotive field, did not account for the observed
differences in evaluation strategies. Overall, the task of eval-
uating realism and naturalness proved challenging for the
participants, as indicated by their post-experiment reac-
tions. The results indicated that participants paid more
attention to factors such as Dynamic, Vehicle, and Noise
rather than the Transformation aspect involving formants
and modulations. This suggests that subtle variations in
timbre have minimal impact on the perceived realism and
naturalness of sounds within the interior car context.
Instead, consistent dynamic variations, noise levels, and
expected timbre (e.g., the choice of vehicle chord) play a
more significant role in shaping participants’ perception.

In summary, the findings of this study provide valuable
insights for refining strategies in the integration of dynamic
auditory feedback within the cabin environment. The
results indicate that modulations do not enhance the natu-
ralness of dynamic feedback in BEV, suggesting that these
specific timbre variations are not relevant parameters for
achieving a consistent environment. Also, the presence of
formants, which characterize the resonances of the vehicle,
preserved the realism of ICEV sounds and even increased
the naturalness of BEV sounds. These considerations
lead us to claim that the integration problem may be
related to other properties of the sound, such as spatial
features and features induced by the environment rather
than by the sound.

6 Conclusion

In this study, the focus was on investigating the impact
of timbre-related features observed in the interior sound-
scape measurements of ICEV, particularly the engine sound,
on the integration of dynamic auditory feedback in BEV.

The combustion process in the powertrain of ICEV
involves random amplitude and frequency micro-modula-
tions of the engine sound’s harmonic components. These
micro-modulations were modeled as slow normally dis-
tributed random variations in amplitude and frequency
for each harmonic component. It was hypothesized that
these micro-modulations could enhance the naturalness of
dynamic feedback by introducing non-deterministic
components.

Additionally, the vibroacoustic transfer from the engine
compartment to the car cabin results in resonant filtering.
These resonances were modeled as a combination of peak
filters. The assumption was that matching the acoustic
properties of the interior car environment would improve
the naturalness of dynamic feedback by aligning the sound
characteristics with the surrounding environment.

However, for ICEV sounds, it was found that refining
the engine sound model with micro-modulations did not
contribute to improving the perceived realism. Subse-
quently, the study evaluated the perceived naturalness of
dynamic auditory feedback in BEV. In this context, the
presence of resonances was found to improve the natural-
ness of the sound, indicating the importance of matching
the characteristics of the surrounding environment. These
results suggest that, rather than focusing solely on subtle
timbre variations, other aspects of the sound, such as
spatial aspects, may have a larger impact on achieving a
consistent integration of virtual sources in the car cabin.

To further explore this, a similar study was conducted
on the spatial integration of virtual sounds using a multi-
sensory environment, including Virtual Reality devices
[38]. This approach aimed to improve the contextualization
and the feeling of being immersed in a realistic car scene.
The obtained results from this study align with the afore-
mentioned considerations, leading to the proposal of inte-
gration strategies based on the spatial conformations of
virtual sources within the car cabin [39].
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