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I Introduction

Artificial neural networks interest many researchers for recent years, they are employed in a variety
of sectors, including image processing, signal processing, handwriting recognition, and facial recog-
nition. Sound recognition is a popular application of neural networks, which has sparked a lot of
interest.

In this article, we will elaborate in the first part the audio classification, by presenting the different
techniques of audio classification that are used. In the second part, we will present the Convolutional
Neural Network and the Spiking Neural Network. Finally, we will conclude by citing the current work

which is in progress related to audio classification using both these two types of neural networks.

IT Audio classification

Audio classification is a hot topic that occupies the attention of researchers as it is used in different
applications in different fields : telecommunication, robotics, marine and agricultural fields as well
as other fields. Audio classification consists of automatically determining the nature of the sound
signal. Several works have addressed this subject and different classification techniques have been
used. Dhanalakshm and al. [1] have used the GMM (Gaussian Mixture Models) method as a method
of classification which is a probabilistic model. The basis for using GMM in audio classification
is that the distribution of feature vectors extracted from a class can be modeled by a mixture of
Gaussian densities. Temko and al. [2] worked on SVMs (Support Vector Machines) which transform
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data into a high-dimensional space, this convert the classification problem into a simpler one which

can use linear discriminant functions. L.R. Rabiner and al.[3] used the HMM method in their work
which is widely used classification models in speech recognition. HMM is a finite set of states,
each of which has a probability distribution associated with it. A collection of probabilities known as
transition probabilities governs transitions between states. According to the corresponding probability
distribution, an outcome or observation can be generated in a specific state. Only the outcome is
known and the underlying state sequence is obscured. However, recent works on audio classification
use Convolutional Neural Networks [[4],[5], [6], [7]...]. The advantage of this technique is that it can
classify a large amount of data and increase the accuracy for image classification.

CNN (Convolutional Neural Network) is a feed-forward neural network which is able to classify
images based on feature extraction. CNN is composed of three main layers : convolution and pooling
layers, which perform feature extraction, and a fully connected layer, which maps the extracted
features into the appropriate class. Several CNN models have been proposed each of them has a
specific architecture but their purpose is the same is to increase the classification accuracy.[8]

SNN (Spiking Neural Network) [9] is the type of neural network that mimics the brain the most,
it is more biologically plausible than other traditional neural networks because it applies the actual
functioning of the neuron. In a biological neuron, a pulse is generated when the sum of the changes

in the potential of the presynaptic membrane exceeds the threshold.

IITI Work in progress

First, our work is to do the audio classification using convolutional neural networks by transforming
the audio signal into spectrograms and use these later as an input of a Convolutional Neural Network
to do the classification. Second, the same classification is made using Spiking Neural Networks based
on the CNN-SNN conversion method named Spkeras which was proposed by Dengyu Wu et al. [5]
which consists on detecting the activation layer in CNN to create SpikeActivation layer.

The dataset that we use include 20 animals and instruments sound [10]. This dataset is constructed
using Animal Sound Data and Instrument Data. Each audio is split into multiple samples. These
samples are divided into three parts: Train, Validation and Test sets which are disjoint. The train
set is composed of 16,636 samples, the validation set contains 3,249 samples and the test set contains
3,727 samples. The code of SpKeras uses Tensorflow and Keras.

This work consists on training of the train set using a Convolutional Neural Network then, we use
SpKeras to convert CNN into SNN after that we evaluate SNN model.

The objective is to prove the utility of using an Spiking Neural network than a Convolutional Neu-
ral Network, in addition, SNN are highly computationally and energy-efficient model and it can be
exploited in a neuromorphic hardware device such as SpiNNaker. The following table presents the

results of the experiments which shows the change in accuracy related to the number of epochs.

148




Number of epochs | CNN accuracy | SNN accuracy
50 80% 1%
100 7% 73%
200 79% 75%
300 80% 7%

IV  Conclusion

In this brief study, we sought to provide an overview of audio classification and the most used classi-

fication techniques that exist and introduction of Convolutional and spiking neural network, as well

as a glimpse into our ongoing work on audio classification using convolutional and spiking neural net-

works. As a complementary work, we will use a neuromorphic hardware in order to have an ultra-low

power acoustic classifier and for better performance.
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