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1. Introduction

Intelligent solutions driven by digitalization have a huge 
potential to foster e.g. climate protection targets [1]. Sharing 
services such as car sharing, bike sharing, or e-scooter sharing, 
as well as new mobility services such as flexible on-demand 
ride pooling services, play an important role for the 
transportation sector [2], which accounts for the second-largest 
emissions in EU [3]. These concepts act and store their data for 
other providers independently and separately. IPS2 represent a 
new solution-oriented approach for delivering value in use to 
the customer during the whole life cycle of a product. They aim 
to combine value-adding services and products [4]. In this 
context, Mobility as a Service (MaaS), is not a completely new 
thought pattern that provides a new direction for personal 

mobility improvements although, it can be seen more as an 
evolutionary continuation of the ongoing digital integration of 
information relevant for travelers [5]. Such MaaS solutions 
deliver users’ transport needs through a single interface of a 
service provider [6, 7]

However, it is questionable how the increasing volumes of 
data in a data economy [8] can be sustainably collected, 
networked, and analyzed so that several providers can benefit 
from data sets and mobility becomes a service for the customer. 
According to a German study from 2022 regarding data 
economy [9], Business to Business (B2B) data sharing entails 
several obstacles. For example, in addition to incompatible 
datasets, lack of matching partners, or legal uncertainties have 
been seen as the biggest obstacles, while data privacy is also a
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Abstract 

Industrial Product-Service Systems (IPS²) confront design organizations with new challenges. One of those is the need for co-designing products 
with services, and their underlying service provider and supplier networks including the business models driving their cooperation for value 
delivery to the end users. In this context, data collected about all the organizations involved in IPS² design and delivery are becoming increasingly 
valuable assets for both, the design as well as the continuous improvement, adaptation, and optimization of IPS². In today’s company IT 
infrastructures, data is typically managed in centralized data warehouses or data lakes. In order to cope with the dynamic nature of IPS² design 
and operation, agile de-centralized data organizations would be appropriate. Qualitative statements about the feasibility of some decentralized 
architectures realized with data mesh principles are given from practical use cases. This work focuses on a decentralized data architecture to 
enabling IPS² design and operation. Therefore, this work investigates the related challenges from centralized databases and proposes a 
decentralized concept solution tackling the requirements data privacy, data traceability, data accountability and data usability for the use case of 
a Mobility as a Service (MaaS) data ecosystem. For this purpose, compared to existing use cases, modern technology solutions such as blockchain 
technology and smart contracts are integrated in the concept.
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huge challenge when it comes to the exchange of data with 
others. 

Data is often stored in centralized data bases, in Big Data 
Warehouses or Data Lakes [10]. To make organizations truly 
data oriented, a paradigm shift can be realized with the
decentralized data mesh concept. Here, data is organized in 
domains and self-managing data teams which carry out their 
own work in an agile and product-oriented way [11].  

This work therefore attempts to provide a decentralized 
design proposal for a data architecture based on existing 
fundamental design patterns that meets the requirements of the 
customer and the service provider in a data ecosystem (data 
privacy, data traceability, data accountability, data usability).
For this purpose, principles of the data mesh concept are used 
and combined with blockchain technology and smart contracts 
as modern solutions to fulfil the requirements. 

To provide such a concept, this paper proceeds as follows. 
Chapter 2 defines the terms Industrial Product-Service 
Systems, Data Mesh and Digital Ledger Technology. It then 
provides a quick overview of the current research status as well 
as the research question. Chapter 3 discusses the challenges of 
centralized data architecture and presents practical use cases of 
decentralized data architecture concepts. In chapter 4, the 
presentation of the derived decentralized data architecture 
concept is given. In chapter 5, an evaluation and discussion of 
the findings, limitations and an outlook on possible future 
research follows. Chapter 6 concludes the paper.

2. Background, Research Question and Methodology

2.1 Industrial Product-Service Systems

Industrial Product Service Systems (IPS2), specified as
integrated product and service components, represent a new 
solution-oriented approach to delivering value to customers 
throughout a product's lifecycle [12]. They are characterized by 
the integrated and mutual planning, development, creation and 
use of product and service parts including software components 
in business-to-business applications. IPS² foster Circular 
Economy, leading to an increased lifetime, and more effective 
use of products and material. This typically goes with a break
in ownership, which requires having more and precise data 
about the RUL (remaining useful life) of products. For this, 
data need to be collected all through the products’ life cycle, 
and made coherent and useful [13]. Brissaud et al. [13] consider 
data-enabled design more appropriate in the context of IPS², 
since design shall be value-driven, and data are just a means to 
achieve that. In this context, service life cycle data enable 
feedback of real service use patterns to the design of the 
underlying products, processes, and infrastructure. 

2.2 Data mesh

Data mesh can be seen as a cultural shift in how companies 
think about their data. Instead of data being a byproduct of a 
process, it becomes a product (Product Thinking) [14]. The 
data mesh concept is promoted as a solution to the challenges 
that centralized data structures bring, such as accessibility and 

organization of data [10]. Hence, the term “paradigm shift”
associated with data mesh emerges [11].

The purpose of a data mesh is to use its transformation to 
solve the loss of the nature of data itself, the high costs 
associated with managing monolithic architectures (e.g., Data 
Warehouses or Data Lakes) [15], and the significant pressure 
on data teams. To achieve this, data mesh should be based on 
four core principles (cf. Table 1): domain-oriented 
decentralized data ownership and architecture, data as a 
product, self-service data platform, and federated 
computational governance [14]. 

Table 1. Data mesh principles.

Domain-
oriented 
decentralized 
data 
ownership 
and 
architecture
[14], [16]

 Decentralized team composed of domain representatives, a clear ownership and 
distributed responsibility for each data product 

 Organization’s teams that can better understand and produce the data of their specific 
business domain 

 Ownership is decentralized, and the provision of analytical data must always be 
coordinated with established domains

 Domains can both store and provide their data

Data as a 
product
[10], [14]

 Concept of "Product Thinking" becomes the organization's top priority 
 Analytical data is now seen as a product, and consumers of this data are now seen as 

customers to fulfill their needs
 Existence of a high-level infrastructure allowing the teams to produce and maintain 

their data products 
Self-serve 
data platform
[14], [17]

 A platform is needed to independently manage the domains 
 The self-service platform must be able to provide the tools and interfaces needed to 

create and maintain data products 
Federated 
computational 
governance
[17]

 A governance model must be created which enables interoperability between different 
domains
 Execution of decisions and the decentralization and independence of each domain

 The federated computational governance concept is a complex model that does not 
reject change 

2.3 Distributed Ledger Technology

Distributed Ledger Technology (DLT) is a technology with 
a decentralized database. It allows transactions to be stored in 
a distributed decentralized system across all participants [18]. 
To guarantee data safety, each node checks a new transaction 
on validity [19]. This leads to greater transparency and thus to 
the reduction of information asymmetries within a supply chain
[19, 20]. 

DLT is often used synonymously with blockchain, but 
blockchain is only the most common form of DLT concepts
[21]. DLT’s can be public or private; in a public DLT, a new 
node can join the system directly without being accepted by 
others. There are also DLT systems that are only accessible to 
a certain group of participants [22]. Moreover, DLT allows the 
application of smart contracts [21], i.e., digital programs that 
execute themselves when the terms of the agreement are met
[23]. With this possibility, verification of compliance by 
transaction partners is guaranteed. In addition, smart contracts 
support integrity and trust across all participants as a result 
[19].

2.4 Research Question and Methodology

Research to date tends to focus on private blockchain 
solutions and has not yet conclusively clarified the use of public 
DLT and its technical specifications [24]. This again highlights 
the need for a data architecture that combines existing use cases 
and places them in the context of public DLT systems [25]. 
Therefore, this work considers a decentralized architecture 
with a public DLT system to fulfill the requirements of all 
supply chain participants by answering the following research 
question: What is a possible design of a decentralized data 
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architecture built on a public DLT system including data mesh
principles to fulfil the requirements of participants of a data 
economy such as data security, data traceability, data 
accountability, and data usability for IPS2? 

To answer this research question, functional requirements 
for the data architecture are first derived from literature and 
from the perspective of stakeholders of the data ecosystem of 
IPS². Subsequently, an investigation of existing, implemented 
data architectures against the requirements takes place. With 
this knowledge, a proposal of a design concept that does not 
have the limitations of existing solutions and which is based on 
validated technological building blocks, can be achieved.
Based on this, a critical evaluation of the concept against the 
requirements follows. The validation regarding the practical 
implementation still must be carried out.

3. Design of Decentralized Data Architecture Concept

3.1 Challenges and requirements of data architectures

Many organizations manage their data in centralized 
databases (e.g., Big Data Warehouses, Data Lakes), which 
suffer from the problem of an overload of data teams in 
response to the growing needs of the organization. Even though 
data lakes are currently the most common type of data 
architecture used by organizations [14], they do not meet the 
latter’s needs in terms of data ownership and traceability. More 
generally, in today's supply chains, there are two common ways 
of operating information systems: 

1) Each supply chain participant manages their own data, 
without access or sharing with others. 

2) Parties in the supply chain depend on a trusted third party 
to exchange data [21]. 

Both solutions are fraught with problems: the central entity 
must be trusted not to modify the data and to manage it securely
[26]. As for management and liability, there is the question of 
responsibility in case of errors.

In case the central storage device fails, it affects the entire 
network, and a single point of failure appears [10, 27]. This
leads to an unsatisfactory alignment between the architecture 
and the organizational needs. Therefore, the problems of the 
loss of the nature of the data itself, high costs related to the 
management of monolithic architectures, significant pressure 
on data teams, among others must be tackled [10]. Looking 
closer into practical use case like car sharing, requirements of 
participants of a supply chain have also been managed by 
building up a data architecture. There exists a huge conflict 
between a customer’s privacy requirement and the demand of 
accountability. That means, customers would like to have data 
privacy assured while using a service, but service providers 
need to have the ability to know the real identity of a customer. 
In addition to data privacy and accountability, traceability 
and usability are also significant for the service provider side 
[24].

Therefore, the following functional (FR) non-functional 
(NFR) requirements can be derived for the design of a 
decentralized data architecture including data mesh principles
(cf. Table 2). 

Table 2. Requirements of data economy design concept.

FR 1: Data privacy The design should preserve customer’s data privacy. Service providers must 
only be allowed to see certain customer data and is not allowed to access all 
supply chain data. 

FR 2: Data traceability Stored transactions must not be modifiable and changes to the customer 
data must be traceable for other parties of the data ecosystem. Service 
providers must be able to trace both customer and product related data.

FR 3: Data 
accountability

Customer data must be available with the transaction of the service.

FR 4: Data usability Front-end access for customers and service providers must be given. Back-
end access for service providers should be provided in addition. 

NFR 1: Decentralized 
architecture

The design should be realized with a decentralized database.

3.2 Practical decentral architecture solutions

To build up a design for an architecture tackling all the 
challenges, it is important to understand in a first step how the 
requirements are already managed in already existing data 
architectures of organizations. In the following, four use cases 
are presented in which decentralized architectures are used. In 
each of the use cases, solutions to the challenges of the central 
architectures and the mentioned requirements can be found. 

As a leading fashion platform in Europe, Zalando must
store, process, and use significant amounts of data per day in 
the e-commerce business. For this purpose, Zalando has been 
using a data lake as central database for a long time. However, 
to counteract the disadvantages such as the lack of ownership 
of the data, the poor quality of the data after its processing and 
the organizational one, Zalando switched to its own data mesh
approach. Zalando has implemented the treatment of data as a 
product and the provision of resources for quality assurance of 
the data with additional understanding of its use through some 
changes. The original central data lake storage has been 
retained and a metadata layer and governance containing 
information about it has been added. Thus, retaining the 
original centralized processing platform does not provide an 
all-encompassing decentralized architecture design. Users can 
also integrate their data with their data into the common 
infrastructure through Simple Storage Service (S3) buckets (FR 
4). Information on specific frontend applications is not 
provided. Furthermore, clusters (spark clusters) are available 
on the processing platform, and users use these technologies 
without the team responsible for the infrastructure having to 
know what the users are doing (FR 1, FR 3). With regard to FR 
2, Zalando creates a data infrastructure as a platform with an 
interoperable service environment [10,28].

Netflix as a streaming service provider must be able to 
handle and integrate large amounts of data. The user can use 
technologies such as GraphQL and Apache Iceberg to gain 
access to a metadata catalog from which it is possible to create 
his pipelines and access to a list of pipelining process standards 
(FR 3). Changes in the database trigger the entire process. 
Because these entities are owned by the customer, these entities 
transfer changes to the data repository and persist changes in 
an Apache Iceberg table. This provides an approach to ensure 
data privacy (FR 1). In order for the customer to find an easy 
handling of the service (FR 4), Netflix uses a topology with 
audit mechanism that is present in the data source, in the output 
of the processor and in the data batches stored in Apache 
Iceberg format. In this way, the accuracy is checked in the data 
source (FR 2)[10, 29].

DAPA is designed as a decentralized, accountable, and 
privacy-preserving architecture for car sharing services [24]. 
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DAPA consists of five major phases: system setup, customer 
registration, car rental, car audit, and customer revocation. In 
the concept architecture, decentralized and dynamic validation 
servers are employed to assist in managing customers’ real 
identities instead of a single trusted authority to reduce reduces 
the risk of the single point of failure and to build decentralized 
trust for customers (FR 1, NFR 1). Moreover, a new privacy-
preserving identity management scheme (PPIM) achieves 
privacy preservation for customers (FR 1) and accountability 
for car sharing service providers (FR 3). The service provider 
has the possibility to verify the validity of customers 
‘identifications without revealing customers’ real identities 
(FR 1). In addition, the concept is designed for efficiency in 
terms of computational costs and communication overheads. 
Even if the concept already includes data privacy elements, 
solutions such as smart contracts and blockchain but have not 
yet included it in their concept. 

Gaia-X is an European initiative aligned with the EU 
Commission to provide an open, transparent and secure digital 
ecosystem, where data and services can be made available, 
collated and shared in an environment of trust [30]. 
Companies and citizens will collate and share data while 
keeping control over them with the implementation of secure 
federated identity and trust mechanisms (FR 1, FR 2). The 
architecture of Gaia-X is based on the principle of 
decentralization (NFR 1). A networked system linking many 
cloud services providers together is based on the values 
openness, transparency, and trust (FR 3). Therefore, aligning 
network and interconnection providers, Cloud Solution 
Providers (CSP), High Performance Computing (HPC) as well 
as sector specific clouds and edge systems is necessary. Easy 
access to the available providers, nodes and services is 
guaranteed and data will be provided through federated 
catalogues. Moreover, sovereign data services to ensure the 
identity of source and receiver of data make data accountability 
safe (FR 1, FR 3). 

Catena-X is a project providing the first open and 
collaborative data ecosystem for the automotive industry of the 
future based on a Gaia-X compliant IDS-system [31]. It 
includes a global data space hosting industry, linking suppliers 
globally through an interoperable and trusted data-driven value 
chain. Here, the principle of data as a product is followed. The 
claim is data sovereignty and control over the data (FR 1, FR 
2). As a central communication component of the Catena-X 
architecture, the Eclipse Data Space Connector (EDC) creates 
the connection for sovereign, cross-organizational data 
exchange, thereby implementing data ownership (FR 1). The 
network foundation is built upon shared services and GAIA-X 
/ IDSA principles. Gaia-X and Catena-X show the first 
practical use case example for a general data economy system.

All these practical examples show the feasibility and added 
value of decentralized organization of data. Error! Reference 
source not found. evaluates requirements fulfilment (“X” 
means full fulfilment, “(X)” stands for partial fulfilment). It 
becomes visible that none of these decentralized concepts
combines data mesh principles and the requirements of 
participants of an IPS² data economy in one architecture design.

Table 3. Requirements fulfilment of different practical use cases.

Use case Data 
privacy

Data 
traceability

Data 
accountability

Data 
usability

Decentralized 
architecture

DAPA X (X) X X X

Decentralized, accountable and privacy-preserving architecture
Zalando X X X X (X)

Maintain centralized data lake storage with addition of metadata layer and governance; including 
data mesh principles

Netflix X X X X (X)

Prioritize reducing operational complexity rather than achieving best results in terms of cost and 
performance; including data mesh principles

Gaia-X X X X (X) X

Open, transparent and secure digital ecosystem based on the principle of decentralization
Catena-X X X (X) (X) (X)

First open and collaborative data ecosystem with a decentralized governance across few 
organizations

4. Decentralized Data Architecture Concept for a Data 
Economy 

In our design proposal, the fulfillment of the previously 
derived requirements is of key importance. Based on the 
practical use cases, it is possible to develop a data architecture 
with the help of the solutions prevailing in the literature (Data 
mesh, blockchain, smart contracts) to fulfill the given 
requirements for the design of a data economy system (cf. 
Figure 1).

Figure 1. Decentralized data architecture design concept

4.1 Data Collecting and Transmission 

To ensure a decentralized distribution (NFR 1), most of the 
data is not collected via S3 buckets unlike the Zalando solution
but stored directly in a decentralized storage system. The 
master data of the customer (e.g., name, address, address) must 
first be included in the application example of this work. An 
application example in the context of MaaS is the case that 
person A wants to travel from Munich to Hamburg as fast and 
climate friendly as possible. The platform should therefore 
propose the best possible service provider based on the master 
data provided. Thus, the way must be found via an application 
to first record master and transaction data of customers and 
service providers (e.g., airlines, car sharing providers, rail 
service providers, etc.). 

All data is stored on the storage component so that all 
changes can be tracked. For ease of use for the customer, dApp 
can be used as an interface [32]. This frontend application 
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offers a simple solution for manually entering master and 
transaction data (FR 4) [33].

DApps have the advantage of being able to regulate access 
and thus provide each entity with individual user interfaces to 
ensure that not every service provider receives data 
indiscriminately. In addition, all affected entities are notified 
via the access portal as soon as a manual entry has been made.  
This input can then be verified and confirmed by the other 
entities. If an entity is still missing, the system automatically 
checks the entity and reminds it to complete the missing data 
(FR 2, FR 3). Consequently, this application also serves as a 
data provider for the entire supply chain, as it ultimately 
provides relevant data for confirmation by its controls [33].

4.2 Data Storage 

The resulting master and transaction data of the customer 
and the service provider are passed directly to the storage 
components, where they are stored and processed. The concept 
design includes modern technologies such as DLT technology 
and smart contracts as a solution proposal for a sustainable data 
ecosystem to master the following challenges: (1) Processing 
large amounts of data with high performance and low latency; 
(2) Scaling problems of a blockchain; (3) Storage of different 
types of data.

The use of a combination of off-chain and an on-chain 
component should provide a solution to process large amounts 
of data from the data ecosystem [27]. This intermediate 
component also solves the scaling problem of the blockchain 
[32]. In addition, it is also possible to store files of different 
types on the off-chain component (not only transaction data) 
[33]. This also allows, for example, the uploading of pictures 
of driver's license for the use of car sharing, which individual 
customers must also upload to the platform for control. 

In order to be able to use a secure and immutable DLT at the 
same time, the off-chain storage structure is connected to a 
DLT, on which, however, only the hash values of the data and 
smart contracts with the corresponding input data are stored 
[28] (FR1, FR 2). Here, FR 1 is promoted by the modern 
solution with smart contracts. This also ensures the 
implementation of access restrictions, as not all entities in the 
supply chain are allowed to view all data. Smart contracts also 
regulate the exchange of data between the on-chain and off-
chain components [34]. This data exchange can be made 
possible by oracles [35]. Data generated by data storage on the 
off-chain component follows the same principle as with a DLT.
Thus, the off-chain generated hash values can be stored on the 
DLT [36].  

The on-chain solution can be implemented via the Ethereum 
platform [27, 34]. This platform also enables the use of smart 
contracts. In addition, Ethereum supports various programming 
languages for smart contracts (e.g., Solidity), which is 
particularly advantageous in a system with many entities, as the 
entities can be used with preferred programming languages [34, 
37]. An additional advantage is the support of various 
interfaces for communication between Ethereum nodes and the 
dApp. Consensus mechanisms are used to validate and confirm 
the data on the blockchain. The automatically and manually 
generated data stored via IPFS is validated using a special 

consensus mechanism based on different trust centers [21]. 
Since all service providers want to avoid loss of reputation, 
they are encouraged to report the manually collected data 
correctly. 

To describe the data of the on-chain resources, the data 
storage and the smart contracts, a meta data layer is used. This 
makes it possible, for example, to determine general data about 
new blocks in the chain, number of transactions or information 
about the integrity of the blockchain.

5. Discussion and Evaluation

All practical examples analyzed in chapter 3 show the 
feasibility and added value of decentralized organization of 
data. The design presented in chapter 4 incorporates elements 
of best practice examples and combines data mesh principles 
with modern technologies such as blockchain and smart 
contracts to organize data sets sustainably for the use case 
example MaaS in a data economy.

Table 4. Implementation of requirements in the design concept.

Data Mesh principles 
(Data ownership, Data as a Product, Self-serve data platform, 

Federated computational governance)
FR 1: Data 
privacy

 Smart contracts regulate data exchange between on-chain and off-chain 
components.

 This also ensures the implementation of access restrictions, since not all entities in 
the supply chain are allowed to view all data.

 DApps have the advantage of being able to regulate access and thus also provide 
each entity with individual user interfaces to ensure that not every service provider 
receives data indiscriminately.

FR 2: Data 
traceability

 DApps as application for data recording. 
 All entities concerned are notified via the access portal as soon as a manual entry 

has been made. 
 Checking and confirmation of the input from the other entities possible. 
 In case of missing input, the system automatically checks the entity and reminds 

them to complete the missing data.
 Meta data layer for data visualization of general process data.

FR 3: Data 
accountability

 DApps have the advantage of being able to regulate access and thus also provide 
each entity with individual user interfaces.

 In case of missing input, the system automatically checks the entity and reminds it 
to complete the missing data.

FR 4: Data 
usability

 For ease of use for the participants, dApp is used as an interface. 
 IFRS and Ethereum serve as back-end solutions (DLT: on chain, off-chain solution).

NFR 1: 
Decentralized 
architecture

 Decentralized data storage with data ownership of each participant.

The whole concept tries to achieve a design that includes the 
socio-technological data mesh principles (data ownership, data 
as a product, self-serve data platform, federated computational 
governance).
Data ownership is related to the organization of data. That 
means, a decentralized architecture needs a clear ownership 
and distributed responsibility for each data product. In the 
design concept, every service provider is responsible for their 
data and not any other service provider can access other data 
indiscriminately. Moreover, data as a product is realized 
through the fact that data in the data economy are seen as a top 
priority product now, while consumers of these data as 
customers. The goal is to fulfill the customers’ needs. 
Therefore, the concept design tries to fulfill all requirements of 
the data ecosystem. The principle of self-serve data platform
requires a platform to provide the tools and interfaces needed
to create and maintain data products. This platform is given 
through the whole design concept with its backend and 
frontend solution proposals.

Since Catena-X can already be seen as an approach to 
provide an open and collaborative data ecosystem, with 
federated governance, this work achieves an approach which 
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enables interoperability between different participants. This 
includes the execution of decisions and the decentralization and 
independence of each participant in the data ecosystem. 

The proposed design concept attempts to map central 
requirements in IPS2 and can thus be transferred to further 
application examples in the context of Industry 4.0 and flexible 
network production. Nevertheless, this work also has some 
limitations: First, its practical validation is only in a very early 
phase, since its deployment in practice requires adequate 
partnerships and IT infrastructure. Second, the processing of 
large amounts of data is of great importance in this data 
ecosystem and is realized via an on-off-chain solution. This 
work focuses on a public, permissionless solution, which is 
logic-oriented, while private DLT solutions have not been 
considered so far. Third, the scalability of the data ecosystem 
is based on a theoretical consideration only at this stage. Forth, 
this work did not yet investigate the skills required by designers 
to propose and implement the proposed concept in the context 
of IPS² design projects.

6. Conclusion and Outlook

We have proposed a decentralized data architecture that 
provides the enabling basis for modern IPS2 with MaaS as an 
exemplary use case. The essential unique contribution lies in 
covering the requirements of a data ecosystem i.e., data 
privacy, data traceability, data accountability, and data 
usability. In our future work, we aim at validating our proposed 
concept with pilot partners from automotive industry in the 
context of Industry 4.0. From an education perspective, we will 
investigate how designers can be trained and empowered to be 
able to consider the proposed solution concept. 
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