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Abstract 

 

Models of emotion processing suggest that threat-related stimuli such as fearful faces can be 

detected based on the rapid extraction of low spatial frequencies. However, this remains 

debated as other models argue that the decoding of facial expressions occurs with a more 

flexible use of spatial frequencies. The purpose of this study was to clarify the role of spatial 

frequencies and differences in luminance contrast between spatial frequencies, on the 

detection of facial emotions. We used a saccadic choice task in which emotional-neutral face 

pairs were presented and participants were asked to make a saccade toward the neutral or the 

emotional (happy or fearful) face. Faces were displayed either in low, high, or broad spatial 

frequencies. Results showed that participants were better to saccade toward the emotional 

face. They were also better for high or broad than low spatial frequencies, and the accuracy 

was higher with a happy target. An analysis of the eye and mouth saliency of our stimuli 

revealed that the mouth saliency of the target correlates with participants’ performance. 

Overall, this study underlines the importance of local more than global information, and of 

the saliency of the mouth region in the detection of emotional and neutral faces. 

Keywords: facial expressions; eye movements; spatial frequencies; contrast; visual saliency 
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1. Introduction 

 In everyday life, the ability to detect a face is crucial, as faces convey essential information 

for appropriate social behaviour, especially through their expression. Thereby, the human visual 

system developed specific mechanisms to efficiently process faces (Haxby et al., 2000; Liu et al., 

2002; Zhao et al., 2018) and several behavioural experiments highlighted the preferential processing 

of face stimuli (Cerf et al., 2009; Coutrot & Guyader, 2014; Farah et al., 1998; Langton et al., 

2008). For example, some studies using eye-tracking showed that faces can be detected as early as 

100 ms, whereas more time is needed for the detection of other stimuli, such as vehicles or animals 

(Crouzet, 2010; Entzmann et al., 2021; Kauffmann et al., 2019, 2021).  

This efficient and fast processing of face stimuli might be explained by the fact that face 

detection relies on coarse more than fine information (Awasthi et al., 2011; Goffaux et al., 2011; 

Goffaux & Rossion, 2006; Guyader et al., 2017; Peters et al., 2018; Quek et al., 2018). In fact, 

visual perception is thought to be based on the parallel extraction of different visual features on 

different spatial frequencies and to follow a default, predominantly coarse-to-fine processing 

sequence (Bar, 2003; Hegde, 2008; Kauffmann et al., 2014; Kauffmann, Chauvin, et al., 2015; 

Musel et al., 2012; Petras et al., 2019; Peyrin et al., 2010; Schyns & Oliva, 1994). Low spatial 

frequencies (LSF; carrying coarse information) would be extracted first and rapidly processed 

allowing to form a coarse representation of the visual input, while high spatial frequencies (HSF), 

which convey finer information (e.g., details and edges), would be carried more slowly and used to 

refine the first LSF-based analysis. Several studies highlighted the primary role of LSF information 

in face processing (Awasthi et al., 2011; Goffaux et al., 2011; Goffaux & Rossion, 2006; Guyader 

et al., 2017; Peters et al., 2018; Quek et al., 2018). For example, Goffaux and Rossion (2006) 

showed that the whole-part advantage (i.e., superior recognition of the eyes when it is presented in 

the context of a whole face rather than isolated) in an identity matching task was larger with LSF 

and broad spatial frequency (BSF; i.e., unfiltered images) than HSF images. Moreover, Guyader et 

al. (2017) presented simultaneously a face and a vehicle image, both presented either in BSF, HSF 

or LSF, and asked participants to make a saccade toward the face. They observed that within 130-

140 ms participants were able to make more correct than incorrect saccades to faces in BSF or LSF, 

whereas they required more time for images presented in HFS. 

 Therefore, the processing of faces may primarily rely on the extraction of LSF information. 

Previous studies have demonstrated that face identification is dependent on spatial frequencies 

between 7 and 16 cycles per face (e.g., Gaspar et al., 2008; Gold et al. 1999; Näsänen, 1999; 

Willenbockel et al., 2010). However, the role of spatial frequencies in the detection of facial 

expressions is not as well-established. Facial expressions provide indications on the emotional state 

of others, and consequently, on the identification of potential threats. Classical views of the visual 
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processing of emotional stimuli in the brain suggest that LSF play a crucial role in the perception of 

threat-related stimuli, such as fearful faces. This hypothesis relies on the existence of a short and 

direct superior colliculus-pulvinar pathway to the amygdala which enables rapid detection of threats 

(LeDoux, 2000; Méndez-Bértolo et al., 2016; Morris, 1998; Öhman, 2005; Tamietto & de Gelder, 

2010; Vuilleumier et al., 2003). This subcortical pathway is supposed to transmit LSF information 

in parallel to a slower cortical pathway that transmits finer information. This view is notably 

supported by an fMRI study, showing overall higher activation in the amygdala when fearful rather 

than neutral faces were presented to participants (Vuilleumier et al., 2003). Specifically, this effect 

was only significant if the image presented was in LSF or BSF. Similarly, using intracranial EEG 

recordings in the amygdala fearful faces were found to evoke an early activity (75 ms post-stimulus 

onset), but only when they were in BSF or LSF (Méndez-Bértolo et al., 2016). Finally, Burra et al. 

(2019) demonstrated that presenting fearful faces in the blind visual field of a patient with cortical 

blindness did not elicit an amygdala response when the images were presented in HFS. Overall, 

these neuroimaging studies suggest that facial expressions can be detected rapidly, through LSF 

information only. In this sense, computational studies showed that the information carried by LSF is 

sufficient to discriminate facial expressions (Mermillod et al., 2009, 2010).  Using fast periodic 

visual stimulation and EEG, Van der Donck et al. (2020) found that at least spatial frequencies 

higher than 5.93 cycles per image were needed to differentiate fearful from neutral faces. But, their 

results also suggest that HSF plays a key role in fear discrimination, as the oddball EEG signal was 

strongest in HSF (between 94.8 and 189 cycles per image). 

 The existence of a subcortical pathway for the rapid detection of fearful faces, as well as the 

crucial role of LSF, is still a matter of debate (e.g., Pessoa & Adolphs, 2010). For example, 

McFadyen et al. (2017) used magnetoencephalography to measure neural activity while participants 

performed a gender discrimination task of neutral and fearful faces in LSF or HSF. They 

demonstrated through dynamic causal modeling that the most likely underlying subcortical neural 

network consisted of a pulvinar-amygdala connection that was neither influenced by spatial 

frequencies nor by emotions, in line with other dynamic causal modeling results. Overall, studies in 

the literature did not consistently find differences between neutral and fearful faces in LSF or 

unfiltered images (Corradi-Dell'Acqua et al. 2014; Fitzgerald et al., 2006; Garvert et al., 2014; 

Ottaviani et al. 2012). And, some studies suggested that responses in the visual cortex can occur 

with latencies similar to those observed in subcortical areas (e.g., Krolak-Salmon et al., 2004). Also, 

several studies underlined a more flexible use of spatial frequencies to decode facial expressions, 

occurring later in the time course of visual processing (Schyns et al., 2009). Different spatial 

frequency bands would be used depending on the facial expression (Cassidy et al., 2021; Kumar et 

al. 2011, Morrison & Schyns, 2001; Oliva & Schyns, 1997; Smith & Schyns, 2009) and the task 

https://www.sciencedirect.com/topics/medicine-and-dentistry/visual-stimulation
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(Schyns & Oliva, 1999; Smith & Merlusca, 2014). For example, fearful face categorisation might 

rely mostly on the wide-opened eyes and therefore on the extraction of HSF, whereas a larger scale 

would be used for other expressions (Adolphs et al., 2005; M. L. Smith et al., 2005; Stein et al., 

2014). Also, Schyns and Oliva (1999) found that when participants were asked to categorise facial 

expressions as angry, happy, or neutral, LSF were used more often. In contrast, when the task was 

to indicate whether the face was expressive or neutral, HSF were used more often. However, such 

behavioural studies on the role of spatial frequencies in the processing of facial expressions used 

manual responses and may reflect processes occurring at a later stage of visual processing than what 

is described in neuroimaging studies on fast fear detection. 

In a previous study, we tested the detection of emotional and neutral faces using a saccadic 

choice task. More precisely, emotional-neutral pairs of faces were presented to participants, who 

were asked to make a saccade as fast and as accurately as possible toward the emotional (happy or 

fearful) or the neutral face (Entzmann et al., 2021). The use of saccadic eye movements as a 

behavioural response provides a more precise measure of visual processing speed than what allows 

manual responses (Kirchner & Thorpe, 2006). Also, in our opinion, this paradigm is ecological 

since in everyday life faces rarely appear in central vision, and a natural response to emotional 

stimuli is to orient the gaze towards it. But, more importantly, using more peripherally presented 

stimuli allows us to test the subcortical processing of emotional faces in a more appropriate setting. 

Indeed, the subcortical pathway is supposed to allow the rapid detection of a threat in peripheral 

vision based on LSF information provided by rod photoreceptors (e.g., LeDoux, 2000; Tamietto & 

de Gelder, 2010). At the neural level, the subcortical pathway is assumed to reach the amygdala 

faster, and from there the information could reach the superior colliculus to trigger saccadic 

responses (Mulckhuyse et al., 2018). We aimed to test the possibility that saccadic responses (which 

cannot be assessed with centrally presented stimuli) could provide a better assessment of the fast 

detection of LSF stimuli (e.g., fearful faces). Previously, we found that participants were faster and 

made fewer errors when they had to saccade toward the emotional than the neutral face. This was 

especially the case when the emotional face was happy (Entzmann et al., 2021). Using an artificial 

neural network, we showed that this advantage for happy faces can, at least partly, be explained by 

perceptual factors. More precisely, the network was trained and tested on its ability to discriminate 

a neutral from an emotional face, and performed better when the emotional face was happy rather 

than fearful. We also analysed the saccade endpoints and we observed that saccades landed lower 

on happy than fearful faces, suggesting that local features like the mouth or the eyes attracted the 

gaze differently according to the emotional expression. Indeed, the eyes and the mouth are the most 

useful parts to discriminate facial expressions (Blais et al., 2012; Eisenbarth & Alpers, 2011; Smith 

et al., 2005; Smith & Schyns, 2009; Wegrzyn et al., 2017). It is likely that the saliency of these 
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regions, or their respective diagnosticity, varies according to the expression, and shifts the endpoints 

of the saccades.  

In the present paper, we reproduced the eye-tracking experiment introduced by Entzmann et 

al. (2021), but with different spatial frequency conditions. This can be seen as an equivalent to what 

Guyader et al. (2017) did for face detection, as they use a saccadic choice task with face-vehicle 

pairs presented in HSF, LSF, and BSF. In our previous study participants were required to switch 

target categories, the emotional or the neutral face, between sessions. Despite that in each session 

the instruction requires the participants to distinguish between the same emotional and neutral faces, 

we found that participants were faster and made fewer errors when saccading towards emotional 

faces. This result aligns with existing literature showing that emotional targets are detected more 

efficiently than neutral ones in visual search (see for a review, Frischen et al., 2008) or saccadic 

choice tasks (Bannerman et al., 2009; D’Hondt et al., 2016). Then, even when participants are 

required to distinguish between two images, the more salient stimulus is detected first, capturing 

their attention. This heightened processing may arise from either the emotional value of the 

stimulus, its salient perceptual features, or both (e.g., Lundqvist et al., 2015; Mermillod et al., 2009; 

Öhman et al., 2005). At the brain level, it would be associated with increased activation in the 

amygdala or the visual cortex (although activation in the visual cortex may be modulated by signals 

from the amygdala; Vuilleumier et al., 2015). Indeed, fearful faces are strongly linked with 

amygdala activation, but the amygdala is generally more active in response to emotional than 

neutral faces (Fusar-Poli et al., 2009; Sanders et al., 2003). Therefore, we suggest that emotional 

faces may have a higher signal in the saccade map, particularly for short-latency saccades, which 

would bias attention toward them (Klink et al., 2014; Bisley and Mirpur, 2019). Overall, the 

superior-colliculus-pulvinar pathway could be involved in this effect by transmitting rapidly the 

LSF information about facial expressions to the amygdala (Mulckhuyse et al., 2018). 

 Our purpose was first to clarify the role of spatial frequencies in the detection of emotional 

faces. Several methods can be employed to investigate the use of spatial frequency content in a task. 

Most of the studies that we have cited in the previous paragraphs used fixed high and low-pass 

filters to isolate the high or low spatial frequencies of an image (e.g., Goffaux & Rossion 2006; 

Guyader et al., 2017; Kumar et al., 2011; McFadyen et al., 2017; Méndez-Bértolo et al., 2016; 

Vuilleumier et al., 2003). A high-pass filter retains only the spatial frequencies above a chosen 

cutoff frequency, while a low-pass filter retains only the spatial frequencies below a chosen cutoff 

frequency. With this method, cutoff frequencies are fixed beforehand, and can vary between 

studies. Other methods, such as spatial frequency Bubbles (Willenbockel et al., 2010; Plouffe-

Demers et al., 2019; Charbonneau et al., 2021), band masking (Gaspar 2008), and bandpass filtering 

(Gold et al., 1999), can also be used to manipulate the spatial frequency content of stimuli. Spatial 
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frequency Bubbles, for example, involves presenting stimuli with randomly sampled patches of 

spatial frequencies to determine which frequencies are important for a particular task. This method 

requires more trials, but it is particularly useful for identifying the most diagnostic spatial 

frequencies for a task, with the computation of precise spatial frequency tuning curves. Band 

masking involves masking specific frequency bands of a stimulus to determine the contribution of 

those bands, and bandpass filtering involves filtering out all frequencies except a specific range to 

selectively examine the contribution of those frequencies. In our study, our goal was not to assess 

diagnostic frequency bands, but rather to dissociate the contribution of low and high spatial 

frequencies related to the contribution of magnocellular versus parvocellular pathways, respectively 

(e.g., DeValois et al., 1990; McFadyen et al., 2017; Méndez-Bértolo et al., 2016; Tamietto & 

de Gelder, 2010; Vuilleumier et al., 2003). In connection with previous neurophysiological and 

neuroimaging studies we hypothesise that the rapid processing of LSF in the subcortical pathway 

could induce an early gaze capture. But, we don't assume these frequencies are the most diagnostic, 

and previous studies showing evidence for an early LSF processing of emotional faces used high 

and low pass filters. For these reasons, we decided to use high and low pass filtered images to create 

HSF and LSF stimuli. 

Here, we also considered methodological issues about the filtering procedure that may 

explain discrepancies between studies (Kauffmann, Chauvin, et al., 2015; Perfetto et al., 2020; 

Vlamings et al., 2009). Filtered images, like LSF and HSF images, differ not only in their spatial 

frequency content but also in their luminance contrast (i.e., the magnitude of luminance variation in 

a stimulus relative to its mean luminance, more simply referred to as contrast; Shapley & Enroth-

Cugell, 1984). This is because the luminance contrast in scenes decreases as spatial frequency 

increases (Field, 1987), leading LSF images to have higher luminance contrast than HSF. Such 

luminance contrast differences between HSF and LSF can influence the processing of the spatial 

frequency content in visual stimuli. Indeed, previous studies have shown that high contrast stimuli 

can be detected faster than low-contrast stimuli (e.g., Ludwig et al., 2004). Actually, in studies 

using visual scenes as stimuli, the temporal advantage of LSF on HSF processing, was attenuated 

by the equalisation of luminance contrast between LSF and HSF (Kauffmann, Chauvin, et al., 2015; 

Kauffmann, Ramanoël, et al., 2015). This suggests that the higher luminance contrast of LSF may 

contribute to the classical effect of the predominance of LSF on HSF information. Importantly, such 

methodological issues may also explain discrepancies observed in past studies investigating the role 

of spatial frequencies on emotional face processing. For example, McFadyen et al. (2017) used LSF 

and HSF faces that were equalised in luminance contrast, unlike previous neuroimaging studies 

(e.g., Méndez-Bértolo et al., 2016; Vuilleumier et al., 2003). This may explain the absence of 
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selectivity of the amygdala to LSF fearful faces and suggests that higher response in the amygdala 

for LSF faces may be due to their higher contrast. 

 We used a saccadic choice task with emotional-neutral face pairs, in which we manipulated 

the spatial frequency content of images. Participants were asked to make a saccade as rapidly as 

possible toward the emotional (happy or fearful) or the neutral face. A first group of participants 

was tested on stimuli for which the luminance contrast across faces was not equalised (NonEQ 

condition) whereas a second group was tested on stimuli for which this luminance contrast was 

equalised (using a root-mean-square contrast normalization; EQ condition). We chose this paradigm 

of opposing two faces because it allowed us to show in our previous study that, for unfiltered 

images, emotional faces are better detected than neutral faces (Entzmann et al., 2021). Analysing 

differences between target conditions (the emotional or the neutral face) allows us to investigate the 

general advantage in processing emotional faces, and analysing differences between emotion 

conditions allows us to compare two types of expressions (happy and fearful) against each other. 

This effect is not systematically found with other paradigms (Devue & Grimshaw, 2017). For 

example, if we oppose a face and a vehicle and ask participants to make a saccade towards the face, 

they perform equally whether the face is emotional or neutral (Entzmann et al., 2021).  

 We expected better performances (higher accuracy, shorter latencies) when participants 

were asked to saccade toward the emotional compared to the neutral face. In addition, we supposed 

that, if LSF are sufficient to discriminate facial expressions and are processed faster than HSF, 

latencies should be shorter for LSF than HSF stimuli. We also expected, when the target was an 

emotional face, an interaction between the spatial frequency content and the emotional facial 

expression. More specifically, we expected better performance for happy than fearful face targets 

for BSF images, as previous studies using unfiltered images found an advantage in the detection of 

happy faces (Calvo & Nummenmaa, 2009, 2011; Entzmann et al., 2021). However, for LSF images, 

we expected the opposite (i.e., an advantage in the detection of fearful faces), as LSF may trigger a 

fast brain response that would facilitate the detection of fearful faces. We also expected 

performance to be modulated according to the contrast condition (NonEQ vs. EQ group), in the 

form of an interaction between the spatial frequency content and the contrast group. More precisely, 

we expected that if the fast detection of LSF fearful faces is also explained by their higher contrast, 

the better detection of LSF over HSF faces should be enhanced in the NonEQ group. However, for 

the EQ group, the difference between LSF and HSF faces should be attenuated, or could even be 

inverted toward an advantage of HSF. We also expected, when the target was an emotional face, an 

interaction between the spatial frequency content, the contrast group and the emotional facial 

expression, as we supposed that the better detection of fearful than happy faces in LSF would be 

reduced or disappear in the EQ group.  
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In the second part of this paper, we present a saliency analysis whose aim was to better 

understand the results obtained with the saccadic choice task. Specifically, we computed the 

saliency maps of our face stimuli (Borji & Itti, 2013; Foulsham et al., 2008; Itti & Koch, 2000; 

Marat et al., 2009) and tested the hypothesis that the conditions in which the mouth or the eyes of 

the target are the most salient, are the conditions in which the task was the easiest.  

2. Saccadic choice task 

2.1. Materials and method 

2.1.1. Participants 

Eighty-one participants recruited from Grenoble Alpes University took part in the 

experiment. Based on our previous study (Entzmann et al., 2021), we were able to estimate a 

sample size that is sufficient enough to find the effect of the target (the emotional or the neutral 

face) on saccadic responses. Using the G*Power software (Faul et al., 2007) with a power of .95 at 

the standard .05 alpha error probability the estimated sample size was 16 (the expected effect size 

was a 0.87 Cohen's d, taken from the accuracy analysis in our previous study). However, in the 

present study, we introduced new variables, with manipulation of the spatial frequency content and 

contrast of our stimuli. We did not find any study that allows a precise estimate of the strength of 

the expected effects (i.e., a study with facial expressions, saccadic responses, and spatial 

frequencies or contrast). Therefore, we choose to consider a larger sample size (approximately 40 

participants per group) to increase the statistical power. Three participants were removed from 

statistical analysis due to a low proportion of correct responses (below 50% in each session), or a 

high proportion of invalid trials (above 50%), leading to a group of seventy-eight participants 

included in our data analysis (39 females; mean age ± SD: 21.39 ± 0.98 years; age range: 18–33 

years). They all had a normal or corrected-to-normal vision and gave their informed written consent 

before the experiment. Ethical approval was not required for this study in accordance with the local 

legislation and institutional requirements (confirmation that the study did not require ethical 

approval was obtained from the ethics committee of the University Grenoble Alpes, CER-Grenoble 

Alpes, COMUE University Grenoble Alpes, IRB00010290). However, we followed the Code of 

Ethics of the World Medical Association (Declaration of Helsinki) for experiments involving 

humans. 

 

2.1.2. Stimuli 
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Stimuli consisted of 60 grayscale face photographs portraying 20 different individuals (10 

women) with 3 emotions (happy, fearful or neutral); images had a resolution of 300 × 300 pixels 

and were chosen among the Karolinska Directed Emotional Faces database (Lundqvist et al., 1998). 

The mean luminance (i.e., mean pixel intensity), as well as the root mean squared contrast (RMS 

contrast; corresponding to the standard deviation of pixel intensity), were equalised among all the 

images prior to any further manipulation to obtain a mean luminance of 125 and a mean RMS 

contrast of 46 (for pixel intensity values comprised between [0,255]; such values corresponded to 

the mean luminance and contrast values of all the stimuli). Each image was then filtered with a low- 

or a high-pass filter with cutoff frequencies respectively set to 1 cycle per degree (11 cycles per 

image, 7 cycles per face for LSF) and 6 cycles per degree (66 cycles per image, 40 cycles per face 

for HSF). These values were chosen to match a previous study (Guyader et al., 2017) that measured 

the influence of spatial frequencies on fast saccades toward faces using a saccadic choice task
1
. 

Therefore, each image was viewed under three different spatial frequency conditions: a HSF 

condition, a LSF condition and a BSF condition. Because the amplitude spectrum of natural images 

decreases as spatial frequency increases (Field, 1987; Kauffmann, Chauvin, et al., 2015; van 

der Schaaf & van Hateren, 1996), LSF images have a higher RMS contrast than HSF images. 

Hence, to dissociate the respective contributions of spatial frequency and luminance contrast, two 

sets of stimuli were built. In one stimulus dataset, a RMS contrast equalisation was applied after the 

filtering process (EQ condition), whereas in the other stimulus dataset, there was no contrast 

equalisation after filtering (NonEQ condition). In the EQ dataset, all images, filtered and unfiltered, 

had the same mean luminance contrast (set to the value of 46, which corresponds to the contrast of 

BSF images), whereas in the NonEQ dataset the mean luminance contrast of HSF, LSF, and BSF 

images was left unchanged (mean RMS contrast for HSF images: 8; mean RMS contrast for LSF 

images: 69; mean RMS contrast for BSF images: 46; all values comprised between [0,255]; see Fig. 

1a for examples of stimuli). 

                                                 
1
 It should be noted, however, that selecting an appropriate cutoff frequency is not straightforward, as it 

varies across studies. For instance, Goffaux and Rossion (2006) and Kumar et al. (2011) used cutoffs 

below 8 and above 32 cycles per face, Vlamings et al. (2009) used cutoffs below 12 and above 36 cycles 

per face, and McFadyen et al. (2017), Méndez-Bértolo et al. (2016), and Vuilleumier et al. (2003) used 

cutoffs below 6 and above 24 cycles per face. 
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Figure 1. (a) Example of an image in the different contrast and spatial frequency conditions: In the 

first raw, the non-equalised (NonEQ) contrast condition with LSF, HSF, and BSF images. In the 

second raw, the contrast equalised (EQ) condition with LSF, HSF, and BSF images. In the EQ 

condition, all images have a mean RMS contrast of 46, for pixel intensity values comprised between 

[0,255]. In the NonEQ condition, LSF, HSF and BSF images have a mean RMS contrast of 68, 8, 

and 46, respectively. Mean luminance was set to 125 and was the same in all conditions. (b) Time 

course of a trial: A central fixation cross is displayed during 800 to 1600 ms, followed by a 20-ms 

gap. Then two images, an emotional and a neutral face are displayed for 800 ms, followed by a 

1000 ms inter-stimulus interval. 

 

2.1.3. Materials 

Stimuli were displayed on a 24-inch screen with a spatial resolution of 1360×768 pixels and 

a refresh rate of 60 Hz. Eye movements were recorded with an Eyelink 1000 Plus (SR Research) 

eye-tracker with a 1000 Hz sampling frequency. Viewing was binocular, but only the position of the 

dominant eye was recorded (the left eye for 19 participants, and the right eye for 59 participants). 

Saccades were automatically detected by the Eyelink software based on a minimum velocity of 30 

degrees/s, a minimum acceleration of 8000 degrees/s2 and a minimum motion of 0.15 degrees. 

Blinks were detected when the pupil was partially or totally occluded, and fixations were detected 

when there was no blink and no saccade in progress. 
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2.1.4. Procedure 

The experiment was divided into two sessions of 240 trials each, whose order was 

counterbalanced between participants. In one session, the target stimulus was the emotional face 

(happy or fearful; the distractor was the neutral face) while in the other session, the target stimulus 

was the neutral face (the distractor was the emotional face, which was either happy or fearful). Each 

session was divided into blocks of 80 trials each, corresponding to the different spatial frequency 

conditions (HSF, LSF, and BSF) presented in a randomised order. In each block, each of the 40 

different emotional faces was displayed, in a random order, once on the left and once on the right 

side of the screen. Each emotional face was paired with a neutral face from the opposite gender, 

therefore, there was never a trial with a neutral and an emotional face from the same individual. 

Since there were twice as many emotional faces as neutral faces, the neutral faces were each 

displayed twice on each side. Once with a happy emotional face and once with a fearful emotional 

face. As the pairs are chosen in a semi-random way, they are not the same in each block and for 

each participant. Out of the 800 possible combinations (40 emotional faces x 10 neutral faces from 

the opposite gender x 2 sides), we selected 80 pairs for each block. One group of participants 

(n=37) performed the task with contrast equalisation of stimuli whereas another group (n=41) 

performed the task without contrast equalisation. A calibration was performed at the beginning of 

each session and in each session, at the beginning of each block (every 80 trials). A drift correction 

was applied every ten trials (if the drift was larger than 1° a new calibration was done). During the 

calibration, participants were asked to gaze at 9 white dots appearing sequentially in a 3 × 3 grid 

covering the entire screen. Matlab (MathWorks, Natick, MA) and the Psychophysics Toolbox 

(Brainard, 1997) were used to control timing and stimulus display, as well as communication with 

the eye-tracker. 

During the experiment, participants were seated in a semi-lighted room, with their head 

stabilized by a forehead-rest and a chin-rest at a fixed distance of 57 cm away from the screen in 

order to respect a stimulus size of 11×11 degrees of visual angle. On the images, faces sized 

approximately 7 degrees of visual angle (excluding hair). A session lasted approximately 20 

minutes and the whole experimental procedure took approximately 50 minutes. For each trial, 

participants were asked to fixate a white cross presented during a pseudo-random time interval 

ranging between 800 and 1600 ms. After a 200 ms gap, two images (an emotional and a neutral 

face) were simultaneously displayed (one on each side of the screen) during 800 ms. Participants 

were asked to make a saccade as fast as possible toward the target image. The target was given to 

participants at the beginning of each session: the emotional or the neutral face. The center of each 

image was located at a fixed distance of 8° of eccentricity from the center of the screen. A trial 

ended with the presentation of a gray background during 1000 ms (Fig. 1b). Twelve practice trials 
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(including different images than those used in the experiment) were set up in a training session at 

the beginning of the experiment to allow participants to be familiar with the task. 

 

2.1.5. Data analysis 

Preprocessing: A preprocessing was applied to eye movement data in order to eliminate 

non-valid trials. Valid trials were selected according to the following criteria. First, a saccade 

should be the first event after stimulus onset (i.e., there is no blink before the response). Second, 

this first saccade should have a latency greater than 50 ms (to remove anticipatory saccades), a 

starting point within a radius of 2° around the center of the screen, and a duration smaller than 100 

ms. Moreover, the amplitude of the first saccade should be greater than 1° and should not go 

beyond the screen. This preprocessing led to a rejection of 13% of the initial number of trials. The 

first saccade was considered “correct” if it was directed toward the side of the display containing 

the target and “error” if it was in the opposite direction (i.e. directed toward the distractor). 

Statistical analyses: Statistical analyses were carried out using the open‐ source software R 

with R Studio (Racine, 2012). Mean accuracy (in proportion of correct saccades) and mean latency 

of correct saccadic responses (in ms) were computed for each participant in each experimental 

condition and were analysed as dependent variables. First, we studied accuracy and latency 

differences according to the target, the spatial frequency and the contrast (i.e., we tested main 

effects and interactions between those factors). A mixed analysis of variance (ANOVA) was used, 

with the Target (Emotional, Neutral) and the Spatial Frequency (BSF, HSF, LSF) as within-subject 

factors, and the Contrast (EQ, NonEQ) as a between-subject factor. 

Then, two other analyses were carried out, to test for the influence of the Emotional facial 

expression (EFE) of the target in one analysis, or the influence of the EFE of the distractor in 

another analysis. The first analysis was applied on trials in which the target was an emotional face 

(and the distractor was a neutral face). This analysis was set up to study the influence of the EFE of 

emotional face targets (i.e., to test for the main effect of the EFE, and interactions with spatial 

frequency and contrast). A mixed ANOVA was used, with the EFE of the target (Happy, Fearful) 

and the Spatial Frequency (BSF, HSF, LSF) as within-subject factors, and the Contrast (EQ, 

NonEQ) as a between-subject factor. The second analysis was then applied on trials in which the 

target was a neutral face (and the distractor was an emotional face). In this case, the EFE of the 

distractor (Happy, Fearful) and the Spatial Frequency (BSF, HSF, LSF) were defined as within-

subject factors, and the Contrast (EQ, NonEQ) as a between-subject factor. An effect was 

considered significant if its p-value was below the threshold α = .05, and effect sizes were estimated 
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by calculating partial eta-squared (ηp
2
). T-tests with Bonferroni corrections were used for pairwise 

comparisons. Detailed results with corresponding ANOVA tables are presented in Appendix A. 

2.2. Results 

2.2.1. Accuracy  

Mixed ANOVA performed on mean accuracy (Fig. 2a) indicated that the Target, Spatial 

Frequency and Contrast interaction was not significant. The interactions between Target and 

Contrast and Spatial Frequency and Contrast were also non-significant and the interaction between 

Spatial Frequency and Target was marginally significant (F(2,152) = 3.1, p = .05, ηp
2
 = .04). 

Pairwise comparisons showed that the accuracy was significantly higher for emotional than neutral 

faces in every spatial frequency condition. But, when the target was neutral there was no significant 

effect of spatial frequencies, whereas there was a difference between BSF (M ± SD: .66 ± .13) and 

LSF (M ± SD: .60 ± .13; pcorrected = .009) images when the target was emotional.  

Overall, a significant effect of the Target (F(1,76) = 67.1, p < .001, ηp
2
  = .47), and the 

Spatial Frequency (F(2,152) = 3.89, p = .023, ηp
2 

 = .05) were observed. The accuracy was higher 

when the target was emotional (M ± SD: .65 ± .12) than neutral (M ± SD: .59 ± .12). Also, it was 

higher for both BSF (M ± SD: .62 ± .12; p = .013) and HSF (M ± SD: .62 ± .12; p = 0.016) than LSF 

(M ± SD: .61 ± .12) images. The main effect of Contrast was not significant. 
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Figure 2. Boxplots for (a) mean accuracy (proportion of correct responses) and (b) mean latency of 

correct saccadic responses (in ms) for emotional (black) and neutral (gray) targets, for the three 

spatial frequency conditions (BSF, HSF, and LSF) and the two contrast conditions (NonEQ and 

EQ). 

 

2.2.2. Latency 

Mixed ANOVA performed on mean latency (Fig. 2b) of correct saccadic responses 

indicated that the Target, Spatial Frequency and Contrast interaction was not significant. The 

interaction between Target and Spatial Frequency was also non-significant, and the interaction 

between Spatial Frequency and Contrast was only marginally significant (F(1,152)=2.6, p = .073, 

ηp
2
 = .034). Pairwise comparisons showed that latencies were shorter for HSF than LSF only in the 

EQ contrast condition (M ± SD for HSF: 244.1 ± 81.1 ms; M ± SD for LSF: 264 ± 87.3 ms; pcorrected 

< .001). In both contrast condition, latencies were shorter for BSF than LSF images, although it was 

only marginally significant in the NEQ condition (M ± SD for LSF NEQ: 237.9 ± 81.9 ms; M ± SD 

for BSF EQ: 241.1 ± 76.3 ms; pcorrected < .001 in the EQ condition and pcorrected =.07 in the NEQ 

condition). The ANOVA also revealed a significant interaction between Target and Contrast 

(F(1,76)=8.2, p = .005, ηp
2
 = .1). Pairwise comparisons showed that latencies were significantly 
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shorter for emotional compared to neutral targets in the EQ condition (M ± SD for emotional 

targets: 229.5 ± 67.5 ms; M ± SD for neutral targets: 269.9 ± 96 ms; pcorrected < .001) but this effect 

was only marginally significant in the NEQ condition (M ± SD for emotional targets: 224.2 ± 71.2 

ms; M ± SD for neutral targets: 238.5 ± 80.2 ms; pcorrected = .097) contrast condition.   

 Overall, a significant effect of the Target (F(1,76) = 35.8, p < .001, ηp
2
  = .31) and the 

Spatial Frequency (F(2,152) = 18.9, p < .001, ηp
2
  = .2) were observed. Saccades were elicited faster 

when the target was emotional (M ± SD: 227 ± 69 ms) than neutral (M ± SD: 253 ± 89 ms). 

Latencies were also shorter for BSF (M ± SD: 232 ± 74 ms) than HSF (M ± SD: 238 ± 76 ms; p 

= .01) or LSF (M ± SD: 250 ± 85 ms; p < .001) images, and for HSF than LSF images (p < .001).   

2.2.3. Analysis as a function of the EFE of emotional face targets 

Accuracy: For emotional face targets, mixed ANOVA performed on mean accuracy (Fig. 

3a) indicated that the EFE, Spatial Frequency and Contrast interaction was not significant. The 

interactions between EFE and Contrast as well as Spatial Frequency and Contrast were also non-

significant. A significant interaction between Spatial Frequency and EFE (F(2,152) = 7.2, p = .001, 

ηp
2
  = .087) was observed. Pairwise comparisons showed that a better accuracy for happy than 

fearful targets was only significant when images were filtered in HSF (M ± SD for happy faces: .68 

± .15; M ± SD for fearful faces: .62 ± .12; p < .001). Furthermore, accuracy for happy targets was 

higher when images were in HSF (pcorrected = .001) and BSF (M ± SD: .67 ± .14; pcorrected = .011) 

compared to LSF (M ± SD: .62 ± .14) images, whereas for fearful target accuracy was marginally 

higher for BSF (M ± SD: .66 ± .14) than HSF (pcorrected = .08) images. Overall, the ANOVA 

indicated a significant main effect of the EFE (F(1,76) = 8.4, p = .004, ηp
2
  = .1), and the Spatial 

Frequency (F(2,152) = 5.8, p = .003, ηp
2
 = .07). Performances were better when the target was 

happy (M ± SD: .66 ± .13) than fearful (M ± SD: .64 ± .12). They were also better for both BSF (M 

± SD: .66 ± .13; p < .001) and HSF (M ± SD: .65 ± .13; p = 0.036) than LSF (M ± SD: .63 ± .13) 

images.  

Latency: For emotional face targets, mixed ANOVA performed on mean latency of correct 

responses (Fig. 3b) indicated that all interactions were not significant. The main effects of Target 

and EFE were also not significant. Only a significant main effect of the Spatial Frequency (F(2,152) 

= 12.26, p < .001, ηp
2
 = .14) was found. Latencies were shorter for BSF (M ± SD: 217 ± 67 ms) than 

HSF (M ± SD: 226 ± 68.4 ms; p = .007) or LSF (M ± SD: 236 ± 79.4 ms; p < .001) images, as well 

as for HSF than LSF (p < .001) images.  
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Figure 3. Boxplots for (a) mean accuracy and (b) mean latency for emotional targets, with a fearful 

(purple) or happy (green) face, for the three spatial frequency conditions (BSF, HSF, and LSF) and 

the two contrast conditions (NonEQ and EQ).  

2.2.4. Analysis as a function of the EFE of the distractor for neutral face targets 

Accuracy: For neutral face targets, mixed ANOVA performed on mean accuracy (Fig. 4a) 

indicated that the EFE of the distractor, Spatial Frequency and Contrast interaction was not 

significant. The interactions between EFE and Contrast as well as Spatial Frequency and Contrast 

were not significant. A significant interaction between the Spatial Frequency and the EFE of the 

distractor (F(2,152) = 4.3, p = .016, ηp
2 

= .053) was observed. Pairwise comparisons showed a 

better accuracy with happy distractors only in HSF (M ± SD for happy distractors: .62 ± .15; M ± 

SD for fearful distractors: .57 ± .14; pcorrected  =.022). Overall, a marginal effect of the EFE of the 

distractor (F(1,76) = 3.8, p = .05, ηp
2
 = .047) was observed. The accuracy was marginally higher 

when the distractor was happy (M ± SD: .60 ± .13) than fearful (M ± SD: .58 ± .12). 
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Latency: For neutral face targets, mixed ANOVA performed on mean latency (Fig 4.b) 

indicated that the EFE of the distractor, Spatial Frequency and Contrast interaction was not 

significant. The interactions between EFE and Contrast and Spatial Frequency and EFE were also 

non-significant. A significant interaction between the Spatial Frequency and the Contrast (F(2,152) 

= 3.1, p = .047, ηp
2
 = .04) was observed. Pairwise comparisons showed shorter latencies for HSF 

and BSF than LSF only in the EQ contrast group (M ± SD for HSF: 262.2 ± 95.1; M ± SD for BSF: 

261.2 ±  94.1; M ± SD for LSF: 286;2 ± 105; pcorrected  < .001 for HSF and pcorrected = .003 for BSF). 

A significant effect of the Spatial Frequency (F(2,152) = 10.2, p < .001, ηp
2
  = .11), and a marginal 

effect of the EFE of the distractor (F(1,76) = 3.71, p = .057, ηp
2
  = .04). Latencies were shorter for 

images in BSF (M ± SD: 246.6 ± 88.5 ms) and HSF (M ± SD: 249.8 ± 87.6 ms) compared to LSF 

(M ± SD: 263.6 ± 97.9 ms; p < .001). Latencies were marginally shorter when the distractor was a 

happy (M ± SD: 252.1 ± 88.1 ms) than a fearful (M ± SD: 254.5 ± 90.24 ms) face.  
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Figure 4: Boxplots for (a) mean accuracy and (b) mean latency for neutral targets, with a fearful 

(purple) or happy (green) distractor, for the three spatial frequency conditions (BSF, HSF and 

BSF) and two contrast conditions (EQ and NonEQ). 

3. Analysis of the eye and the mouth saliency 

The purpose of this analysis was to see if local statistical differences in the saliency of the 

mouth or the eyes, which are usually considered diagnostic for expression decoding (Calvo & 

Nummenmaa, 2011; Eisenbarth & Alpers, 2011; Smith & Schyns, 2009; Sweeny et al., 2013; 

Wegrzyn et al., 2017), could explain participants’ behaviour in the saccadic choice task. Calvo and 

Nummenmaa (2011) suggested in their study of happy face detection, that emotion detection may 

arise from a two-stage processing mechanism. The first stage would be purely perceptual (i.e., only 

relying on the physical attribute of the face), with an analysis of visually salient regions. In the 

second stage, the detection of salient features would be used for expression recognition and 

semantic retrieval. Visual saliency would therefore be important because it would be linked to the 

efficiency of the decoding. Here, we expected that the more salient the mouth or eye of the target 

face is, the better the performances were in the saccadic choice task. Therefore, we hypothesised 

that saliency might have played a role in the detection of emotional faces and the use of spatial 

frequencies. Specifically, the mouth of emotional faces may be more salient than that of neutral 

faces, especially with a happy face, which would capture attention and enhance decoding efficiency. 

Moreover, mouth saliency may be greater in HSF than LSF, particularly in the case of a happy face, 

which could account for the higher performance observed. 

Visual saliency can be viewed as the intensity with which a region will attract attention, 

independently of task demands, and several computational models were proposed to compute 

saliency and made behavioural predictions (Borji & Itti, 2013; Foulsham & Underwood, 2008; Itti 

& Koch, 2000; Marat et al., 2009). The calculation of saliency differs depending on the model, but 

overall, a specific region is likely to be salient when it can be easily distinguished from its 

neighborhood, based on low-level visual attributes (Koehler et al., 2014). In their study, Calvo and 

Nummenmaa (2011) studied the role of perceptual (e.g., luminance, mouth or eye saliency 

differences), as well as higher level factors (e.g., valence) on the detection of happy faces in a 

saccadic choice task. They only found a contribution of the mouth saliency. The target was always a 

happy face, and they studied the difference between the mouth or eye saliency of the target and that 

of the distractor (a neutral, sad, angry, fearful, disgusted or surprised face). Here, we expected that 

the more salient the mouth or eye of the target face is, the better the performances were in the 

saccadic choice task. Indeed, even if Calvo and Numenmaa (2011) found no contribution of the eye 

saliency in their happy face detection task, we still analysed it, as it may still contribute to the 
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detection of emotional or neutral faces. In fact, the eyes were shown to be an important feature for 

expression decoding (Eisenbarth & Alpers, 2011; Wegrzyn et al., 2017), especially with fearful 

faces, which were used in our study (Smith & Schyns, 2009). 

3.1. Method 

3.1.1 Computation of the mouth and the eye saliency 

The eye and mouth saliency computations were performed in two steps. First, saliency maps 

were generated (i.e., on happy, neutral, or fearful faces, each in BSF, HSF, or LSF, with or without 

contrast equalisation), then rectangular boxes encompassing the eyes and mouth were used to 

compute the average saliency of the eyes and mouth for each saliency map. Maps were computed 

for each image using the computational saliency model proposed by Walther and Koch (2006). This 

model is inspired by the biology of the human visual system and considers intensities and 

orientations to attribute a saliency value to each pixel of an input image. The model was 

implemented in Matlab using the SaliencyToolbox (http://www.saliencytoolbox.net) and the 

makeSaliencyMap function. Note that we have changed the default settings for calculating the 

maps. First, the center-surround parameters were lowered to adapt to our stimuli resolution and 

allow the identification of more localised regions. Then, the maps were generated after a single 

iteration, as we were not interested in any inhibition of return mechanism (see Appendix B for an 

overview of the used parameters). At the end of this process, a saliency map was obtained for each 

image. Figure 5a shows examples of saliency maps superimposed on their corresponding stimuli 

(i.e., a specific face in the different spatial frequency, contrast and emotion conditions). 

The mouth and eye regions were then visually selected so that we obtained rectangular 

boxes that contain the mouth or the eyes (including the eyebrows) for all our individuals, with any 

expression. More precisely, the mouth region corresponded to pixels with an X-coordinate between 

95 and 210, and a Y-coordinate between 207 and 280 (for images that sized 300x300 pixels; X0 and 

Y0 coordinates being the top-left corner). The eye region corresponded to pixels with an X-

coordinate between 70 and 237, and a Y-coordinate between 110 and 172. Then the mouth and eye 

regions were the same for all the stimuli. Afterwards, we computed for each image the mean 

saliency value, by averaging all the saliency values of all the pixels contained in the box 

surrounding the mouth or the eyes. The mouth and eye region can be visualised in Fig.5b. 

http://www.saliencytoolbox.net/
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Figure 5. (a) Example of saliency maps computed for one face viewed in its different spatial 

frequency and contrast conditions, with a neutral, happy or fearful expression with the model from 

Walther and Koch (2006). Experimental conditions are (from left to right) BSF, HSF NonEQ, LSF 

NonEQ, HSF EQ and LSF EQ. (b) Visual representation of the eye and the mouth regions added on 

a saliency map. These boxes were used to calculate the eye and mouth saliency, by taking the 

average saliency value of all the pixels included in a box. For illustration purposes, we have 

displayed the saliency maps overlaid on the stimuli from which they were computed. 

3.1.2 Data analysis  

First, a factorial 3x3x2 ANOVA with the EFE (Fearful, Neutral, Happy), the Spatial 

Frequency (BSF, HSF, LSF) and the Contrast (NonEQ, EQ) as between-image factors was applied 

on the mean saliency of each image, once for the eyes and once for the mouth. Note that BSF 

images are the same in both contrast conditions, as contrast equalisation only modulates the contrast 

of HSF and LSF images. We still used t-tests with Bonferroni corrections for pairwise comparisons.  

Then, we also performed Pearson’s correlations to evaluate the strength of the relationship 

between mean accuracy and latency in each condition in the saccadic choice task (independently of 

participants), and the mean mouth or eye saliency in the same condition (when the target was a 

happy, neutral or fearful face, each in BSF, HSF, or LSF, in the NonEQ or EQ contrast group). The 

goal was to determine if the conditions for which the mouth or the eyes are, on average, the most 

salient, were the conditions in which the performance was, on average, the highest. Therefore, for 

each correlation, we studied the relationship between 18 saliency values and 18 performance values 
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(1 value for each condition: when the target was a happy, neutral or fearful face, each in BSF, HSF, 

or LSF, in the NonEQ or EQ contrast group). 

3.2. Results 

3.2.1 Eye saliency 

The ANOVA performed on mean eye saliency (Fig.6a) indicated that the EFE, Spatial 

Frequency and Contrast interaction was not significant. The interactions between EFE and Contrast 

and Spatial Frequency and EFE were also non-significant. There was a significant interaction 

between the Spatial Frequency and the Contrast (F(2,342) = 15.9, p < .001, ηp
2
 = .085). Pairwise 

comparison revealed that eye saliency was higher for EQ than NonEQ stimuli filtered in HSF only 

(M ± SD for the NonEQ condition: 0.025 ± 0.01; M ± SD for the EQ condition: 0.041 ± 0.012). 

Furthermore, in the NonEQ condition, eye saliency was higher for BSF (M ± SD:  0.034 ± 0.013) 

than HSF (pcorrected  < .001) images, whereas in the EQ condition it was higher for HSF than LSF (M 

± SD:  0.029 ± 0.013; pcorrected  < .001) images. The ANOVA also revealed a main effect of the EFE 

(F(2, 342) = 6.08, p = .002, ηp
2
 = .034), the Spatial Frequency (F(2, 342) = 5.44, p = .005, ηp

2
 = 

.031), and the Contrast (F(1, 342) = 11.6, p < .001, ηp
2
 = .033 ). Overall, mean eye saliency was 

higher for neutral (M ± SD:  0.0355 ± 0.014) than happy (M ± SD: 0.03 ± 0.014; p = .003) and 

fearful (M ± SD:  0.031 ± 0.012; p = .007) faces. It was also higher for BSF (M ± SD:  0.035 ± 

0.013; p =.003) and HSF (M ± SD: 0.033 ± 0.013; p =.032) than LSF (M ± SD:  0.029 ± 0.013) 

images. Finally, it was overall higher for the EQ (M ± SD: 0.035 ± 0.014) than NonEQ (M ± SD:  

0.03 ± 0.013) contrast condition. 

3.2.2 Mouth saliency 

The ANOVA performed on mean mouth saliency (Fig.6b) indicated that the EFE, Spatial 

Frequency and Contrast interaction, as well as the EFE and Contrast interaction, were not 

significant. There was a significant interaction between the Spatial Frequency and the EFE 

(F(4,342) = 9.86, p < .001, ηp
2
 = .1) and between the Spatial Frequency and the Contrast (F(2,342) 

= 9.8, p < .001, ηp
2
 = .054). For the interaction between the Spatial Frequency and the EFE, 

pairwise comparison showed that, for LSF images mouth saliency was higher for fearful (M ± SD:  

0.034 ± 0.026) than happy (M ± SD:  0.018 ± 0.012) or neutral (M ± SD:  0.011 ± 0.008; pcorrected < 

.001) faces. For HSF images, mouth saliency was higher for happy (M ± SD:  0.25 ± 0.012; pcorrected 

< .001) and fearful (M ± SD: 0.017 ± 0.011; pcorrected = .017) than neutral (M ± SD:  0.007 ± 0.005) 

faces. Similarly, for BSF images, it was higher for happy (M ± SD:  0.26 ± 0.008) and fearful (M ± 

SD:  0.027 ± 0.013) than neutral (M ± SD:  0.013 ± 0.006; pcorrected < .001) faces. For happy and 
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neutral faces, there was no difference between frequency conditions. For fearful faces, mouth 

saliency was higher for LSF (pcorrected <.001) and BSF (pcorrected = .024) than HSF images. 

Concerning the interaction between the Contrast and the Spatial Frequency, the mouth saliency was 

higher for the EQ than NonEQ condition for HSF filtered faces only (M ± SD for the NonEQ 

condition: 0.011 ± 0.007; M ± SD for the EQ condition: 0.023 ± 0.013; pcorrected = .003). In the 

NonEQ condition, mouth saliency was higher for BSF (M ± SD:  0.022 ± 0.011; pcorrected < .001 ) 

and LSF (M ± SD:  0.021 ± 0.02; pcorrected = .003) than HSF images, whereas there was no 

difference between spatial frequency conditions in the EQ group. 

The ANOVA revealed a significant main effect of the EFE (F(2, 342) = 55.9, p < .001, ηp
2
 = 

.25), the Spatial Frequency (F(2, 342) = 5.77, p = .003, ηp
2
 = .032), and the Contrast (F(1, 342) = 

8.81, p = .003, ηp
2
 = .025 ). Overall, mouth saliency was higher for happy (M ± SD:  0.023 ± 0.011) 

and fearful (M ± SD:  0.026 ± 0.019) than neutral faces (M ± SD:  0.011 ± 0.001; p < .001). It also 

tended to be higher for fearful than happy faces (p = 0.09). Then, it was higher for BSF (M ± SD:  

0.022 ±  0.011; p =.008) and LSF (M ± SD:  0.021 ±  0.011; p =.038) than HSF (M ± SD:  0.017 ± 

0.012) images. Concerning the contrast equalisation, mean mouth saliency was higher in the EQ (M 

± SD:  0.022 ± 0.015) than in the NonEQ (M ± SD:  0.018 ± 0.15) contrast condition.  
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Figure 6. Boxplots for mean (a) eye or (b) mouth saliency, for happy (green), fearful (purple) or 

neutral (gray) faces, for the three spatial frequency conditions (BSF, HSF, and LSF) and the two 

contrast conditions (NonEQ and EQ).  

3.2.3 Relationship between saliency and behavioural data  

Accuracy: Mean accuracy in the saccadic choice task in each condition was found to be 

positively correlated with the mean mouth saliency of the target (r = .72, p < .001).  The more the 

mouth of the target was salient, the better the accuracy. There was no significant correlation 

between mean accuracy in the saccadic choice task and the eye saliency (r = .14, p = .57). The 

proportion of correct saccades as a function of the mouth or eye saliency of the target is presented in 

Fig.7a, in which one point corresponds to one condition. 

Latency: Mean latency in the saccadic choice task in each condition was found to be 

negatively correlated with the mean mouth saliency of the target (r = -.5, p = .033).  The higher the 

mouth was salient, the shorter the latency. There was no significant correlation between mean 

latency in the saccadic choice task and the eye saliency (r = .22, p = .39). The saccade latency as a 

function of the mouth or eye saliency of the target is presented in Fig.7b. 
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Figure 7. Relationship between (a) the accuracy or (b) the latency and the eye (left) or mouth 

(right) saliency. One dot corresponds to one condition of the saliency analysis (a happy, fearful, or 

neutral target, each in BSF, HSF, or LSF, with or without contrast equalisation). 

4. General discussion 

 The aim of this study was to clarify the role of spatial frequency and luminance 

contrast in the detection of emotional faces through an eye-tracking experiment and an analysis of 

the saliency of the diagnostic face features (the eyes and the mouth) of the stimuli. For the eye-

tracking experiment, based on a saccadic choice task, we replicated findings from previous studies. 

Performances were greater (higher accuracy, shorter latency) when the target was an emotional than 
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a neutral face
2
 (Bannerman et al., 2009; Entzmann et al., 2021). In addition, they were better for 

HSF than LSF images. For emotional targets, the accuracy was overall higher when the emotional 

face was happy than fearful. Interestingly, the difference between happy and fearful faces was only 

significant for HSF images, and the difference between HSF and LSF images was only significant 

for happy faces. Altogether, this suggests that participants mainly rely on HSF information to detect 

emotions, and that HSF are even more useful when the emotional face is happy. Concerning the 

latencies, they were overall shorter for BSF than filtered images, and for HSF compared to LSF 

images. Finally, the impact of contrast equalisation on performances was not as high as we 

expected. Nevertheless, the marginal interaction between the spatial frequencies and the contrast 

that we observed on saccade latencies showed that the difference between HSF and LSF was 

significant for equalised images only (i.e., when the contrast of HSF faces is enhanced to match that 

of BSF and LSF images). 

To explain our behavioural results, we analysed in the second part of the paper, the saliency 

maps associated with our stimuli. As several previous studies suggest that the eyes and the mouth 

are the most important regions for expression decoding (Eisenbarth & Alpers, 2011; Smith & 

Schyns, 2009; Sweeny et al., 2013; Wegrzyn et al., 2017), we focused in our analyses on the 

saliency of the mouth and the eye regions. This saliency analysis was also motivated by some of our 

previous findings (Entzmann et al., 2021). Indeed, using similar saccadic choice tasks (i.e., with 

emotional faces; either presented in emotional-neutral or face-vehicle pairs) we showed that 

saccades landed differently on the faces according to the expression (e.g., saccades were lower on 

emotional than neutral faces, especially happy ones). We supposed that the saliency of the face 

features differentiating each expression can modulate the attention, leading to differences in saccade 

endpoints. Here, we were specifically interested in how this can be linked with the performance of 

participants. Overall, in the present study, unlike the mean eye saliency, the mean mouth saliency in 

the different experimental conditions was found to correlate with both the mean accuracy, and the 

mean latency of participants
3
. Correlation analysis shows that the greater the mouth saliency of the 

target was in one condition, the better the performance was.  

                                                 
2
 To verify that the repetition of the neutral faces cannot explain the emotional face advantage, we performed an 

additional analysis keeping only the first occurrence of each neutral face on each side (then each emotional and neutral 

face was repeated once on each side). Results show that there is still an effect of the Target, with higher accuracy (t(77) 

= 7.9, p < .001, d = 0.9) and shorter latencies (t(77) = -5.6, p < .001, d = 0.64) for emotional (M ± SD for the accuracy: 

.64 ± .12; for latencies: 228.1± 69.7 ms) than neutral faces (M ± SD for the accuracy: .58 ± .12; for latencies: 255.1 ± 

89.8 ms). Thus, we conclude that the emotional face advantage cannot be attributed to the repetition of neutral faces. 
 

3
   Note that we also tested whether the overall image saliency (i.e., the sum of the value of all the pixels of 

the saliency map, divided by the number of pixels) could significantly correlate with performance. Our 

results showed no significant correlation between overall saliency and performance for both saccade 
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 A primary use of HSF despite the statistical sufficiency of LSF? 

 

According to the coarse-to-fine theory of visual processing, LSF information is processed 

faster than HSF information (Bar, 2003; Hegde, 2008; Kauffmann et al., 2014; Kauffmann, 

Chauvin, et al., 2015; Musel et al., 2012; Peyrin et al., 2010; Schyns & Oliva, 1994). However, 

although the results of our saccadic choice task showed that LSF information is sufficient to 

accurately detect an emotion, as accuracy with LSF images was above chance, we observed shorter 

latencies for HSF. A possible explanation for the HSF bias in the saccadic choice task is that 

participants favor HSF because LSF are not informative enough to rapidly disambiguate the 

emotional or neutral content of faces. In our task, we have two faces side by side, which probably 

have the same global structure (thus a similar LSF content). To differentiate between the two in 

terms of emotion, we would have to rely on more detailed information. Furthermore, the analysis of 

the effect of the expression of distractor allowed us to show that accuracy was higher in HSF, with 

happy distractors. Thus, happy HSF faces do not seem to attract attention more, otherwise, they 

would have caused more errors as distractors. Rather, it seems that these happy faces make the task 

easier, especially in HSF, by conveying the most useful information to dissociate the neutral face 

from the emotional face. Indeed, this is in line with the idea that there is a flexible use of spatial 

frequencies for facial expression decoding. Different frequencies would be extracted depending on 

the expression (Cassidy et al., 2021; Morrison & Schyns, 2001; Oliva & Schyns, 1997; Schyns et 

al., 2009; Smith et al., 2005) and the task (Schyns & Oliva, 1999; Smith & Merlusca, 2014). For 

example, Schyns and Oliva found that when participants were asked to categorise facial expressions 

as angry, happy or neutral, they relied more on LSF information whereas they relied on HSF when 

they had to indicate whether the face was expressive or neutral (Schyns & Oliva, 1999), a result that 

is consistent with our data. Therefore, the use of spatial frequency information would not be a fixed 

process, as it may depend on the scale of the local features that are diagnostic, considering both task 

constraints and the spatial configuration of the face. 

In our task, we showed that the mouth saliency is correlated with performance, but there 

may be other processes that contribute to the HSF over LSF preference. Participants may attend for 

local more than global differences between the two face images, which are structurally similar. 

Several studies show that attention can flexibly be directed to both global and local levels 

depending on expectations. For example, studies using Navon display showed enhanced processing 

                                                                                                                                                                  
accuracy (r = -.13, p = .61) and saccade latency (r = .12, p = .38) according to Pearson's correlation 

results. 
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of HSF after attending to local structure, and enhanced processing of LSF after attending to global 

structure (Ivry and Robertson 1998; Robertson and Ivry 2000; Flevaris et al. 2011). Moreover, some 

previous studies also proposed that stimulus duration influences the use of spatial information, and, 

that there is a HSF over LSF bias for long stimulus duration (Schyns & Oliva 1994). A well-known 

study from Schyns and Oliva (1994) used hybrid stimuli with two natural scene images from 

different categories and frequency scales to test the influence of stimuli duration. They found that a 

very short presentation time (30 ms) elicited a categorisation based on the LSF content whereas a 

longer presentation time (150 ms) elicited a categorisation based on the HSF content. In our task 

stimulus were displayed for a long presentation time (800 ms), there was, therefore, no strong time 

constraint, which could explain the HSF bias. Nevertheless, in saccadic choice tasks with face-

vehicle pairs, a LSF bias was found even with a relatively long presentation time (400 ms; Guyader 

et al., 2017). This could suggest that if the LSF content is distinct enough between the target and 

distractor (like with faces and vehicles that would be easy to distinguish in LSF) it could be favored 

regardless of the presentation time.  

 Overall, contrary to our hypothesis, we found no evidence for a better detection of LSF 

fearful faces, suggesting that they are not automatically (i.e., quickly and unintentionally) prioritised 

compared to other emotional faces competing for attention. Such a hypothesis (i.e., better detection 

of LSF fearful faces) was mainly based on neurophysiological data showing enhanced, or earlier, 

amygdala activation for LSF fearful faces, and on the existence of a subcortical pathway for rapid 

threat detection (LeDoux, 2000; Morris et al., 1999; Öhman, 2005; Tamietto & de Gelder, 2010; 

Vuilleumier et al., 2003; Méndez-Bértolo et al., 2016). However, it is important to clarify that the 

objective of the present study was not to provide evidence for such a pathway, a behavioural study 

alone would not be conclusive without being coupled with neuroimaging techniques. Rather, the 

objective was to test if, at the behavioural level, these stimuli could be detected more efficiently 

even when opposed to other faces. In this sense, we cannot exclude that LSF fearful faces activated 

the amygdala earlier in this task, but we showed that such an effect was not reflected here on eye 

movements. Then, even if a strict automaticity of the prioritization of LSF fearful faces is unlikely 

considering our results, it is still possible that it exists in other tasks. For example, while 

neurophysiological data diverge on the effect of the orientation of the attention on amygdala 

activity (Bayle & Taylor 2010; Pessoa et al., 2002; Habel et al., 2007; Vuilleumier and Schwartz, 

2001; Whalen et al.,1998), a prioritization of LSF fearful faces could still arise for implicit 

detection, as here we only explicitly assessed emotion detection. For example, this could be 

assessed if we replicate the experiment but without instructions on the target to see where the 

saccades go first. 
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Although cutoff frequency can vary across studies, we do not believe that our choices can 

explain the HSF advantage that we found here. Indeed, our cutoff frequency for HSF images is 

relatively high (40 cycles per face), compared to other studies (e.g., 24 cycles per face in McFadyen 

et al., 2017, Méndez-Bértolo et al. 2016, and Vuilleumier et al., 2003), therefore ensuring the 

activation of HSF parvocellular pathways specifically. Alternatively, our cutoff for LSF images (7 

cycles per face) is closer to other studies in general (e.g., 6 cycles per face in McFadyen et al., 2017, 

Méndez-Bértolo et al. 2016, and Vuilleumier et al., 2003). Therefore, the HSF in our study are 

disadvantaged, since they contain less information (compared to other studies). With a lower HSF 

cutoff, we can suppose that the HSF advantage that we observe here would be even higher. One 

methodological choice that may have influenced our results and benefited HSF use is the shape of 

the filter used. In a study by Perfetto et al (2020), it was shown that the shape of the filter 

(Gaussian, Heaviside or Butterworth) can influence performance in a scene categorisation task. 

Performance was better in LSF than in HSF with a Heaviside filter, while with a Gaussian filter the 

opposite effect was observed. Given that we used Gaussian filters in our study, this may have also 

contributed to the lower performance for HSF images. However, the choice of Gaussian filter is 

allowing to compare our current study to the majority of scientific papers in the field (e.g., Goffaux 

& Rossion, 2006; Guyader et al., 2017; Kumar et al., 2011; Vlamings et al., 2009; McFadyen et al., 

2017; note that for some studies the shape of the filter used is not given, e.g., Méndez-Bértolo et al., 

2016; Vuilleumier et al., 2003). Finally, although presenting stimuli in parafoveal vision may 

interfere with HSF processing, results clearly indicate that, at least for our chosen cutoff frequency 

for HSF images, HFS are perceived in parafoveal vision with the same accuracy as LSF. This is in 

line with studies that have shown that at 7.5° or 6.8° of eccentricity, the highest perceived spatial 

frequency is about 8-10 cycles per degree (Rovamo et al., 1978; Carrasco et al., 2001). Carrasco et 

al. (2001) also found a visual field inhomogeneity, as the detection of Gabor patches was stronger in 

the horizontal axis. Overall, it was expected that at least half of our HSF stimuli closest to the center 

is well perceived. 

 

The role of contrast equalisation and local face features on the detection of emotions 

 

The particularity of this study was also to consider contrast differences between HSF and 

LSF, by comparing performance in the saccadic choice task and in the mouth or eye saliency across 

two contrast conditions: one in which the RMS contrast was equalised after the filtering process, 

and one in which it was not (i.e., LSF images had a higher luminance contrast than HSF images). In 

the behavioural experiment, the expected interaction between contrast and spatial frequency was 

marginally significant on saccade latencies. More precisely, the difference between HSF and LSF 
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conditions was only significant with equalised images. Even if the interaction did not reach the 

significance level, the direction of the effect is in line with previous findings (Vlamings et al., 2009; 

Perfetto et al., 2020; Kauffmann, Chauvin, et al., 2015; Kauffmann, Ramanoël, et al., 2015). For 

example, Kauffmann, Chauvin et al. (2015) observed that scene categorisation as indoor or outdoor 

in HSF was slower without contrast equalisation than with contrast equalisation. In another study 

performed by Vlamings et al. (2009) using LSF or HSF faces, with or without contrast equalisation, 

participants were asked to decide whether the presented stimulus was a fearful or a neutral face. 

Results showed that LSF faces were categorised more rapidly than HSF faces, for both equalised 

and non-equalised stimuli. However, this observed difference was stronger when contrast was 

not equalised between LSF and HSF faces. Overall, this better processing of HSF after contrast 

equalisation is also congruent with the saliency analysis showing enhanced mouth or eye saliency in 

HSF when the contrast is equalised. The fact that the spatial frequency and contrast interaction was 

only marginal and not significant interaction on saccade latencies could be due to a lack of power. 

Indeed, using a Bayesian ANOVA we showed that this effect is anecdotal but still worth taking into 

account (see Appendix C for detailed results). Also, the effect size may be smaller in this study 

because the spatial frequency conditions were presented in blocks, allowing the participant to get 

used to the current contrast and take it as a baseline. Saccade accuracy was not sensitive to different 

contrast conditions, suggesting that overall contrast is not important for the accuracy of a 

discrimination, which may be mostly based on within-pairs differences. 

Both saccade accuracy and latency correlate with the mouth saliency, supposing that local 

contrasts and orientations in the diagnostic regions contribute to the efficiency of the detection of 

emotional and neutral faces Our findings indicated that greater mouth saliency in one condition 

resulted in better performance, with higher accuracy and shorter latency. Overall the mouth saliency 

was higher for emotional than neutral faces. This is likely to be attributed to the fact that the 

emotional faces that we used provide salient information in the mouth area. Indeed, all emotional 

faces, with the exception of one happy face, have their mouths open. The mouth saliency is also 

higher for happy than fearful faces in HSF, and for HSF than LSF for happy faces, which could be 

explained by the fact that happy faces have more visible teeth, that are predominantly transmitted 

through HSF. The mouth saliency was higher for HSF in the EQ than NonEQ condition which is 

consistent with the results on the latency of participants. We suggest that higher mouth saliency in 

those conditions attracted attention, thereby making detection faster and easier. As proposed by 

Calvo and Nummenmaa (2011), emotion detection may arise from a two-stage processing 

mechanism. The mouth saliency would be analysed in a first, purely perceptual stage, and it will 

then be used for expression recognition and semantic retrieval.  
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However, it should be noted that the differences are not always systematically the same in 

the performance and saliency analysis. For example, the mouth of LSF fearful faces in the NonEQ 

contrast condition is particularly salient, probably because it shows fewer teeth than that of happy 

faces, and would therefore be almost exclusively transmitted through LSF. And, this is not 

associated with particularly high performance. Thus, even if the mouth saliency is strongly linked to 

the participant’s performance, it is likely that other mechanisms are involved. For example, 

participants may choose to focus on HSF which would tune their perception toward HSF 

information. Or, despite this LSF information being salient in fearful faces, it may not be diagnostic 

enough to distinguish the two faces. Taken together, our results indicate that our initial hypotheses, 

based on the neural pathway potentially involved in threat detection in peripheral vision based on 

LSF, is actually less important than the perceptual saliency of the diagnostic features for a specific 

task. 

Interestingly, whereas the mouth saliency was important for participants, the eye saliency 

didn’t influence performance. This idea that the eye region plays a limited role in the detection of 

neutral and emotional faces contrasts with studies showing that both the eye and the mouth are 

important (Dailey et al., 2002; Eisenbarth & Alpers, 2011; Smith et al., 2005;  Smith & Schyns, 

2009; Wegrzyn et al., 2017). However, such studies focused on the categorisation of emotions. 

They showed that the mouth is particularly useful for the categorisation of happy faces and the eyes 

for fearful faces. Here, the task is different, and closer to a categorisation of faces as emotional or 

neutral. Therefore, it is not so surprising that the features are used differently than when the task is 

to categorise precisely the expression as happy or fearful. Moreover, several studies highlighted a 

higher reliance on the mouth region (Blais et al., 2012; Calvo & Nummenmaa, 2011; Calvo et al., 

2014). For example, Blais et al. (2012) found that, across all expressions, the mouth area is the most 

important cue for categorising both static and dynamic facial expressions. The authors suggest that 

this area is prioritised because it is more informative (especially for dynamic stimuli), and that the 

brain focuses on the most informative regions due to the limited capacity of the visuo-cognitive 

system. Also, results from Calvo et al. (2014) showed a happy face recognition advantage with 

faces presented either at fixation or extrafoveally, which remained even when only the mouth 

region was presented. The smiling mouth was the most salient and distinctive feature of all 

expressions, which, according to the authors, explains the happy face advantage. Overall, it is 

possible that participants make the strategy of focusing on the mouth because they consider that it is 

the most informative region. Going further, we can suppose that such a strategy would favour the 

detection of emotional faces when they are happy. Indeed, for happy faces, the mouth region is 

highly diagnostic, whereas for fearful faces it is less stereotypical. Finally, our results are limited to 

the use of happy and fearful faces. We can suppose that with other emotional faces, the results 
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could have been different, especially if the emotional faces convey useful information through the 

eye region (e.g., fearful and angry faces; Smith et al., 2005).  

5. Conclusion 

This study replicated findings from previous studies showing a better detection of emotional 

than neutral faces, especially with a happy emotional face (Entzmann et al., 2021). Also, we found 

that the discrimination between an emotional and a neutral face was overall easier for HSF and BSF 

than LSF images. On saccade latency, the HSF over LSF advantage was significant for equalised 

images only, suggesting that the processing of spatial frequencies can be dependent on contrast 

differences. The saliency analysis of our stimuli revealed that the mean mouth saliency in the 

different experimental conditions, unlike the eye saliency, correlated with both the mean accuracy 

and the mean latency of participants. Overall, our results go against the idea that there is an 

automatic (quick and unintentional) prioritization of low spatial frequency fearful faces. Rather, we 

suggest that participants favoured the use of high spatial frequencies in this task because low spatial 

frequencies are not informative enough to rapidly disambiguate the emotional or neutral content of 

faces. This would be consistent with the idea that there is a flexible use of spatial frequencies for 

facial expression decoding, depending on the scale of the useful information for a specific task (e.g., 

Smith & Merlusca, 2014). Also, as suggested in previous papers, the saliency of diagnostic features, 

the mouth in this study, may be used as a shortcut for efficient expression decoding (e.g., Calvo & 

Nummenmaa, 2016). 
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9. Appendices 

A. ANOVA tables 
 
   Accuracy Latency 
 Df Df F ηp

2 p F ηp
2 p 

Contrast  1 76 1.02 0.013 0.32 1.11 0.014 0.29 

Spatial Frequency 2 152 3.89 0.049 0.022* 18.9 0.199 <.001*** 

Target 1 76 67.1 0.47 <.001*** 35.8 0.320 <.001*** 

Contrast x Spatial 

Frequency 

2 152 0.43 0.006 0.65 2.66 0.033 0.072. 

Contrast x Target 1 76 2.51 0.032  0.11 8.18 0.097 0.005** 

Target x Spatial 

Frequency 

2 152 3.05 0.039 0.05. 0.48 0.006 0.61 

Contrast x Target x 

Spatial Frequency 

2 152 0.34 0.004 0.72 0.66 0.008 0.51 

 

Table A.1: Results of mixed ANOVA performed on saccade accuracy and latency with the Target : 

(Emotional, Neutral) and the Spatial Frequency (BSF, HSF, LSF) as within-subject factors, and the 

Contrast (EQ, NonEQ) as a between-subject factor. 
 

   Accuracy Latency 
 Df Df F ηp

2 p F ηp
2 p 

Contrast  1 76 0.32 0.004  0.57  0.11 0.001 0.73 

Spatial Frequency 2 152 5.82 0.071  0.003** 12.2 0.13 <.001*** 

EFE 1 76 8.40  0.099  0.004 ** 1.71 0.022 0.19 

Contrast x Spatial 

Frequency 

2 152 0.59  0.007  0.54  0.76 0.009 0.46 

Contrast x EFE 1 76 0.08  0.001  0.77  1.38 0.017 0.24 

EFE x Spatial 

Frequency 

2 152 7.14  0.085  0.001 *** 0.11 0.001 0.87 

Contrast x EFE x 

Spatial Frequency 

2 152 1.04 0.013 0.351 0.79 0.01 0.44 

 

Table A.2: Results of mixed ANOVA performed on saccade accuracy and latency  for trials for 

which the target was the emotional face. The EFE of the target (Happy, Fearful) and the Spatial 

Frequency (BSF, HSF, LSF) were defined as within-subject factors, and the Contrast (EQ, NonEQ) 

as a between-subject factor.  
 

   Accuracy Latency 

 Df Df F ηp
2 p F ηp

2 p 

Contrast  1 76 1.84  0.023 0.17  2.47 0.031  0.11  

Spatial Frequency 2 152 1.03  0.013  0.35  10.22   0.11  <.001*** 

EFE 1 76 3.81  0.04 0.054. 3.71  0.046  0.057. 

Contrast x Spatial 

Frequency 

2 152 0.036 0.0004 0.96 3.10  0.039 0.052. 

Contrast x EFE 1 76 0.033  0.0004  0.85  2.53  0.032  0.11 

EFE x Spatial 

Frequency 

2 152 4.24  0.052 0.016* 1.31  0.016  0.27 

Contrast x EFE x 

Spatial Frequency 

2 152 0.18 0.002 0.82 0.28 0.003 0.74 

 

Table A.3: Results of mixed ANOVA performed on saccade accuracy and latency  for trials for 

which the target was a neutral face. The EFE of the distractor (Happy, Fearful) and the Spatial 

Frequency (BSF, HSF, LSF) were defined as within-subject factors, and the Contrast (EQ, NonEQ) 

as a between-subject factor. 

 
   Eye saliency Mouth saliency 
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 Df Df F ηp
2 p F ηp

2 p 

Contrast  1 462 13.7 0.028 <.001*** 13.9 0.029 <.001*** 

Spatial Frequency 2 462 6.35 0.026 0.002 ** 8.54 0.035   <.001*** 

EFE 2 462 8.86 0.036 <.001*** 102.4  0.30  <.001*** 

Contrast x Spatial 

Frequency 

2 462 18.3 0.073 <.001*** 14  0.057  <.001*** 

Contrast x EFE 2 462 0.1 0.0004  0.89     0.86 0.003  0.42      
EFE x Spatial 

Frequency 

4 462 0.86 0.007 0.48     12.2  0.095  <.001*** 

Contrast x EFE x 

Spatial Frequency 

4 462 0.095 0.0008 0.98  0.91 
 

0.007  0.45    

 

Table A.4: Results of a factorial ANOVA with the EFE (Fearful, Neutral, Happy), the Spatial 

Frequency (BSF, HSF, LSF) and the Contrast (NonEQ, EQ) as between-image factors, applied on 

the mean saliency of each image, once for the eyes and once for the mouth. 

 

B. Saliency toolbox interface 

Figure A.1: Overview of the Saliency toolbox interface (Walther and Koch, 2006) with the 

parameters used to generate the saliency maps in this study. 

 

C. Bayesian repeated measures ANOVA for the Target x Spatial Frequency x 

Contrast analysis on saccade latencies 

Here we present results from a Bayesian repeated measures ANOVA corresponding to the 

Target x Spatial Frequency x Contrast analysis on saccade latencies. Therefore, this analysis serves 

as a Bayesian equivalent to the frequentist analysis presented in section 2.2.2, which led to a 

marginally significant Spatial Frequency x Contrast interaction. The analysis was performed using 

Jasp (JASP Team, 2023). The advantage of this method is that it allows the strength of each effect 

to be quantified, without going through a significance threshold. First, this analysis provides a 

model comparison, whose results are presented in Fig. A.2 and show the support that the data offer 

for each possible model. The left-most column lists the tested models (here only the best 10 out of 

19 models), ordered by their predictive performance relative to the best model. The winning model 

suggests that the data are influenced by each factor (Target, Spatial Frequency, and Contrast) as 
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well as the Spatial Frequency x EFE interaction and, more interestingly, the Spatial Frequency x 

Contrast interaction. The BF10 associated with each model can inform us about the strength of the 

support for the winning model compared to the model at hand. For example, the difference between 

the first two models is anecdotal (BF10 between 0.33 and 1) and the difference between the first and 

the third model is moderate (BF10 between 0.01 and 0.33). This model comparison approach does 

not provide a separate Bayes Factor for each effect. But an analysis of effects can be made to look 

specifically at the likelihood ratio of  models containing each effect. Results are presented in Fig.  

A.3. We found evidence for the Spatial Frequency x Contrast interaction, although the BFincl value 

was anecdotal. For a more in-depth discussion of Bayesian ANOVA and Bayes factor 

interpretation, see Jeffreys (1998), Rosenfeld and Olson (2021), and van den Bergh et al. (2020). 

 

Figure A.2: Jasp output. Model comparison obtained from the Bayesian repeated measures ANOVA 

for the Target x Spatial Frequency x Contrast analysis on saccade latencies. 

 

 
Figure A.3: Jasp output. Analysis of effects obtained from the Bayesian repeated measures ANOVA 

for the Target x Spatial Frequency x Contrast analysis on saccade latencies. 
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