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Abstract. The U-Net model, introduced in 2015, is established as the
state-of-the-art architecture for medical image segmentation, along with
its variants UNet++, nnU-Net, V-Net, etc. Vision transformers made a
breakthrough in the computer vision world in 2021. Since then, many
transformer based architectures or hybrid architectures (combining con-
volutional blocks and transformer blocks) have been proposed for image
segmentation, that are challenging the predominance of U-Net. In this
paper, we ask the question whether transformers could overtake U-Net
for medical image segmentation. We compare SegFormer, one of the most
popular transformer architectures for segmentation, to U-Net using three
publicly available medical image datasets that include various modali-
ties and organs: segmentation of cardiac structures in ultrasound images
from the CAMUS challenge, segmentation of polyp in endoscopy images
and segmentation of instrument in colonoscopy images from the MedAI
challenge. We compare them in the light of various metrics (segmenta-
tion performance, training time) and show that SegFormer can be a true
competitor to U-Net and should be carefully considered for future tasks
in medical image segmentation.
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1 Introduction

Since 2015, the U-Net [10] has been established as the state of the art model
for medical image segmentation, along with its variants UNet++, nnU-Net [6],
V-Net, etc. Its predominance has been challenged by the arrival of transformers
in 2021 [2]. Indeed following the excellent results of Transformers on natural lan-
guage processing problems, transformer-based architectures have been proposed
on image processing tasks, starting with the Vision Transformer, for image clas-
sification [3]. Transformers process the image as a sequence of patches (typically
of size 16×16 pixels) and seem to be very efficient thanks to the attention mech-
anism which allows them to capture long range interaction between the patches
- contrary to the reduced receptive field of convolutional kernels.
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The transition from the ViT to an architecture with transformers for image
segmentation is not obvious. Many architectures have been proposed, such as the
Segmenter Transformer SETR [13] or the PVT [11] or SegFormer, whose trans-
former encoders are based on a pyramid structure, so as to mimic the encoder of
a CNN. The recently released "Segment Anything" tool [7], a promptable seg-
mentation system with impressive performance on natural images, is also based
on a transformer architecture. Hybrid architectures combining convolutional and
transformer blocks such as TransUNet [2], CATS [9] or UNETR [4] have been
proposed for medical image segmentation, as underlined by recent reviews of
transformers in medical image analysis [1,5]. These models are however often
very complex with several tens of millions of parameters and require lot of time
to be trained.

The question now is whether a transformer-based architecture can be a true
competitor to U-Net, for medical image segmentation. In this study, we decide
to focus on SegFormer [12], a lightweight architecture for image segmentation,
designed to avoid complex decoders. Its efficiency, accuracy, and robustness have
been shown on a variety of datasets such as ADE20K, Cityscapes, and COCO-
Stuff; and in particular, it is shown in the paper to outperform the previous
best method on ADE20K, the SETR[13] model . In this paper, our goal is to
test SegFormer, both pre-trained and trained from scratch, against the U-Net
architecture, in terms of segmentation accuracy and compute efficiency and see if
SegFormer can be a viable alternative to U-Net for medical image segmentation.

In the following, we first detail the SegFormer architecture. Then we in-
troduce three datasets encompassing different tasks of binary and multilabel
segmentation in medical images, and present the experimental protocol to make
a fair comparison. We provide both quantitative and qualitative segmentation
results of the models under scrutiny.

2 SegFormer

SegFormer has two main modules: a hierarchically structured transformer en-
coder and an MLP (multi-layer perceptron) decoder (see Figure 1). One of the
key contribution of this architecture is the lightweight All-MLP decoder, result-
ing in a light architecture in comparison to other transformer architectures for
segmentation, e.g. [13]. These aspects of SegFormer lead to multiple benefits.
First, as the encoder part produces multiple level feature maps fused in the de-
coder, the model is able to capture both high and low resolution information.
The encoder also relies on a "mix-FFN" (feed-forward network) operation, where
a 3 × 3 convolution with 0-padding and an MLP are mixed into each FFN, to
replace the original positional encoding used by other architectures. Moreover,
as the model is less complex than other transformer based architectures, it re-
quires less data to be trained and can also be applied to real-time application.
Finally, the encoder part of the architecture can be scaled from B0 to B5 by
increasing the number of layers or the dimensions of encoder blocks ; depend-
ing on the need, it is possible to favor time efficiency with B0 able to perform
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Fig. 1: SegFormer architecture. The two main modules are the hierarchical Trans-
former encoder, and an all-MLP based decoder merging the features from the
encoder. Figure reproduced from [12].

real-time applications or performances with B5 obtaining best results on various
problems. In this study, we will use the SegFormer-B0 architecture that has 3.1M
parameters.

3 Experimentations

3.1 Datasets

We have assessed the two architectures on three different datasets: CAMUS,
Polyp, and Instruments. The Cardiac Acquisitions for Multi-structure Ultra-
sound Segmentation (CAMUS) challenge dataset[8] contains 2D images of car-
diac ultrasound images from 500 patients, with the manual segmentation of
4 different classes (Endocardium, Epicardium, Atrium and Background). For
each patient, there are 4 different types of images related to different views (2-
chambers or 4-chambers) and phase of the heart (diastole and systole). In this
experiment, we have used only the diastole images for both training and testing
phase. Poly and Instruments are two datasets from the MedAI: Transparency in
Medical Image Segmentation challenge. The Polyp Segmentation Task consists
in segmenting polyps in endoscopy images from the Kvasir-SEG dataset which
contains 1000 images and corresponding binary segmentation masks. The Instru-
ment Segmentation Task is about segmenting instruments present in colonoscopy

https://www.nora.ai/competition/image-segmentation.html
https://www.nora.ai/competition/image-segmentation.html
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Table 1: Dataset size
Dataset size Train Valid Test
Camus 500 450 50
Polyp 640 160 200
Instrument 377 95 118

videos from the Kvasir-Instrument dataset which contains 590 images and cor-
responding binary segmentation masks.

3.2 Protocol

In our experiments, we compare the original U-Net (31M parameters) to 2
versions of the SegFormer-B0 model (3.7M parameters): one pre-trained on
ImageNet-1k and the other trained from scratch. We also introduce a U-Net Lite,
a lightweight version of U-Net where we have reduced the number of filters per
layer from [64,128,256,512,1024] in the original paper [10] to [22,44,88,176,352] to
match the number of parameters of SegFormer-B0, i.e. 3.7M. For the CAMUS
dataset the loss function is Cross-Entropy, and the optimizer is Adam with a
fixed learning rate, 1e-03 for U-Net, and 1e-04 for SegFormer. For the Polyp and
Instrument segmentation tasks, the loss function is an average of Cross-Entropy
and Dice, and the optimizer is AdamW with a fixed learning rate of 1e-04 for
both the U-Net and the SegFormer.

We use the SegFormer-B0 model from HuggingFace and we applied transfer
learning by using encoder’s weights trained on Imagenet-1k. For sake of repro-
ducibility, the code used on CAMUS for U-Net can be found here: https://github.com/TheoSourget/UNet_CAMUS
and for SegFormer here: https://github.com/TheoSourget/SegFormer_CAMUS.

Table 1 shows the datasets split into training, validation and test sets. For
CAMUS, the images are resized to 256×256 pixels and at every epoch, a random
rotation between -10° and 10° is applied to perform data augmentation on the
dataset. For Polyp and Instrument Segmentation, the images are resized to 224×
224 and random flipping (horizontal and vertical) as well as random rotation
between 0° and 180° is applied to perform data augmentation on the dataset.

4 Results and Discussion

4.1 Segmentation accuracy

The average Dice Scores for each dataset are in Table 2 and Figure 4. First
of all, it is interesting to note that even if the number of parameters of U-Net
is drastically reduced, the decrease in accuracy on the CAMUS dataset is not
as significant than for Polyp or Instrument. This corroborates the observations
made in [?,8] that simpler models can obtain similar results than more complex
ones. Not surprisingly, the pre-trained SegFormer is better, sometimes by a large
margin, than the SegFormer trained from scratch. This is also visible by the the

https://github.com/TheoSourget/UNet_CAMUS
https://github.com/TheoSourget/SegFormer_CAMUS
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Table 2: Results: Average Dice scores of U-Net and SegFormer of 3 datasets: CA-
MUS, Polyp and Instrument. ∗ indicates that the score is significantly different
from that of UNet (p<0.05).For graphical representation see Figure 4

U-Net U-Net SegFormer SegFormer
Lite pre-trained

Pre-trained? No No No Yes
# param 31M 3.7M 3.7M 3.7M

Endo 0.90 0.90 0.89 0.91∗

CAMUS Epi 0.80 0.79 0.81 0.83∗

Atrium 0.83 0.84 0.81 0.85
Polyp 0.74 0.67 0.60 0.83∗

Instrum 0.79 0.75 0.82 0.92∗

(a) SegFormer (trained from scratch) (b) pre-trained SegFormer

Fig. 2: Evolution of loss during training for SegFormer with and without pre-
training on ImageNet-1K

behaviour during training: the pre-trained model seems to converge faster than
the one trained from scratch, as shown by the evolution of loss for the CAMUS
dataset in Fig 2.

Finally, the pre-trained SegFormer performed significantly better than U-
Net for almost all segmented regions, i.e. the endocardium and epicardium of
CAMUS, Polyp and Instrument, except for the atrium of CAMUS. Statistical
significance was achieved using a two-sided Wilcoxon test (p<0.05). We can
also see a difference in the training behaviour: while the transformer is able to
predict every class at the end of the first epoch, U-Net only predicts the back-
ground class during the first two epochs and only afterwards is able to predict
relevant classes. This is illustrated in Figure 3 where the difference of segmen-
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Fig. 3: Comparing segmentation results between U-Net, SegFormer and pre-
trained SegFormer after the 1st and 5th epoch

Table 3: Drop in training time of U-Net Lite, SegFormer and pre-trained Seg-
Former with respect to U-Net’s training time.

Model U-Net SegFormer SegFormer Epochs
Lite pre-trained

CAMUS -57.5% -49.7% -53.0% 50
Polyp -51.2% -62.3% -65.1% 80
Instrum -40.4% -46.4% -46.9% 80

tation between U-Net, SegFormer and the pre-trained SegFormer after 1st and
5th epoch on a validation example from CAMUS dataset can be seen. This Fig-
ure also highlights the strong impact of using pre-trained weights for SegFormer.

4.2 Training time

In Table 3, we display the decrease in training time over the indicated number of
epochs of the considered models, with respect to that of U-Net. We can gather
from this table that SegFormer is always faster to train than the original U-Net
and often faster than the Lite U-Net version, even if it is not pre-trained.
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Fig. 4: Average Dice scores of U-Net and SegFormer on test sets of 3 datasets:
CAMUS, Polyp and Instrument. Corresponds to results in Table 2.

5 Conclusion

In this study, our goal was to compare the U-Net model to a newly proposed,
transformer based model called SegFormer. The underlying aim was to start
assessing whether the breakthrough of vision transformer can really offer com-
petitive segmentation performance both in accuracy and training time, on some
medical image segmentation tasks, namely here the segmentation of cardiac
structured in ultrasound images, of polyp in endoscopy, and of instruments in
colonoscopy. On every task, pre-trained SegFormer-B0 obtained on par or better
results than U-Net, and in less training time than the original U-Net thanks to
its light architecture. Hence, we have shown that even if transformers usually
need more data to be trained, they can still be applied on medical imaging tasks
and obtained better results with limited dataset, taking advantage of transfer
learning. However, this is only a preliminary study, and we are working towards
large scale experiments, to include other datasets, to assess whether this findings
holds on more segmentation tasks.
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