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An Alternative Pareto-based Approach to
Multi-objective Neural Architecture Search

1% Meyssa Zouambi
Univ. Lille, CNRS, Centrale Lille
UMR 9189 CRIStAL, F-59000
Lille, France
meyssa.zouambi @univ-lille.fr

Abstract—Neural architecture search (NAS) is a field that
automates the architecture design of neural networks. NAS can
be modeled as an optimization problem. It describes a space
of possible architectures and looks for the most performing
one. NAS, however, is not limited to finding the most task-
accurate neural network. It can consider other objectives during
the search to meet different demands and requirements (model
size, latency, energy consumption, etc.). Several methods were
proposed for multi-objective NAS. Most of them are either based
on the scalarization of objectives, or use a Pareto-based approach.
Methods based on scalarization require preference weighting
between objectives and can suffer from suboptimality, while the
Pareto-based methods found in NAS usually require complex
operators and many parameters to tune. The goal of our work
is to offer an alternative Pareto-based method that solves the
above issues. In this paper, we first present a formulation of the
NAS problem as a multi-objective optimization (MO) problem.
We then design a dominance-based multi-objective local search
(DMLS) to solve it. Unlike other NAS methods, our work uses a
simple encoding, few parameters, and does not require preference
weighting of objectives. To assess its performance, we evaluate
this algorithm on a specialized multi-objective NAS benchmark to
optimize both accuracy and network complexity. We compare it
to state-of-the-art MO methods of this benchmark. Results show
that our method finds significantly more Pareto optimal solutions
than NGSA-II and overpasses single-objective local search for
the same evaluation budget. We conclude that DMLS provides a
more practical MO approach for NAS while providing superior
performances.

Index Terms—Neural architecture search, Multi-objective local
search, Multi-objective NAS.

I. INTRODUCTION

Designing the architecture of a neural network is arguably
one of the most crucial steps in developing deep learning mod-
els. Different tasks and datasets require tailored architectures
to obtain good performances. For this reason, researchers and
machine learning engineers spend considerable time trying
different architecture configurations for their models. This step
is conducted by trial and error and was done manually for
decades. Neural architecture search (NAS) solves the time-
consuming task of architecture design. It has drawn notable
attention in recent years for its ability to produce state-of-the-
art models.
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NAS is also not limited to finding the neural network
with the best predictive performance. It can take into account
other considerations as well, such as complexity, inference
time, energy consumption, etc. Multi-objective NAS includes
approaches that optimize more than one objective simultane-
ously. Several methods have been proposed in this context,
including Pareto methods that are largely population-based [5]
[9] [3], or methods using a scalarization of objectives [1] [20]
[6]. Population-based methods are complex to implement for
NAS and require a lot of parameter tuning. On the other hand,
the scalarization of objectives is considered sub-optimal for
multi-objective optimization according to [2].

The goal of our work is to provide an alternative Pareto-
based approach that solves the above issues. We design a
dominance-based multi-objective local search (DMLS) for
NAS. Our method is easy to implement, is not based on
the scalarization of objectives, and does not require many
parameters. It extends the local search (LS) approach that has
proved its effectiveness in single objective NAS [19]. It can
naturally exploit techniques based on local considerations that
speed up the global search time, such as weight inheritance
[16] or network morphism [18]. DMLS has also already been
successfully applied in a machine learning context in [8].

The rest of the paper is organized as follows: Section II
gives background knowledge about neural architecture search,
its formulation in a multi-objective optimization context, and
an introduction to the dominance-based multi-objective local
search. Section III describes the proposed approach, explains
the different parts used for DMLS (solution encoding, neigh-
borhood, and evaluation function), and defines its process.
Section IV describes the evaluation protocol to compare
the proposed DMLS approach with NSGA-II and LS on a
specialized multi-objective benchmark for NAS and discusses
the results. Section V concludes this work and gives future
research directions.

II. BACKGROUND

A. Neural Architecture Search

Deep learning models power most modern applications
nowadays. Their predictive performances rely on both data
and neural network design. When designing neural networks,
several choices have to be made, ranging from the number of
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Fig. 1: Example of a simple CNN architecture for image classification. ConvNxXN represents a convolutional operation with
kernel size N. Each operation results in a set of feature maps. The last layer uses the resulting feature maps for classification

layers to the type of operations used at each layer. The num-
ber of architecture parameters grows exponentially with the
complexity of the network. This can leave machine learning
engineers with many potential models that perform differently
based on their structure and configuration.

Figure 1 shows an example of a simple convolutional
neural network (CNN) where many architectural parameters
need to be defined. For example, the type of operation of
each layer (e.g., Convolution, Pooling), the kernel size of the
convolutional operations (e.g., 3x3, 5x5), the type of pooling
functions (e.g., Max Pooling, Average Pooling), etc.

There is no clear procedure on how to choose the best
parameters. Architecture design is a trial-and-error process that
is both time and resource-consuming.

The goal of neural architecture search is to automatically
find the architectures that maximize the model performance
from a large set of possible architecture configurations. This
set of possible architectures defines the NAS search space,
and can contain a very large number of architectures. To
efficiently explore it, NAS utilizes search strategies. The
most popular ones include gradient-based approaches [11],
evolutionary algorithms [12], and reinforcement learning [7].

B. Multi-objective Neural Architecture Search

Neural architecture search has been recently applied to
find architectures that fulfill several criteria. It optimizes the
predictive performance and other objectives as well. This trend
meets the current demands of models that can now run on
different platforms and for more demanding tasks. Examples
of these objectives are latency, energy consumption, size, etc.
Following the notation found in [13], the multi-objective NAS
problem can be formulated as follows:

Minimize F(a) = (f1 (a;w*(a)),..., fr (a;w*(a)),
fk+1(a>7 HE) fm(a’)T

Subject to w*(a) € argmin L(w;a), a € Q,, w € Ny,

a represents a candidate architecture from the search space
Q,, and w(a) its associated weights. The weights are obtained
after training the architecture on the training set using the loss
function £(w;a).

F : ©Q — R™ are the m objectives to minimize during the
architecture search. These objectives can either depend on both
the architecture and its weights (f; to fx), for example, the
accuracy. Or they can depend on the design of the architecture
only (fx+1 to fin), such as the number of parameters or the
latency.

To solve this multi-objective optimization problem, two
types of approaches have been used in the literature. The first
type is based on the scalarization of objectives. It creates a
weighted function of f; to obtain a single objective optimiza-
tion problem. Many notable works in multi-objective NAS use
this approach. In [1], authors use a reinforcement learning
algorithm to search for the optimal network architecture for
both predictive performance and latency. The reinforcement
agent constructs the network based on a reward signal defined
by a weighted sum of the two objectives.

Authors in [20] use a differentiable NAS framework to
search for architectures that optimize the same objectives.
Their loss function is a weighted product of cross-entropy
(prediction metric) and latency.

The work in [6] also proposes a differentiable NAS method
in which the search space is composed of densely connected
blocks with different widths and spatial resolutions. Here, the
loss function is defined as the weighted sum instead of the
weighted product.

Techniques based on the scalarization of objectives suffer
from two main issues. First, they require using weights that
defines the importance of each objective before the search.
This needs prior knowledge and experiments. Second, they use
an aggregation of objectives which is considered suboptimal
[2].

The second type of approach used in the literature is multi-
objective optimization using a Pareto-front. This approach
does not require defining a trade-off between predictive per-
formance and other objectives a-priori. Since, typically, there
is no feasible solution that minimizes all objective functions
at once, this approach chooses a set of solutions that are
not dominated by one another. In a minimization problem,
a solution «a is said to dominate another solution b if Vi €
{1,(.)..,m},fi (Cl) < fi (b) and i € {1,...,m},fi (a) <
fi(b

The Pareto-front contains all solutions that are not domi-
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Fig. 2: Solution encoding for MacroNASBenchmark. Blue cells are the operations that are chosen for each architecture. Red
cells are pre-fixed operations that are common in all architectures (best seen in color).

nated by any other solution of the search space.

Works using this approach for NAS include population-
based methods like NSGA-II or other variations. In [5],
authors propose a population-based method that renders, at
each generation, a set of architectures generated using local
transformation. They use Lamarckian inheritance [15] to per-
mit faster architecture evaluation. Their work, however, uses
complex operators which makes it difficult to adapt to other
tasks.

In [14], authors propose a genetic algorithm based on
NSGA-II to improve both classification performance and the
number of floating-point operations during the architecture
search. They initialize their population from hand-crafted
architectures and explore new ones using crossovers and
mutations.

Authors in [22] use the cuckoo search algorithm and in-
corporate the fast non-dominated sorting approach for opti-
mizing classification accuracy, inference latency, number of
parameters, and number of floating-point operations. New
architectures are constructed via Lévy flight mutations.

Population-based methods generally require a considerable
amount of parameter-tuning for their design (operators, size of
the population, etc.). They are slower to converge compared to
non-population-based methods but explore more of the search
space, which could lead to better solutions.

C. Dominance-based Multi-objective Local Search

In a mono-objective context, local search methods are
known to provide good-quality solutions for many hard com-
binatorial optimization problems. They start from an initial
solution, selected at random or using another heuristic, and
then generate neighbors of this solution by applying a neigh-
borhood function N. This function creates adjacent solutions
by applying small transformations to the current solution.
These neighbors are explored (and evaluated) following one of
the available exploration strategies. For example, in the first-
improve strategy, the first evaluated neighbor that has a better
quality is selected and replaces the current solution. After

this update, the process is repeated with this new solution.
The search stops when no neighbor is better than the current
solution, so there is no possibility to improve it (the heuristic
reaches a local optimum).

This method has proven its effectiveness for the NAS
problem in a mono-objective context [19]. Unlike most of
its search strategies, LS is easy to implement and does not
require complex encoding or parameter tuning, which makes
it easily applicable to newer NAS tasks. Local search also
has the advantage of naturally exploiting certain methods that
speed up the search time of the NAS process. Such as weight
inheritance [16] or network morphism [18], which reduce the
training time for architecture evaluation.

Dominance-based multi-objective local search (DMLS) is
an adaptation of the single-objective local search for multi-
objective optimization problems [10]. Unlike classical LS,
instead of manipulating one solution, DMLS maintains a set
of solutions in an archive. This archive contains elements
that are non-dominated by one another. Meaning that if we
compare two solutions from this archive, none of them is
superior. The archive is progressively improved by exploring
the neighborhood of the solutions it contains. When it meets a
neighbor that is non-dominated by the elements of the archive,
it is added to the set. When solutions from the archive become
dominated during the exploration of the neighborhood, they
are removed automatically.

DMLS has already been successfully applied in machine
learning contexts [8]. Since it is a variation to LS that is
already state-of-the-art for many NAS benchmarks [19], it is
a good candidate for the multi-objective NAS problem.

III. PROPOSED APPROACH

Considering the importance of multi-objective neural net-
work design, we expanded the use of local search to multi-
objective NAS. While previous work has explored the use
of LS in this context [3], their method is based on the
scalarization of objectives. Our approach, on the other hand,



uses a Pareto approach with dominance-based multi-objective
local search to perform multi-objective resolution.

Evaluating the quality of a neural architecture is very costly.
It requires training the architecture on a training set and
assessing its performance on a validation set. Depending on the
task, architecture, and hardware used, this step can take several
hours for a single evaluation. To simplify experimentation,
various benchmarks have been proposed in the literature
[4], [17], [21]. They provide pre-computed metrics for all
possible architectures for their given task and pre-defined
search space. Our work uses the MacroNASBenchmark [3], a
benchmark designed specifically for evaluating multi-objective
NAS methods. It includes a search space of over 200,000
unique architectures, along with their predictive performance
on image classification for two popular datasets: CIFAR10
and CIFAR100. In addition, each architecture is assigned a
metric for complexity. Our proposed approach can nonetheless
be adapted for other search spaces, datasets, or metrics by
following the same encoding and procedures.

In the following, we explain the different components of
the DMLS for NAS and give a detailed description of our
proposed approach.

A. Solution Encoding

In the context of NAS, a solution a defines an architecture
of a neural network. The encoding used in our method is a
list of values. This list contains the different parameters chosen
that uniquely define an architecture in the search space.

For the MacroNASBenchmark [3], each solution consists
of 14 unrepeated cells (1 to x14). Each cell z; can take one
of three options (Identity; 3_3x3: MBConv' with expansion
rate 3 and kernel size 3; 6_5x5: MBConv with expansion
rate 6 and kernel size 5). Figure 2 shows an example of a
solution from this search space. On top, is the representation
of the architecture, and on the bottom, is the corresponding
encoding, where x; to x14 contains the values of each of the
corresponding cells.

B. Neighborhood Function

The neighborhood function N generates a neighborhood
N(a) that contains the architectures close to a. In our work,
we define the neighborhood of a solution as the set of solutions
that differs by exactly one cell from the current one. The set of
neighbors is obtained by selecting each cell and enumerating
all the possible values. For the used benchmark, there are 28
possible neighbors for each solution (2 other alternative values
for the 14 cells).

Figure 3 shows an example of a neighbor generation. On
top, there is the current solution, and on the bottom, its
neighbor. Generating one neighbor consists in choosing one
operation and changing it by another, for example here, 6_5x5
(MBConv with expansion rate 6 and kernel 5) is replaced with
an Identity operation.

Inverted Linear BottleNeck layer with Depth-Wise Separable Convolution

X1 X2 X3

6_5%5 }—» 6 5%5 }—ﬁ 3 3x3

Mutation

. _ X14
e
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Fig. 3: Neighbor generation with the neighborhood
function.

C. Solution Evaluation

To evaluate an architecture, we chose two objectives, one
representing the predictive performance of the model (to
maximize) and one for the model’s complexity (to minimize).
Optimizing the model’s complexity along with the predictive
performance is usually useful when we want a lightweight
model or a model that is easier to interpret. MacroNASBench-
mark provides for each architecture precomputed accuracies
(sum of well-classified images divided by the total number
of images) for two image classification datasets (CIFARI10
and CIFAR100). It also provides a metric for complexity (the
Million Multiply Accumulate Operations MMACs) that is used
as the second objective.

D. Solution archive

The solution archive contains a set of solutions that are non-
dominated by one another. In this case, the objectives used are
f1=1—accuracy and fo = MMACSs.

We initialize the archive with a trivial solution (containing
all Identity operations) which is the optimal solution for the
MMACs metric. We sample different solutions uniformly at
random from the search space. When meeting a solution that
is not dominated by other solutions from the archive, we add
it until we reach the desired initial size. Any solution that
becomes dominated is automatically removed.

The initial archive size is the only parameter that needs to
be tuned for this approach, the impact of its choice will be
studied in the experiment section. The maximum size of the
archive is set to infinity (unbounded).

E. Algorithm Process

Algorithm 1 gives the main steps of this method. First, it
starts by initializing an archive of size p with a set of solutions.
After that, it randomly picks one of the solutions to explore. A
solution is explored by modifying a single variable every time
and evaluating its resulting neighbor. Once it finds a neighbor
that is non-dominated by the current archive, it adds it to the
archive and removes any solution that will be dominated by it.
To speed up the search and explore more of the search space,
we mark the solution that was used to generate this neighbor
as visited and don’t use it again. The algorithm then repeats
this process for another random solution in the archive. If we
explore all the neighbors of a solution, it is also marked as
visited and is no longer picked. The algorithm converges when
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Fig. 4: The dominance-based multi-objective local search process applied for NAS.

there is no more unvisited solution in the archive. The resulting
archive is the approximation to the Pareto set of this method.
Figure 4 illustrates the process of this method.

IV. EXPERIMENTS
A. Experimental Protocol

To assess the performance of the proposed algorithm, we
run it for the CIFAR10 and CIFAR100 image classification
datasets provided by the MacroNASBenchmark [3]. We chose
this benchmark because it is specifically designed for evalu-
ating multi-objective NAS, as stated in their paper. CIFAR10
and CIFAR100 are also the two most popular datasets in NAS
benchmarks for this task [4], [17], [21].

We compare our work with two other methods previously
tested in [3]. Both of these use different approaches: a
population-based method with NSGA-II and a scalarization-
based approach using a customized local search’. The two
methods are described as state-of-the-art for this benchmark
[3].

We use accuracy and MMACs as the two objectives for
the architecture search. Both of them are provided by the
benchmark. We limit the number of evaluations to 6000
evaluated architectures (approx 3% of the size of the search
space). We fix this number because in a non-benchmark setting
evaluating architectures is very costly. If an algorithm stops
before the evaluation budget is reached, it restarts the search.

The benchmark provides the globally-optimal solutions
(Pareto optimal). It is the set of solutions that are non-
dominated by the whole search space. They are obtained by
exhaustive search and will be a point of comparison to the
approximate Pareto-front obtained by other methods.

The setup of each method is as follows:

o For the NSGA-II algorithm, it uses a 2-point crossover,

a single-variable mutation with probability p,, = 1/I,

2Two more algorithms are presented for this benchmark. Unfortunately, we
were not able to run them for comparison using the provided code.

Algorithm 1 Dominance-based Local Search for NAS
Input: €,: search space N: neighborhood function
mazBudget: max evaluations p: initial size of archive
Qutput: set of non-dominated solutions

Initialization: archive <— {} /fempty archive
while size(archive) < p and maxBudget not reached do
Randomly pick an architecture a € €2,
Evaluate(a)
if a is non-dominated by solutions in archive then
Add a to archive
Remove solutions dominated by a.
end if
end while
Randomly pick an unvisited solution a from archive
while max Budget not reached and not all archive solutions
are visited do
randomly pick u € N(a)
Evaluate(u)
if u is non-dominated by solutions in archive then
Add u to archive
Remove solutions dominated by w.
Mark a as visited
Randomly pick a new unvisited solution a from
archive
end if
if N(a) is all evaluated then
Mark a as visited
Randomly pick an unvisited solution a from archive
end if
end while
return archive
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For the local search algorithm, a random scalarization
of the objectives is used in this single-objective search
algorithm. This compensates for having to choose weights
for each objective a-priori. An archive is maintained to
keep the non-dominated solutions from each iteration.
For our method (DMLS), the only parameter to choose
is the initial size of the archive. We run our tests for
multiple archive sizes ranging from 2 to 20 and compare
the results. All archive sizes seem to reach the same point
after a certain number of iterations. However, bigger sizes
of the archive tend to give the method a slower start
(part of this is explained by the time required to find
the expected number of initial solutions). We choose to
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Fig. 6: Evolution of the percentage of Pareto optimal solutions found across the number of evaluated architectures for CIFAR10
and CIFAR 100. Results are averaged for 30 runs for each algorithm.

work with an archive size of 7 as it finds more Pareto
optimal solutions in the early stages of the search.
Following the protocol in [3], we also add the trivial
solution to the archive (or population) to each method
before starting the search. This solution contains all
identity cells and represents the lower bound for the
second objective.

For each method, all experiments are averaged over 30

runs. We compare the algorithm from several standpoints:
the hypervolume that should be maximized (we normalized
the objectives, turned them into a minimization problem, and
calculated the hypervolume with (1,1) as a reference point)
and the percentage of Pareto optimal solutions found.

We use the Mann-Whitney U rank test for assessing the

statistical significance of our results.



B. Results and Discussion

Evaluations DMLS NSGA-II LS
CIFAR10 500 90.16+0.08 89.84+0.14 90.10£0.05
1000 90.28+0.05 90.24+0.05 90.17+£0.03
3000 90.37+£0.039  90.33+0.04 90.24+0.03
6000 90.39+0.02 90.37+£0.03 90.29+0.03
CIFAR100 500 67.69+0.10 67.30+£0.22 67.66+0.05
1000 67.82+0.05 67.76+£0.08 67.73+£0.04
3000 67.94+0.03 67.89+0.04 67.81+£0.04
6000 67.98+0.01 67.93+£0.03 67.84+0.03

TABLE I: Table reporting the hypervolume (multiplied by
102 for better readability) for each method on CIFAR10 and
CIFAR100. The results at presented for 500, 1000, 3000, and
6000 evaluations. Values in bold are statistically better (Mann-
Whitney U rank test).

Table I reports the hypervolume of each method for CI-
FARI10 and CIFARI100 at different evaluation steps (500,
1000, 1500, 3000, and 6000). We notice the three approaches
showing very close values at each step, with DMLS seemingly
taking the lead. In the early stage of the search, at 500
evaluations, the NSGA-II seems to give a slightly lower
hypervolume than LS before quickly catching in the 1000
evaluations mark. Figures 5.a and 5.b show the quick evolution
of the hypervolume across the number of evaluations for
CIFARI10 and CIFARI100, respectively. Here we see that in
the first evaluations, LS briefly gives the highest hypervolume.
This can be explained by the time it takes to initialize the
archive of DMLS and the population for NSGA-II. But since
NSGA-II requires a larger population, it takes it more time to
surpass LS.

The very close hypervolume results suggest that the solu-
tions composing the approximate Pareto-front are spread in an
equivalent manner. For this reason, another metric should be
used to better compare these methods. Here we will use the
number of optimal Pareto points found for each of them.

Table II presents the percentage of Pareto optimal solutions
found for each method on CIFAR10 and CIFAR100. For this

Evaluations DMLS NSGA-II LS
CIFARI10 500 29.07+8.89 6.52+2.79 22.90+4.45
1000 51.27+6.29 34.39+7.31 27.94+5.37
3000 76.73+5.49 65.31+£5.49 39.07+3.08
6000 82.41+4.39 77.58+4.78 49.71+6.17
CIFARI100 500 25.49+6.67 7.45+2.83 22.2243.99
1000 43.92+7.93 33.07+6.49 27.90+5.22
3000 70.19+2.69 65.55+4.31 37.71£5.69
6000 77.58+3.74 72.41+£3.64 44.37+4.42

TABLE II: Table reporting the percentage of Pareto optimal
solutions found for each method on CIFAR10 and CIFAR100.
The results at presented for 500, 1000, 3000, and 6000 eval-
uations. Values in bold are statistically better (Mann-Whitney
U rank test)

metric, there is a more significant difference between each
method, and this is true for both datasets as well. When
the search budget is reached, DMLS finds statistically more
Pareto optimal solutions. In CIFARI10, for example, DMLS
ends the search with more than 82% of the Pareto optimal
solutions, followed by NSGA-II with 77.6% of solutions, and
lastly, LS with only 49.7% of optimal solutions. Similarly, for
CIFAR100, DMLS takes the lead with 77.6% Pareto optimal
solutions found at the end of the search, against 74.6% and
44.4% for NSGA-II and LS, respectively. It is clearly shown
in Figure 6 as well. Here we can see that DMLS performs
much better since the beginning of the search, even if it has
a lower hypervolume than LS, as seen previously.

To sum up, results show that even if DMLS is only
slightly higher in hypervolume than other methods, it can find
significantly more Pareto optimal solutions compared to them.
Which gives more architecture choices at the end of the search
for a limited evaluation budget. On top of that, it is easy to
implement and requires only one parameter to adjust (the size
of the archive). This method also has the potential to exploit
local properties to speed up network training (which is the
most time-consuming task), such as weight inheritance [16] or
network morphism [18]. This would further reduce the time
needed to search for architectures in a non-benchmark setting.

V. CONCLUSION AND FUTURE DIRECTIONS

The goal of this paper is to propose an alternative multi-
objective resolution method for NAS using dominance-based
multi-objective local search (solution encoding, neighborhood,
and evaluation function). Unlike other multi-objective NAS
strategies, it does not require defining weighted preferences
between objectives like scalarization methods, nor is it com-
plex to tune like other Pareto-front-based methods. It requires
only one parameter to choose (the initial archive size), which
makes it easily reusable for new tasks without much tuning.
Since it is based on local search, it has the potential to exploit
the local property-based evaluation strategies for NAS that
will speed up the global search time. The experiments on a
specialized MO benchmark show that our approach obtains
statistically better Hypervolume and finds significantly more
Pareto optimal solutions than NSGA-II and LS. In future
works, we will compare this method using datasets for other
types of tasks, such as natural language processing or image
segmentation. We will also study the effect of using it in
conjunction with the weight inheritance strategy to assess the
speed up it can obtain.
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