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ABSTRACT
Plural counterfactual examples have been proposed to explain the
prediction of a classifier by offering a user several instances of
minimal modifications that may be performed to change the pre-
diction. Yet, such explanations may provide too much information,
generating potential confusion for the end-users with no specific
knowledge, neither on the machine learning, nor on the application
domains. In this paper, we investigate the design of explanation
user interfaces for plural counterfactual examples offering com-
parative analysis features to mitigate this potential confusion and
improve the intelligibility of such explanations for non-expert users.
We propose an implementation of such an enhanced explanation
user interface, illustrating it in a financial scenario related to a loan
application. We then present the results of a lab user study con-
ducted with 112 participants to evaluate the effectiveness of having
plural examples and of offering comparative analysis principles,
both on the objective understanding and satisfaction of such ex-
planations. The results demonstrate the effectiveness of the plural
condition, both on objective understanding and satisfaction scores,
as compared to having a single counterfactual example. Beside the
statistical analysis, we perform a thematic analysis of the partici-
pants’ responses to the open-response questions, that also shows
encouraging results for the comparative analysis features on the
objective understanding.

CCS CONCEPTS
• Human-centered computing→ User studies.
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1 INTRODUCTION
The research field of XAI (eXplainable Artificial Intelligence) has
proposed numerous interpretability methods to extract various
type of information that act as explanations about the behavior
of Machine Learning (ML) models and the outcome they predict
(see e.g. [1, 33] for recent surveys). Examples of such methods
include feature importance vectors [28, 37], rules [38] and counter-
factual explanations [34, 44] to name a few. However, this step of
explanation identification must be completed by a step regarding
their presentation and display to the end-users [40]. In the human-
computer interaction research field, the concept of eXplanation User
Interface (XUI) has been introduced [6] to that aim, "as the sum of
outputs of an XAI system that the user can directly interact with".
This challenge is real for all kinds of ML explanations, it has been
especially addressed for the case of local feature importance vectors
[2, 5, 11, 46].

In this paper, we study counterfactual explanations, that have
been argued to be a highly relevant form of explanation based on
arguments from cognitive sciences regarding their resemblance to
human explanations [3, 31, 44, 45, 49]. Among others, they possess
contrastive properties, i.e. they are formulated as answers toWhy
not? questions [31]. Such explanations are particularly useful to
users who are trying to understand why they did not get a desired
outcome (e.g. using a canonical example, if a ML model predicts
their loan application is denied) [36]. From a computational point
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of view, in the reference case of binary classification, counterfactual
examples are basically defined as data instances that are (i) pre-
dicted to be in the other class, and (ii) as similar as possible to the
user instance. They allow to underline the minimal changes that
should be performed to be predicted in the desired class. Numer-
ous methods and variants have been proposed to implement these
principles, see e.g. [13, 43] for recent surveys, listing more than 50
approaches. This paper focuses on the case of plural counterfactual
examples, i.e. when counterfactual explanations contain several
examples. Indeed, it has been proposed to build so-called diverse
counterfactual examples [10, 21, 34], claimed to constitute more
relevant and appropriate explanations. This paper only takes into
account the fact that they provide several examples instead of a sin-
gle one and does not study the extent to which they differ one from
another. Thus, we favor the word "plural" instead of "diverse". From
an XUI point of view, the interfaces that have been proposed to
display explanations in the form of counterfactual examples mostly
focus on the case of single counterfactual example. Moreover, as
detailed in Section 2, they are overall more adapted to an expert
audience: they most often remain difficult to exploit for users with
no knowledge, neither in machine learning nor in the application
domains for which the explanations are provided.

Recent works underline the issue that most of these explainabil-
ity methods have not been tested with real users, and that there
is a lack of empirical research in understanding the users’ needs
for counterfactual explanations in their usage [19, 39, 43]. This also
applies to the case of explanations in the form of plural counterfac-
tual examples, for instance investigating experimentally whether
too many examples may create confusions [4, 20].

In this work, we investigate the intelligibility of explanations
expressed in the form of plural counterfactual examples that are
presented to users. We consider the case of non-expert users, as it
has been demonstrated that they are generally the ones struggling
most with the understanding of complex systems [2, 5]. The paper
contributions are, first, a process for designing and evaluating an
XUI for such explanations: we investigate (i) if plural counterfac-
tual examples are indeed better than having a single one, and (ii) if
we can mitigate the users’ confusion with a comparative analysis
enhancement when there is a high number of examples. To that
aim, we propose an implementation of such enhanced explanations
in an XUI for a financial scenario related to a loan application. As
a second contribution, the paper provides the first experiment, to
the best of our knowledge, evaluating the intelligibility of plural
counterfactual examples for the non-expert users. We propose to
consider two components for this quality, distinguishing between
subjective satisfaction and objective understanding that have been
shown to be crucial criteria [2, 5, 46]. The evaluations of the effec-
tiveness of the propositions are performed through a moderated
study in lab with 112 participants. To analyze the results, we pro-
pose to combine quantitative and qualitative approaches, exploiting
both the numerical collected data and the textual answers provided
to open-response questions. The results of the statistical analy-
sis demonstrate the effectiveness of the plural condition, both on
objective understanding and satisfaction scores, as compared to
having a single counterfactual example. The qualitative analysis
based on a thematic analysis of the textual answers shows that the
proposed comparative analysis features are promising approaches

to improve the intelligibility of such explanations, even if the partic-
ipants partially report they are not satisfied by the counterfactual
explanations, as they perceive them as incomplete and too complex.

The paper is structured as follows: Section 2 describes related
works on counterfactual explanations and introduces our research
questions and hypotheses. Section 3 presents the enhancements
we propose for the explanation intelligibility in the form of plural
counterfactual examples. Section 4 presents the implementation we
propose of such enhanced explanations for a financial scenario The
material we use for the evaluation of the proposals in a moderated
lab study is described in Section 5. Section 6 presents and describes
the results of the quantitative and qualitative analyses of this study.
Finally, we discuss limitations and future works in Section 7 and
conclude in Section 8.

2 RELATEDWORKS AND RESEARCH
QUESTIONS

Among the large variety of explanation forms proposed in the XAI
domain (see e.g. [1, 33] for recent surveys), counterfactual expla-
nations possess the key property to be contrastive [6, 31, 49]: they
allow to answer to questions such as "Why Q rather than P ?".
It is argued that they are much more causally informative than
factual explanations [45, 47], which is another crucial property of
explanations. Yet, it can also be argued that they can be misleading
or deceptive [22]. User studies thus appear to be necessary to as-
sess the relevance of such explanation methods, but most methods
lack user studies [6, 19]. In this section, we briefly review existing
methods for generating counterfactual explanations, and focus on
the specific case of diverse counterfactual explanations. Then, we
analyze recent works in XAI for presenting such explanations to
end-users and evaluate their intelligibility.

2.1 Counterfactual explanations in XAI
Given a user-defined instance and the prediction associated to it
by a block-box machine learning model, a counterfactual example
proposes to explain this prediction by identifying minimal changes
that can be applied to the instance so as to get another prediction.
These changes can be interpreted as causes that explain why the
model did not predict the desired class in the first place. Unlike other
XAI methods that generate factual explanations (e.g. SHAP for the
weight of features on the model’s decision), the contrastive and
selective aspects of these explanations give them a causal dimension
[45, 47].

Numerous methods have been proposed to generate such coun-
terfactual explanations (see e.g. [13, 43] for recent surveys), for
instance varying the definition of change minimality between the
initial instance and the generated counterfactual example. They are
defined by minimizing the distance, for which various definitions
can be considered, such as the Euclidean distance, the L1 norm
[44] or combinations with other norms so as to improve the change
sparsity, in terms of the number of modified features [23–25]. In the
latter case, the notion of minimal changes combines the amount of
changes for each feature as well as the number of features involved,
looking for a tradeoff: it is considered as relevant to change more
one feature if it makes it possible to achieve the desired class with
changing less features. Other variants integrate constraints in the
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formulation of this distance, for instance so as to generate only
plausible [27] or feasible [35] counterfactual examples, to take into
account causal reasoning [18, 29] or users’ knowledge [17, 23].

Recentworks on counterfactual explanations propose approaches
to generate plural counterfactual examples, and claim that having
several examples can help users to better interpret them [10, 21, 34].
Indeed, a single counterfactual can be considered misleading as
it may suggest changes that are not feasible or plausible for ex-
ample [9]. Similarly to the methods cited above, in particular for
combining the constraints of proximity (using the L2 norm) and
the sparsity (L1 or L0 norm), these methods propose different ap-
proaches to generate a set of multiple counterfactual instances,
most often emphasizing the need for diversity among them. The
latter can be understood in different ways: diversity in terms of
optimized metrics [9] or in the feature space [14, 34]. This paper
only takes into account the fact that they provide multiple exam-
ples instead of a single one, not studying the extent to which they
differ one from another. Thus we favor the word "plural" instead of
"diverse".

As mentioned in the introduction, these methods are most often
proposed from a computational point of view, but lack empirical
research in understanding users’ needs of counterfactual expla-
nations in their usage [19, 39, 43]. There is no or little empirical
evidence to prove the relevance of one approach as compared to
another, and in particular to establish empirically the claim that
plural counterfactual examples are helpful to users.

2.2 Counterfactual explanations in XUI
Recent works propose XUIs for counterfactual explanations [4,
11, 12, 42, 46, 48] as well as evaluation methods to measure their
effectiveness on users’ understanding [2, 5, 30].

Several forms have been proposed to present counterfactual ex-
planations, such as textual [46], visual [11, 12, 48] or vocal [42].
Regarding the textual approach, the user study shows that it in-
creases users’ objective understanding and satisfaction [46]. Re-
garding the visual presentation, AdViCE [12] is an XUI with visual
and interactive counterfactual explanations that enables the com-
parison of decisions on user-defined data subsets. Although, this
XUI has not been user tested, recent work has demonstrated the
effectiveness of enabling comparison on the users’ understanding
for example-based explanations [4]. Finally, Glass-Box [42] is a
voice-enabled device that provides class-contrastive counterfactual
explanations when questioned by users for the understanding of
automated decisions.

Similarly to XAI methods, most of these XUIs have not been
tested with users. Evaluating the effectiveness of XUIs remains a
challenging task [5, 6, 26, 31, 32], for which numerous methods and
quality criteria have been proposed (see e.g. the survey proposed
by Hoffman et al. in [15]). A consensus has recently been reached,
according to which this assessment needs to take into account two
distinct components, evaluating both objective understanding and
subjective satisfaction [2, 5, 46]. Also, it has been demonstrated
that performing both quantitative and qualitative analyses helps
assess users perceptions of the quality of the explanations [30].

2.3 Research questions
This paper aims at studying first the presentation of counterfactual
explanations with plural examples in an XUI for non-expert users.
Second, we study the enhancement of these explanations with com-
parative analysis for non-expert users. More precisely, the aim is to
examine how effective they are to improve the explanation quality
for users with no expertise, neither in the ML nor in the involved
application domains. As discussed in more details in Section 5.1, we
consider two components for this explanation quality, distinguish-
ing between objective understanding, which assesses the extent to
which users actually understand the explanation, and subjective
satisfaction, which assesses the extent to which users appreciate
the interface.

More precisely, the study is driven by the following research
questions and hypotheses:

• RQ1 : How effective are plural examples for improving un-
derstanding and satisfaction of counterfactual explanations
for non-expert users?
– H.1.1 : Plural examples improves understanding of coun-
terfactual explanations, as compared to one example.

– H.1.2 : Plural examples improves satisfaction of counter-
factual explanations, as compared to one example.

– H.1.3 : Comparative analysis on plural examples improves
understanding of counterfactual explanations, as com-
pared to one example only.

– H.1.4 : Comparative analysis on plural examples improves
satisfaction of counterfactual explanations, as compared
to one example only.

• RQ2 : How effective is comparative analysis for improv-
ing understanding and satisfaction of plural counterfactual
explanations for non-expert users?
– H.2.1 : Comparative analysis improves understanding of
plural counterfactual explanations

– H.2.2 : Comparative analysis improves satisfaction of plu-
ral counterfactual explanations

In order to answer these questions, we develop an interface
offering plural enhanced counterfactual explanations for the case
of non-expert users, as described in the next sections.

3 DESIGN PRINCIPLES
This section presents the XAI principles we propose for offering
features to allow comparative analysis of counterfactual explana-
tions with plural examples. Their description, purpose and level are
discussed in turn below and summarized in Table 1. We propose
an implementation of these principles in a financial usage scenario
described in Section 4.

3.1 Card-based design
We apply a card-based design for the display of the explanations, as
illustrated in Figure 1: each counterfactual example is represented
on its own card. Compared to the displays of counterfactual ex-
planations reminded in Section 2.2, this design choice allows us
to associate more content and interactions with the explanations
provided by the machine learning tools described in Section 2.1.
Thus, we first consider counterexamples individually and adapt
the length of the card to the amount of content to display. A card
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contains two parts with different pieces of information related to
the feature.

The top part displays the labels of the data descriptive features
whose values are modified in the considered counterexample, to-
gether with these new values that allow to reach the class opposite
to the predicted one. We believe it is important for labels to be user-
friendly so we propose to name them with non-technical labels:
we use the names known from the user (see Section 4.1). Also, we
propose to group the features into contextual categories [2] so users
can identify quickly what category of information is impacted by
the suggested change: e.g. for a change on the age, the feature is
displayed under the category "Personal Information".

The bottom part of the card is dedicated to additional information
on the counterfactual example. In particular, we highlight the level
of feasibility of the example with integrated expert knowledge. As
presented in Section 2, counterfactual examples are generated based
on different criteria that do not always take into consideration how
feasible the proposed changes are in the context of use. Thus, we
allocate a significant area on the card to display this information
to help users identify visually the feasibility of each example. We
present in details how this additional information is obtained in
Section 3.2.2.

The cards are presented in a 3-column grid. When generating
plural counterfactual examples, it can be difficult to present a rich
set in one screen. Here, we use the grid so that the users can scroll
on the page to discover the different counterfactual examples. To
navigate between the cards, we add a search bar using key words
that automatically filters the set of cards accordingly. We also add
a "sort by" button above the grid: users can sort the counterfactual
examples by increasing or decreasing number of modified data
feature. In addition, as we propose to add three different levels of
feasibility of the examples (see above and in Section 3.2.2), users
can also sort the card by increasing or decreasing level of feasibility.

3.2 Comparative analysis of counterfactual
explanations with plural examples

To mitigate potential confusion in explanations with plural counter-
factual examples, we propose to offer the non-expert users features
that should make it easier for them to compare and analyze this rich
set. We present in turn below the purpose of comparative analysis
and the different features we propose as XAI principles to enhance
these explanations with plural counterfactual examples.

3.2.1 Comparative analysis’ purpose. As discussed in the previous
section, having plural counterfactual examples may bring confusion
to the users. Indeed, in the process of explanation assimilation, the
users may need to compare and analyze various information and
we argue that they need guidance and complementary information
due to their lack of knowledge in both machine learning and the
applied domain. We propose two XAI principles to do so: features
for highlighting singularities of each example, presented in Sec-
tion 3.2.2, and features for guiding the non-expert users to compare
the diversity in a rich set of counterfactual examples, presented
in Section 3.2.3. They respectively apply at two levels we propose
to distinguish: the first one corresponds to each counterfactual ex-
ample represented in a card, individually; the second considers all
counterfactual examples globally.

3.2.2 Highlighting examples’ singularities. The first principle aims
at visualizing and assessing singularities in order to help the users
differentiating one counterfactual example from another.

As discussed in Section 2, when interacting with plural counter-
factual examples, users do not know how to interpret the proposed
changes. As to help users better interpret and assess a counterfac-
tual, it is important to be more precise regarding the meaning of the
provided explanation. Also, the users may need extra information
on the value of each counterfactual. Thus, we propose to highlight
these two elements on the example card. On the top of the card,
we highlight the non-zero differences with initial values (as op-
posed to information retrieved by plural counterfactual methods
such as DiCE [34] which displays the changed values as the coun-
terfactual explanations). At the bottom, we add new information
derived from expert knowledge. For example, we add a level of
feasibility of the suggested variations on the example. For each data
descriptive feature, three levels of feasibility are distinguished for
the suggested variations: they can be either feasible, moderately
feasible or hardly feasible, depending on the context of use. For
counterfactual examples with more than one data descriptive fea-
ture variation, we adopt a pessimistic approach and display the
lowest level of feasibility between all the involved modified data
features. This level of feasibility should provide non-expert users
with an additional element for the good assessment of the counter-
factual. Moreover, this information should help them to compare
the rich set of counterfactual examples.

We propose that these highlighted singularities features are ac-
cessible on each card of counterfactual examples, so that the non-
expert users can better interpret and assess them.

3.2.3 Guided comparison. As previously presented, we should also
provide more guidance to the non-expert users on how to analyze
a set of various example-based explanations. We propose a guided
comparison XAI principle, that aims at underlining what makes
the difference from one example to another.

The non-expert users could get lost when exploring various ex-
amples, not knowing where to start and how to navigate in between.
Thus, they should have more guidance towards the directions they
should follow when exploring and analyzing a set of counterfactual
examples. We propose to offer users filtering buttons for the display
of the plural counterfactual examples. These options aim at un-
derlining the differences between examples, and should match the
users needs when comparing and analyzing them. In this context,
as the suggested examples are not necessarily diverse, we add a
filtering button to display only the cards with the most diverse ones.
We describe the implementation of this feature in Section 4.2.2.

We propose that these guided comparison features are accessible
above the card grid, so that users can filter the cards to better
navigate between them.

4 APPLICATION: IMPLEMENTATION OF THE
DESIGN PRINCIPLES IN A FINANCIAL
SCENARIO

This section presents the application of the XAI principles we pro-
pose, as described in Section 3, into an finance-related interface. We
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Principle Description Purpose Level

Highlight
singularities

Enhance the counterfactual examples by highlighting
two complementary information: the non-zero
differences with initial values and the added
value of the example as compared to others.

Help the users for an accurate
interpretation of each counterfactual
example

At the example
level

Guided
comparison

Offer the users pre-defined filtering options for
the display of the plural counterfactual examples.
These options should match the users needs when
comparing and analyzing a set of examples.

Ease the analysis and comparison
of plural counterfactual examples
towards the predicted output

At the explanation
level

Table 1: Design principles to improve the intelligibility of counterfactual explanations with plural examples for non-expert
users. We describe and define the purpose of each principle we propose for adding comparative analysis features. We also define
the level of the ML explanations where the described principle is more valid: "explanation level" refers to principles that apply
to the overall ML explanations for one prediction; "example level" refers to the principles that apply to each counterfactual
example.

describe the usage scenario in Section 4.1 and the design process for
implementing the principles we propose in this XUI in Section 4.2.

4.1 Usage scenario
We apply the principles we propose in a solvency evaluation in-
terface. In this considered scenario for the usage of the interface
we propose, a user connects to a platform and starts applying for
a loan by providing several pieces of information such as the the
desired loan settings (loan amount, duration, installment rate), bank
information (bank account and savings values, current and/or loan
history), personal information (age, number of dependents, phone
number), professional situation (current job occupation and dura-
tion, foreigner worker status), as well as current lodging situation.
This information is usually required by financial organizations to
evaluate the solvency of the applicant according to each individual
risk for the payment and reimbursement of the loan. We addition-
ally consider that the names used in this form define non-technical
labels the user understands, as he/she fills them: they thus constitute
the labels used in the explanation interface.

An ML model uses this information to estimate the solvency of
this user. The aim of the XAI interface is to present the estimated
solvency to the user, together with explanations to help him/her
understand how the provided information impact the evaluation.

4.2 XUI Interface
The implementations of the explanations in the form of plural
counterfactual examples, as well as the XAI principles we propose
to enhance such explanations with comparative analysis features, as
presented in Section 3, are illustrated in Figures 1 and 2. On the left,
this interface presents the solvency predicted for the considered
loan application whose characteristics are supposed to have been
inputted to the system in a preliminary step. We provide the user
with transparency on the ML system’s scope and basic operations
above the explanations, as it has been demonstrated that it can help
the users understand how the model works and how to read the
following explanations [2]. We describe in the following paragraphs
the design of these explanations with the implemented principles.

4.2.1 Implementing plurality. We implement multiple counterfac-
tual examples based on the objective to provide users with max-
imum diversity in the built explanation. We use the card-based
design approach presented in Section 3 to display this set: each card
present a counterfactual example, that can suggest variations on
one or more data descriptive features.

The search bar and the "sort by" are offered to the user above the
grid, as illustrated in Figure 1, to allow users to search for specific
information and sort the cards. We implement the filtering buttons
on top of the grid as well, as presented below.

4.2.2 Implementing comparative analysis. This section presents the
proposed implementation of the two principles we propose to ease
comparison and analysis of the counterfactual explanations with
plural examples, that we present in turn bellow.

Highlight singularities. Each example-associated card contains
two complementary pieces of information: highlighted information
about the counterfactual change on the top and a feasibility score
on the bottom.

For all features modified by the counterfactual example, we dis-
play the initial value, striking it through, and we highlight, in bold
and green color, the new, counterfactual, value. We also add the
legend "Good solvency" next to the counterfactual value, which is
the opposite class. We do so to highlight that this change (or the
combination of these changes for counterfactual examples with
plural changes) would have made the model to predict the opposite
class. These highlights should allow users to understand the value
of the change and its effect on the predicted outcome.

In addition, we pair the counterfactual example with a feasibility
score regarding the suggested changes at the bottom of the card.
We provide this information by injecting expert knowledge into
the model, as described in Section 3.2.2. In the user interface, we
add a color code for the three levels of feasibility (green color for
feasible, orange color for moderate and red for difficult) in order to
ease the visual screening of the examples for non-expert users.

Guided comparison. We design filter buttons above the list of the
feature-associated cards (see Figure 2), allowing users to change the
ordering and/or the filtering of the cards to better compare them.
The first button corresponds to the generic display of the cards
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solvency

your solvency is
insufficient

Loan application

Banking information

Personal information

Professional situation

Lodging

adequate solvency ?

Loan application

Difficult

Credit

Banking information

Difficult

Loan application

Difficult

Loan application

Banking information

Difficult

Number of changes (increasing)

Feasibility level (increasing)

Feasibility level (descending)

ESTIMATION OF

Loan amount

Loan purpose

Instalment rate

Loan history

Loan history

Loan duration

Loan duration

Instalment rate

Loan purpose

Loan history

Debtors/Guarantors

Loan application

Personal information

Difficult

Loan application

Good

Based on the borrower’s information and the loan application, the model predicts that the solvency is insufficient. We have 
generated various examples where the minimum possible changes have been made to this information, to explain what needs to 
change to get an appropriate solvency.

Appropriate solvency:

Appropriate solvency: Appropriate solvency:
Appropriate solvency:

Appropriate solvency:

Appropriate solvency:

Appropriate solvency:

Appropriate solvency: Appropriate solvency:

Appropriate solvency:
Appropriate solvency:

Figure 1: Implementation of plural counterfactual examples and comparative analysis principles in a fictitious finance-related
scenario. (Left part of the interface) estimated solvency for the considered loan application, (right) provided explanations:
grid presentation of the cards associated with each counterfactual example. The highlighted singularities are implemented as
enhanced changes and added expert knowledge on feasibility scores. The guided comparison is implemented with contextual
filtering and sorting options on top of the grid. Note: The interface has been translated from the original language used for the
evaluation

as generated by the explainer. We propose two additional buttons
with sorting/filtering options to guide comparison.

First, we add a button that filters the cards to display only the
most diverse ones with the closest proximity to referent values
(e.g. when there are plural cards that suggest changes on a similar
feature, it will only display the one that is the closest to the instance
value), so that users can have a synthetic overview of all the closest
and diverse counterfactual examples in real value.

Second, we add a button that offer an option to filter by the fre-
quency of changes by data feature categories: there can be several
counterfactual examples that suggest changes on the same data
descriptive feature, which leads to define frequently modified fea-
tures and further on to frequently modified feature categories. We
propose to add dynamically a button for each frequent category
of change suggestions, in order to filter and only display the coun-
terfactual examples offering such changes. We propose to display
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Number of changes (increasing)

change to get an appropriate solvency.

Figure 2: Application of the guided comparison principle: if the user selects the "Types of change" button, an additional row of
button appears and offers different filtering options of the cards display, according to frequency of similar changes (in this
context, the most frequent types of changes are for the "loan application" settings, and the least frequent are for the "Banking
information"). Note: The interface has been translated from the original language used for the evaluation

these buttons in a frequency decreasing order (i.e. from the category
with most counterfactual examples to the one with the least), so as
to analyze in which category of data descriptive features there are
the most suggested variations.

5 EXPERIMENT
To answer the studied research questions and to evaluate the effec-
tiveness of the XAI principles we propose, we describe in turn below
the prototype we build and the method we used to conduct the
monitored study at the INSEAD-Sorbonne University Behavioural
Lab. We use this prototype to test our hypothesis towards the ef-
fectiveness of the XAI principles we propose on two dimensions of
user’s understanding, as described in Section 5.2.

5.1 Prototype
This section presents the interactive prototype we develop as the
basis for the evaluation. We use this prototype to build the different
versions of the interface for the user evaluation, as described in
Section 5.3.2. We discuss in turn below the data set we use to train a
ML model for the estimation of the solvency for a prospective loan
customer and the method we use to extract diverse counterfactual
explanations.

We develop an interactive prototype for a solvency estimation
service, as described in Section 4.1. We use the German Credit
dataset [16] which is a public dataset downloaded from the UCI Ma-
chine Learning Repository. It contains the description of 1000 loan
applicants on 20 data descriptive features and their labels as having
a good or bad solvency. We use this data set to train a ML model
to compute a predicted solvency for each user, namely a Random
Forest trained with sklearn tool1. On the estimated solvency we get
for one instance, we use the DiCE method2 [34] to generate diverse
counterfactual examples to explain the given output. To obtain
diversity in this set, DiCE requires the number of desired examples,
the weight on distance and sparsity, as well as the definition of user
knowledge such as the list of features that can be modified and their
associated range of accepted variation. For the instance we select
from the training set and the chosen DiCE configuration, that for

1https://scikit-learn.org/stable/index.html
2we follow the authors’ implementation guidelines as documented on
https://github.com/interpretml/DiCE

instance excludes modifying "foreigner worker status" and "phone
number", DiCe generates 23 counterfactual examples that suggest
changes on at most two data descriptive descriptive features.

5.2 Hypothesis testing
We use the three versions of this interactive prototype (see Sec-
tion 5.3.2) to answer the studied research questions on the effec-
tiveness of the principles we propose towards the objective under-
standing and satisfaction of non-expert users. We expect that (RQ1)
the plural condition as compared to one counterfactual example,
and (RQ2) the comparative analysis features for plural counter-
factual examples, increase both the objective understanding and
user’s satisfaction, as presented in Section 2.3. More formally, we
consider null hypotheses of the form "the considered condition
or enhancement provides no significant improvement of the con-
sidered metric". To answer RQ1, we compare the two scores and
answers (for objective understanding and satisfaction) for each
of the two enhanced interfaces (interface B with plural examples,
and interface C with comparative analysis on plural examples) as
compared to the baseline interface (interface A with a single coun-
terfactual example). To answer RQ2, we compare again the two
scores and answers between the two enhanced interfaces (B and
C).

5.3 Method
We describe in turn the participant recruitment, the evaluation ma-
terial, the study procedure and the method to analyze the collected
results. The method has been approved by the INSEAD Institutional
Review Board (IRB). We pre-tested it with 2 participants to vali-
date the understanding of the XAI interfaces and questionnaires
presented in this section, and to adjust the vocabulary used in the
questions.

5.3.1 Participant recruitment. We recruited 112 participants from
a large open network of volunteers at the INSEAD-Sorbonne Uni-
versity Behavioural Lab (in Paris, France), filtered to meet the re-
quirements of our experiments, i.e. participants with little to no
basic knowledge in AI nor in finance. Participants were aged from
19 to 39 (in average 25.5 ± 5.3), 73 were women and 39 were men,
and there were various demographics (e.g. job position, level of
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study, previous experience in loan application). To ensure the par-
ticipants were non-experts in both AI and finance, we asked them
to self-report their literacy for both topics on a 5-point Likert scale.
We excluded the data of 1 participant who reported literacy scores
between 4 to 5 at the end of the experiment, despite the initial
filtering. After checking the data collected, we also excluded 2 par-
ticipants who answered all open-response questions with in total
less than five words. The results analyzed in the next sections thus
rely on the evaluation collected from 109 participants, randomly
and evenly distributed across the three versions of the interfaces
we propose (see Section 5.3.2). The participants were distributed in
independent groups in a between-subjects setting, allowing us to
compare (RQ1) the impact of the plural condition, and (RQ2) the
impact of comparative analysis features, on the objective under-
standing scores and the satisfaction rates. All participants received
a 6-euro compensation at the end of the experiment.

5.3.2 Material. We present in the following paragraph the material
that we use for the user study. We describe in turn below the three
tested interfaces, the questionnaires for objective understanding
and satisfaction evaluation and the additional collected data.

Tested interfaces. In this monitored experiment, we use three ver-
sions of our interface corresponding to all three conditions required
for the hypothesis testing. We do so in order to be able to evalu-
ate the impact of having plural examples as compared to having a
single, as well as the impact of comparative analysis when having
plural examples as compared to having plural examples only. More
precisely, the different versions are designed as follows:

• Interface A is the baseline interface. It simply displays one
counterfactual example with the card-based design described
in Section 3.1.

• Interface B is the interface with plural examples. It adds to
interface A plural counterfactual examples, as described in
Section 4. Yet, none of the design principles we propose are
applied in this version.

• Interface C is the interface offering the features of compara-
tive analysis on plural examples. It adds to interface B the two
principles of comparative analysis, as described in Section 3.
Figures 1 and 2 present screenshots of this version.

Objective understanding questionnaire. Similarly to [2, 5], we de-
sign a questionnaire with 14 statement questions (see questionnaire
in B), for which users can either answer "I agree", "I disagree" or
"I don’t know" . We propose three types of questions to capture
different components of user understanding when evaluating the
intelligibility of XAI interfaces:

• (i) Explanations’ nature questions measure the extent to
which users understand what type of explanations is pro-
vided by a counterfactual example. In our experiment, we
measure participants understanding that the provided in-
formation is a counterfactual example. e.g. "The interface
provided examples that suggest changes on the initial values
that would have made the model predict a different solvency."

• (ii) Explanations’ effects questionsmeasure the ability of users
to understand how to interpret the explanation towards the
predicted outcome. In our experiment, we measure partici-
pants understanding of the value of the changes compared

to the initial values. e.g. "The model would have predicted a
good solvency if the loan duration was reduced by 10 months."

• (iii) Explanations’ specificity questions measure the users’
understanding of one complex component specific to the
explanation provided. In our experiment, we measure par-
ticipants understanding of the diversity in the generated
counterfactual examples and how they compare them. Thus,
these questions apply only to participants using interfaces
with plural explanations. e.g. "It is easier to reduce the loan
amount than to change job position."

For each question, an expected answer is predefined. We consider a
participant provides a correct answer if his/her answer is identical
to the expected one.

Self-reported satisfaction questionnaire. We adapt the self report-
ing questionnaire from the Explanation Satisfaction Scale [15] in or-
der to assess users’ satisfaction (see questionnaire in C). It gives the
participant satisfaction statements in the form of "The explanations
provided by the interface are...", followed by one of the eight satis-
faction dimensions (respectively "understandable", "satisfying", "suf-
ficiently detailed", "complete", "intuitive", "useful", "accurate", "trust-
worthy"). Participants are required to answer on a 6-point Likert
scale, from “Strongly disagree” (1) to “Strongly agree” (6), as it has
been shown that 6-point response scales are a reasonable format
for psychological studies [41].

open-response questions. Also, we ask participant two open re-
sponse questions to qualitatively measure the intelligibility of the
provided explanations. For the objective understanding, we ask
participants what examples would they select to explain the predicted
outcome. For the satisfaction, we ask participants if they are satisfied
with the provided explanations. We perform a thematic analysis on
answers for both questions [8].

Demographics. In addition to the previous items which are re-
lated to our research questions, a demographic questionnaire in-
cludes two questions regarding the participant literacy in artificial
intelligence/machine learning and finance, again using 6-point Lik-
ert scales, from “Not familiar at all” to “Strongly familiar”, to ensure
that participants are indeed non-expert users.

Finally, we collect basic demographic information such as age,
gender, education level and current occupation. We also ask partici-
pants their experiences with loan applications. Participants can also
share their insights and comments on the study in open-response
questions.

5.3.3 Study procedure. We conduct the user study in a lab set-
ting at INSEAD-Sorbonne University Behavioural Lab, as it has
been shown that the presence of a moderator increases partici-
pants’ focus [7]. It also allows them to ask questions throughout
the evaluation to make sure they understand the instructions.

After giving written consent and prior to the experiment, par-
ticipants are introduced to the following experimental scenario,
translated and resumed from original language : "26-years old free-
lance graphic designer, Swann will be moving to a new place to
work and live in Bordeaux, France. Swann is applying for a loan
to the bank in order to fully furnish and equip this new apartment.
Swann has previous experiences with loans (for studies first and
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travel then) and is confident that it will be accepted. Yet, Swann’s
solvency is estimated as being not acceptable on the XAI platform
used to submit the loan application and some explanations are
provided".

This scenario allows us to present the same information and ex-
planations to all participants, which makes the comparison and the
statistical analysis significantly easier than if participants inputted
their own information into the ML system.

Then, each participant is randomly assigned to one version of the
interface for the evaluation. While interacting with the interface,
they take the objective understanding questionnaire, answer the
subjective satisfaction questionnaire, and then answer the open-
response questions and demographics, as described in Section 5.3.2.

5.3.4 Data analysis. As the preprocessings of the collected data
show that it is normally distributed, we use one-way ANOVA to
analyze (RQ1) the impact of the plural condition, and (RQ2) the
impact of comparative analysis features, to test our hypotheses as
presented in the previous Section. Table 2 displays the results for
the scores and rates obtained in the experiment.

To answer the first research question towards the effectiveness
of having plural examples (See Section 2.3), we use the seven ques-
tions from the objective understanding questionnaire presented
in Section 5.3.2 that are relevant for this comparison, both on the
nature and the effects of the explanations. As we compare the in-
telligibility of the explanations between participants having one
counterfactual example (interface A) and participants having plural
examples (interfaces B and C), we need to ask questions all partici-
pants can answer with the provided information. Thus, we focused
on one counterfactual example that is provided on all interfaces.
The first score of objective understanding score can vary from 0 to
7 corresponding to the number of correct answers for the 7 related
questions of the questionnaire.

To answer the second research question towards the effective-
ness of comparative analysis features (see Section 2.3), we use
all the questions from the objective understanding questionnaire
presented in Section 5.3.2. We compare the intelligibility of the
explanations between participants having plural counterfactual
examples (interface B) and participants using comparative analysis
on plural counterfactual examples (interface C). This second score
of objective understanding can vary from 0 to 14 corresponding to
the number of correct answers for the 14 questions of the objec-
tive understanding questionnaire. Finally, the user’s satisfaction is
reported from 1 to 6 corresponding to the average score over the
eight satisfaction’s dimensions presented in Section 5.3.2.

We use one-way ANOVAs to compare the difference between
the independant groups. The significance level is defined as 𝛼= .05.
We use the Tukey post-hoc test to get adjusted 𝑝-values for multiple
pairwise comparisons. Table 2 shows descriptive statistics for each
group and their statistical significant differences.

6 RESULTS
We use the results presented in Table 2 and Figure 3, to answer the
two research questions we consider regarding the plural condition
in Section 6.1 and the comparative analysis in Section 6.2.

RQ1 Interface A Interface B Interface C
Objective understanding 4.16 (±1.5) 5.14 (±1.3) 5.0 (±1.1)
ANOVA as compared to A - +.98 (𝑝=.003) +.84 (𝑝=.01)
Satisfaction 2.1 (±1) 2.5 (±1.1) 2.9 (±0.7)
ANOVA as compared to A - - +.8 (𝑝=.0009)

RQ2 - Interface B Interface C
Objective understanding - 9.78 (±1.4) 9.66 (±1.4)
Satisfaction - 2.5 (±1.1) 2.9 (±0.7)

Table 2: Descriptive analysis of the results for the two objec-
tive understanding scores and the satisfaction rates, as well
as the results of one-way ANOVAs. For RQ1: mean (standard
deviation) of the scores for objective understanding from 0
to 7, and rates for satisfaction from 0 to 5. We compare the
scores and rates obtained for group B and group C to the
ones for group A. For RQ2: mean (standard deviation) of the
scores the objective understanding from 0 to 14, and rates
for satisfaction from 0 to 5. We compare the scores and rates
obtained between groups B and C.

6.1 RQ1: How effective are plural examples for
improving understanding and satisfaction
of counterfactual explanations for
non-expert users?

We measure the significant effectiveness of having plural coun-
terfactual examples on users’ objective understanding scores and
satisfaction rates. We use 7 questions of the objective understanding
questionnaire, as described in Sections 5.3.2 and 5.3.4. This score
can vary from 0 to 7. The analysis of Table 2 leads to two main
observations commented in turn below. First, having plural exam-
ples improves significantly objective understanding. Second, it also
improves users satisfaction but there is only a significant difference
when there are comparative analysis features.

Having plural examples improves significantly objective under-
standing. Table 2 shows that interface B (plural counterfactual ex-
amples) have the highest improvement in objective understanding
with an average score of 5.14 correct answers out of 7, i.e. .98
point more than interface A (one counterfactual example only).
The one-way ANOVA shows that this difference is significantly
higher (𝐹1,72=9.18; 𝑝=.003). The Tukey post-hoc test also reveal sig-
nificant pairwise differences between interfaces A and B (𝑝=.005).
In addition, we observe that participants interacting with interface
C (plural examples paired with comparative analysis) obtain also
higher scores for objective understanding with an average score
of 5 out of 7, i.e. which is .84 point higher than for interface A.
This difference is statistically significant (𝐹1,70=6.76; 𝑝=.01) and the
Tukey post-hoc test also reveals significant pairwise differences
between interfaces A and C (𝑝=.03).

Thus, we reject the null hypotheses as the scores for interfaces
with plural counterfactual explanations are greater than the claimed
value and conclude that having plural examples in counterfac-
tual explanations (significantly improves objective under-
standing of non-expert users, both with (H1.3) and without
(H1.1) comparative analysis features.
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Having plural examples improves satisfaction. We observe that
participants interacting with interface B give higher satisfaction
rates regarding the provided explanations with an average rate of
2.5 out of 5, which is .4 point higher than participants interacting
with interface A. Yet, this difference is not statistically significant.
Participants interacting with interface C (plural examples paired
with comparative analysis) also give higher satisfaction rates with
an average rate of 2.9 out of 5, i.e. which is .8 point higher than for
interface A. This difference is statistically significant (𝐹1,70=11.82;
𝑝=.006) and the Tukey post-hoc test also reveals significant pairwise
differences between interfaces A and C (𝑝=.005).

Based on these observations, we fail to reject the null hypothesis
and are not able to demonstrate the positive effect of having plural
examples only on counterfactual explanations on users satisfaction
(H1.2). Yet, we reject the null hypothesis as the average rate for the
interface with comparative analysis features is higher than claimed
value and conclude that having plural examples when paired
with comparative analysis significantly improves satisfaction
of non-expert users (H1.4).

6.2 RQ2: How effective is comparative analysis
for improving understanding and
satisfaction of plural counterfactual
explanations for non-expert users?

We measure the significant effectiveness of comparative analysis
of plural counterfactual examples, as compared to plural counter-
factual examples only, on users’ objective understanding scores
and satisfaction rates. We use here all 14 questions in the objec-
tive understanding questionnaire described in Section 5.1, and the
same satisfaction rates as for RQ1. The analysis of Table 2 and
Figure 3 leads to two main observations commented in turn below.
First, having plural examples does not improve the objective under-
standing of plural counterfactual explanations. Second, it improves
satisfaction but this difference is not statistically significant.

Comparative analysis on plural counterfactual explanations does
not improve objective understanding. Table 2 shows that participants
using comparative analysis features (interface C) have slightly lower
scores of objective understanding, with an average score of 9.66 out
of 14, i.e. which is .12 point lower than for participants without these
features (interface B). This difference is not statistically significant.
Yet, when analyzing Figure 3, we observe that the minimum score
for interface C is 2 point higher than for interface B.

Thus, we fail to reject the null hypothesis and are not able to
demonstrate the impact of comparative analysis for plural counter-
factual explanations on users’ objective understanding (H2.1).

Comparative analysis on plural counterfactual explanations im-
proves satisfaction but the difference is not significant. When compar-
ing the average rates for satisfaction among participants interacting
with plural counterfactual explanations, we can see on Table 2 that
those who are using comparative analysis features (interface C)
rates their satisfaction higher, with an average rate of 2.9 out of 5,
i.e. which is .4 point higher than the average rate of participants
interacting with interface B. Yet, this difference is not statistically
significant.

Again, we fail to reject the null hypothesis and are not able to
demonstrate the positive effect of comparative analysis for plural
counterfactual explanation on users satisfaction (H2.2).

6.3 Thematic analysis
In combination with the statistical analysis done on the partici-
pants’ scores and rates, we also analyze their answers for the two
open-response questions presented in 5.3.2. We conduct a thematic
analysis with an iterative coding process [8]: for each question
separately, we analyze in an iterative process the answers without
knowing the version of the interface that they were associated with,
and identify codes. Then, we analyze the codes by versions of the
interface and define themes for both objective understanding and
satisfaction.

6.3.1 Objective understanding. For the objective understanding
open-response question, we identify 11 codes, and define 4 themes
discussed in turn below.

Interpretation of counterfactual examples. We identify codes re-
lated to the level of understanding of the counterfactual examples
presented to participants. For each version of the interface, the
same number of participants (between 12 and 13 in each group) un-
derstand that with the minimum suggested changes, the predicted
outcome would have been different. Similarly, when having plural
examples (interfaces B and C), the same number of participants
(respectively 11 and 10) partially understand counterfactual exam-
ples. Most of these participants do not refer to the change values
when suggesting modifications to the input values to get the loan
accepted. Indeed, they all suggest features to change but only one
participant in interface C provides the new value as suggested on
the examples (C2 says "to lower the loan duration to 26 months,
to lower the bank account value to 200 euros and to change the
investment rate for 20% to 25%" as suggested on different examples).
Finally, we observe 2 participants interacting with interface A that
do not understand that the example suggested can be used to ex-
plain the predicted outcome, as well as for 1 participant interacting
with interface C.

Personal beliefs. We also identify codes related to participants’
personal beliefs. Regarding interface A, most participants (21 out of
35) propose alternative explanations based on their own beliefs to
explain the predicted class. In addition to the suggested change on
the one example provided, participants propose additional changes
based on the input data they have (e.g. A6 says that in addition to
have a shorter loan duration, the applicant should "open a saving
account, find a stable position and find a warrant for the loan"). For
interfaces B and C, there are less participants who suggest personal
beliefs’ based explanations for the predicted class (15 participants
for interface B, and 11 for interface C).

Feasibility of the examples. For participants interacting with plu-
ral counterfactual examples (interfaces B and C), we identify codes
related to the assessment of the feasibility for each suggested ex-
ample. When disposing of comparative analysis (interface C), 10
participants are capable of selecting the most feasible examples to
explain the predicted class. For interface B, only 4 participants are
able to do so.
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Figure 3: Measuring the intelligibility of the different versions of the interface: overview of (left) the objective understanding
scores for evaluating the effect of the plural condition, (middle) the satisfaction rates for evaluating the effect of the plural
condition and comparative analysis features, and (right) the objective understanding scores for evaluating the effect of the
comparative analysis features.

Association of different examples. Finally, for participants inter-
acting with plural counterfactual examples (again, interfaces B and
C), we identify codes related to the ability of the participants to
differentiate among the counterfactual examples. They understand
that the examples can be used to explain the reject of the loan, yet
most of them believe that the suggested changes from different
examples can be associated (8 participants with interface B; 7 par-
ticipants with interface C). For example, participant B1 believes
that the best changes that would have made the model to accept
the loan application are "to lower the amount of the loan, to find
a new position and to wait 10 years", which are three changes on
three different examples in the provided set of counterfactuals.

Review. Overall, having plural examples seems to increase the
intelligibility of counterfactual explanations and to reduce the in-
ference with personal beliefs. Yet, it also can increase the risk of
believing that the proposed changes can be associated. Adding
comparative analysis features on counterfactual explanations with
plural examples may reduce this risk, and allows users to better
assess the feasibility of each suggested change. Thus, these obser-
vations lead us to believe that both having plural examples and
comparative analysis are promising features to increase objective
understanding of counterfactual explanations.

6.3.2 Satisfaction. Similarly for satisfaction, we identify 20 codes
and define 4 themes discussed in turn below.

Dissatisfaction. First, we identify codes related to participants
expressed of satisfaction. More specifically, we identify three lev-
els of satisfaction. The first level and most observed is expressed

dissatisfaction of the provided explanations. Among the 65 partici-
pants who report they were unsatisfied, 27 of them are interacting
with interface A (one counterfactual), 19 with interface B (plural
examples) and 19 with interface C (comparative analysis on plural
examples). Participants report that the reasons why they are not
satisfied are either because there is no explanation according to
them (A20 says "I am not satisfied because there are no explana-
tions provided") or because the information provided is incomplete
(A31 says "it misses more justifications, explanations and contex-
tual information"). Some participants also blame the complexity
of the explanations (e.g. C22 did not know "how to interpret" the
examples, despite them being "very clear and detailed").

The second level expresses partial satisfaction. In total, 20 par-
ticipants report they were partially satisfied with the explanations
(7 for interface A, 7 for interface B and 6 for interface C). Most
participants appreciate the clarity of the provided interfaces, but
still believe that the explanations are too complex (B28 suggests to
introduce better how to interpret the examples "so that it could be
easier to understand why this value should change" for the model
to accept the loan application).

Finally, the last level expresses satisfaction. Among the 24 partic-
ipants who reported they are satisfied with the explanations, only
3 of them are interacting with interface A, 11 with interface B and
10 with interface C. In particular, participants report they like to
get actionable changes (e.g. B10 says "We immediately understand
which values we can change so that we can get the loan application
to be accepted"). Overall, there are more participants satisfied with
the explanations in interfaces B and C as compared to interface A.
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Missing explanations. We identify codes related to missing con-
tent in the presented explanations. For participants interacting with
interface A, 11 of them feel that there is no explanations provided
(A20 says “there are no explanations provided"). For interfaces B
and C, the number of participants who share similar opinion is
lower (2 for B, and 2 for C).

Expressed needs. Also, we identify codes related to needs explic-
itly expressed. Whether participants are satisfied or not with the
explanations and no matter which interface they are interacting
with, 36 participants say they need further information or details
about the provided information. For example, participant C16 says
that "there should be more detailed information for some examples
[...] that are counterintuitive". In addition, 12 participants say they
need more contextualization of the provided explanations. Partici-
pant A32 says that "this information could be further explained and
detailed so that the borrower understands what aspect of his/her
application is problematic". Finally, participants interacting with
interface C express some additional needs, such as the need to have
human contact (1 participant), more transparency over the model (1
participant), and other explanations such as the weight of features
on the predicted solvency (1 participant).

Perceived complexity. We identify codes related to the complexity
of the provided information. The expressed complexity is different
from one version of the interface to another. For interface A, 9
participants say that the provided example is either "difficult to
understand", "not intelligible" or "not feasible" according to them.
For interface B, 17 participants report that the explanations are
complex. Most reported complexity regards the organization of the
provided examples. For example, participant B28 says that "the 23
examples are a bit scattered all over the interface and could have
been grouped by category (bank information, duration of loan...)".
These insights are particularly valuable to us as we aim at address-
ing this issue with the comparative analysis in interface C. Others
report that the examples are also difficult to understand, and that
all examples are not always feasible. For interface C, also 17 partici-
pants report that the explanation are complex. More specifically, 7
participants report that the explanations are difficult to understand
completely because of lack of knowledge in the applied domain.
Participant C12 says that "without previous knowledge in loans, it
is difficult to understand the reasons why some examples are pro-
posed." Also, 2 participants say that it is difficult to understand how
to interpret the explanations because of the plurality of examples
(for example, participant C23 says that "the accumulation of cards
make it difficult to use the platform"). Moreover, 2 participants say
that the explanations are counter-intuitive: participant C16 also
says that some "suggested changes" are "unclear and counter intu-
itive". Finally, other participants also question the feasibility of the
suggested examples and that they are not well organized on the
interface.

Review. Overall, these observations lead us to believe that partic-
ipants are mostly unsatisfied with the provided explanations. They
are even more unsatisfied when there is only one example sug-
gested. Reasons are multiple: the provided information does not act
as explanations, the needs for more details and justification about
the suggested examples, the needs for contextualized information,

the difficulty to interpret them. Also, we believe that participants
are more inclined to believe one counterfactual example is not an ex-
planation. Yet, the complexity seems to be increased when there are
plural examples. Participants suggest that the explanations would
need to be better organized, and that they would need to be guided
on how to analyze and interpret them. These insights encourage us
to believe that comparative analysis features are promising tools to
improve the intelligibility of such explanations.

7 LIMITATIONS AND FUTUREWORKS
While this paper demonstrate that having plural examples and
offering comparative analysis feature can improve the intelligibility
of counterfactual explanations, there are some limitations to our
work which are important to mention.

We acknowledge that the DiCE method [34] is not adapted to
the Random Forest model we trained with sklearn tool, resulting in
presenting the participants with surprising counterfactual expla-
nations. For instance, according to one of the provided example, a
huge change in the loan amount would be needed to yield a positive
outcome which is quite unrealistic. This might explain why some
participants are unsatisfied with the explanations and find it diffi-
cult to interpret them.We believe there is room for improvement on
that point and consider as future works conducting additional user
experiments applying the same protocol with other configuration
of the explainer as well as other explainer models.

Moreover, we use 23 counterfactual examples based on the ob-
jective to provide users with maximum diversity in the built expla-
nation. We believe that another experiment with fewer counterex-
amples would be also an important topic to address.

Future works will also aim at investigating new modalities to
evaluate the objective understanding and the satisfaction, in particu-
lar extending the conducted study with a newmethod for analyzing
the collected results. We believe a qualitative evaluation might help
to have move comprehensive view of what the users understand or
not about the provided explanations, as well as their points of sat-
isfaction or disappointment when using the XUI. Other directions
for refining the conducted study will focus on other possible effects
of interest. The latter for instance include a possible correlation
between objective understanding and subjective satisfaction, the
scores per type of questions we ask to the participants for the eval-
uation of the objective understanding, or the users demographics.
Conducting more detailed analyses to evaluate the effect of the
collected demographic information will also make it possible to ob-
tain more detailed insights about the effectiveness of explanations
provided to non-expert users, tackling one of the major current
challenges of the XAI community.

8 CONCLUSION
In this work, we investigate the intelligibility of explanations ex-
pressed in the form of plural counterfactual examples that are
presented to the non-expert users. The paper contributions are,
first, a process for designing and evaluating an XUI for such ex-
planations. We investigate (i) if plural counterfactual examples are
indeed better than having a single one, and (ii) if we can mitigate
the users’ confusion through a comparative analysis enhancement
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when there is a high number of examples. We propose an imple-
mentation of such enhanced explanations in an XUI for a financial
scenario related to a loan application. We perform quantitative and
qualitative evaluations of the collected data. In the quantitative
analysis, the results show that having plural examples does im-
prove significantly the objective understanding of counterfactual
explanations, as compared to having one example only. It does also
improve the satisfaction, but this difference is significant only for
the interface offering comparative analysis features. On the con-
trary, the comparative analysis features do not appear to improve
significantly neither the objective understanding nor the subjective
satisfaction of plural counterfactual explanations. Yet, the qualita-
tive analysis of the collected open-response answers shows that
they may reduce the inferences with personal beliefs and help
the users to better assess the feasibility of the suggested changes.
These observations lead us to believe that the comparative analysis
features are promising tools to improve the intelligibility of coun-
terfactual explanations for the non-expert users. These results are
of course dependent on the quality of the explanations generated
by the machine learning explainer model in the first place, prior to
the question of the presentation.
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A TESTED INTERFACES
We present the two other versions of the interface we use for the
user study, as presented in 5.3.2 (Note: The interfaces have been
translated from the original language used for the evaluation).

Creditworthiness

solvency is
insufficient

Credit

Banking information

adequate creditworthiness ?

Credit

Figure 4: Interface A is the baseline version with a single counterfactual example.

Creditworthiness

solvency is
insufficient

Credit

Banking information

adequate creditworthiness ?

Banking information Professional situation Credit

�

Figure 5: Interface B is the XUI we propose for implementing counterfactual explanations with plural examples



IUI ’23, March 27–31, 2023, Sydney, NSW, Australia

B OBJECTIVE UNDERSTANDING
QUESTIONNAIRE

This section lists the questions asked to the user-lab experiment
participants to evaluate the proposed interface, translated from
the original language. In all cases, except for the open-response
question, the participant must choose between three answers:

• I agree with Swann
• I disagree with Swann
• I don’t know

B.1 Explanations’ nature questions:
counterfactual examples

• Swann thinks that the information displayed indicates what
variations can be made on his/her information, to be pre-
dicted as having an adequate solvency.

• Swann thinks that the proposed changes are always on the
parameters of his/her credit application (amount, duration,
loan rate, and so on).

• Swann thinks that all the provided information needs to be
changed, in addition to the proposed changes, to be predicted
as having an adequate solvency.

• Swann thinks this system proposes changes to be predicted
as having an adequate solvency.

B.2 Explanations’ effects questions: if...then...
• Swann thinks that if the loan term was 20 months instead of
36 months, his/her solvency would have been predicted as
adequate.

• Swann thinks that for the solvency to be predicted as ade-
quate, the loan term could be reduced by 10 months.

• Swann thinks that with a loan rate of 22%, the solvency
would be predicted as adequate.

• Swann believes that his/her solvency would have been pre-
dicted as adequate if there had been a co-borrower.

• Swann thinks that the solvency would have been predicted
as adequate if he/she was not a foreigner.

B.3 Explanations’ specificity question: plurality
• Swann believes that the only way to be predicted as having
an adequate solvency would be to reduce the loan duration
to 26 months.

• Swann thinks that the least common changes suggested
concern the employment status.

• Swann thinks that among all the proposed changes, some
are more feasible than others.

• Swann thinks that he/she would have had to be at least 54
years old in order to be predicted as having an adequate
solvency.

• Swann believes that for all the examples provided, only one
or two pieces of information would need to be changed as
indicated in order to be predicted as having an adequate
solvency

B.4 Open-response question
What strategy/changes would you recommend to Swann to make
his/her solvency to be predicted as adequate?
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C SATISFACTION QUESTIONNAIRE
This section presents the self-reporting questionnaire we propose,
adapted from the Explanation Satisfaction Scale [15] in order to
assess users’ satisfaction (translated from the original language).

C.1 Explanation Satisfaction Scale adapted
• In your opinion, the explanations for obtaining appropriate
creditworthiness are understandable

• In your opinion, the explanations for obtaining appropriate
credit are satisfying

• In your opinion, the explanations for obtaining appropriate
credit are sufficiently detailed

• In your opinion, the explanations for obtaining appropriate
credit are complete

• In your opinion, the proposed explanations indicate how
they should be interpreted to fully understand how to obtain
appropriate credit

• In your opinion, the explanations for obtaining appropriate
credit are useful in helping you make an informed decision

• In your opinion, the explanations for obtaining appropriate
credit are accurate

• n your opinion, the explanations for obtaining appropriate
credit are trustworthy

C.2 Open-response question
How satisfied are you with the explanations the interface provides
to achieve appropriate creditworthiness?
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