
HAL Id: hal-04160198
https://hal.science/hal-04160198

Preprint submitted on 12 Jul 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

The art of conducting macropru
Yannick Lucotte, Florian Pradines-Jobet

To cite this version:

Yannick Lucotte, Florian Pradines-Jobet. The art of conducting macropru. 2023. �hal-04160198�

https://hal.science/hal-04160198
https://hal.archives-ouvertes.fr


Laboratoire d’Économie d’Orléans 
Collegium DEG 

Rue de Blois - BP 26739 
45067 Orléans Cedex 2 

Tél. : (33) (0)2 38 41 70 37 
e-mail : leo@univ-orleans.fr 

www.leo-univ-orleans.fr/ 

      
 
 

 
 
 
 
 
 

Document de Recherche du Laboratoire d’Économie d’Orléans 
Working Paper Series, Economic Research Department of the University of Orléans (LEO), France 

DR LEO 2023-06 

 

The art of conducting macropru 

 
Yannick Lucotte 

Florian Pradines-Jobet 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Mise en ligne / Online : 19/06/2023 
  



The art of conducting macropru

Yannick Lucotte* Florian Pradines-Jobet�

June 13, 2023

Abstract

This paper empirically assesses how effective macroprudential policies are at preventing

and mitigating excessive procyclicality for credit, and whether their effectiveness is driven

by how such policies are conducted over the business cycle. We use a sample of 42 OECD

and non-OECD countries over the period 1990Q1-2019Q4 and propose an original macro-

prudential policy stance index that gauges the degree of countercyclicality of a policy, and

we estimate whether it is an important determinant of credit procyclicality. Our results are

based on an IPVAR model and confirm that the intensity of credit procyclicality decreases

significantly as the degree of countercyclicality of the macroprudential policy increases. We

find that the credit cycle responds less to a business cycle shock when the macroprudential

policy is conducted in a countercyclical way. Consequently, our empirical findings highlight

that the key to making macroprudential policies effective is the art of moving instruments

in the right direction at the right time.
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1 Introduction

Many lessons have been learnt from the global subprime crisis that erupted in mid-2007. One

was that the Basel II regulation framework was widely recognised by academics, practitioners

and policy makers to be procyclical in nature. By introducing more risk-sensitive capital re-

quirements, the Basel II regime tended to magnify the procyclicality that is inherent in bank

lending behaviour (Kashyap et al., 1997, Ly and Shimizu, 2021). The excessive growth in credit

and leverage at the beginning of the 2000s and the contraction of the credit supply following

the subprime crisis are a perfect illustration of these procyclical lending practices.

To address this issue, some countries have chosen to implement specific countercyclical pru-

dential tools. One approach that garnered a lot of attention is the Spanish dynamic provisioning

scheme, which was introduced in July 2000 to cope with a period of significant lending growth

and a sharp increase in credit risk. Dynamic provisioning requires banks to earmark a portion of

their capital by building a general provision during good times that can be used to offset losses

during bad times, with the aim of protecting bank lending capacity during economic downturns.1

Recognising the importance of the potential procyclical effects of the Basel II framework, the

Basel Committee issued proposals at the end of 2009 for how to make the capital requirements

less procyclical and promote the build-up of capital buffers in good times. However, it was not

until the end of 2010 that the Basel Committee gave recommendations that clearly and formally

dealt with the problem of the procyclicality of the loan supply, when the Basel III agreements

added a macroprudential component to the existing banking regulation by introducing a number

of countercyclical prudential tools.

The main objective of macroprudential policy is to regulate the financial system as a whole

and to mitigate and prevent systemic risk. Such risk is usually defined as a risk of disruption

to financial services that is caused by an impairment of all or part of the financial system and

could have serious negative consequences for the real economy. Systemic risk has two key di-

mensions, the cross-sectional dimension and the time dimension (Borio, 2011), and there is a

source of system-wide financial distress that corresponds to each dimension. The cross-sectional

dimension is the risk that can arise from common exposures and interlinkages between financial

institutions that could result in joint failures. This dimension of systemic risk concerns the

way that a specific shock to the financial system can propagate itself and become systemic. The

source in the time dimension is the procyclicality of the financial system. More precisely, this di-

mension covers the mechanism through which the financial system can amplify economic cycles,

either by encouraging boom cycles during which risks accumulate and are underestimated or,

conversely, by exacerbating disruptions during bust cycles through excessive risk aversion (Ben-

nani et al., 2014). In the European Union, this time dimension of systemic risk constitutes the

first intermediate objective formulated by the European Systemic Risk Board (ESRB/2013/1).

This intermediate objective states that national macroprudential authorities should adopt and

calibrate appropriate prudential tools to mitigate and prevent excessive credit growth and lever-

1See, for instance, Fernández de Lis and Garcia-Herrero (2010) and Basel Committee on Banking Supervision
(2021) for more details about the Spanish dynamic provisioning regime. As shown empirically by Jiménez et al.
(2017), this regime has helped to smooth credit supply cycles and to support firm performance in bad times.
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age.

The procyclicality of the financial system is evidently at the heart of macroprudential con-

cerns and there is still an intensive debate about it among practitioners and policy makers.

The externalities of the credit cycle for systemic risk make it crucial to understand how macro-

prudential policy affects the supply of bank credit in good and bad times, but the academic

literature that assesses the effects of macroprudential policies on credit procyclicality empiri-

cally is, surprisingly, relatively scarce. Furthermore, its findings are not conclusive and merit

further investigation. Our paper consequently tries to fill this gap in the literature. More pre-

cisely, the aim of the paper is to investigate empirically at the macro-level whether the way

that countercyclical macroprudential policies are conducted helps to contain the procyclicality

of credit.

Our study introduces two innovations over the existing literature. The first is that we pro-

pose an original macroprudential index to gauge how discretionary macroprudential policies are

conducted in a countercyclical way over the business cycle. To avoid confusion, a macropruden-

tial policy is said here to be “countercyclical” if it prescribes the build-up of prudential buffers

in good times, or conversely, if it relaxes prudential requirements in bad times. It is particularly

important to measure the degree of countercyclicality of macroprudential policies since such

policies are tricky to get right. Indeed, as argued by Danielsson et al. (2016), there could be

some cases where the macroprudential authorities conduct policy in a procyclical way, notably

because of a misperception of the underlying financial risks, which can induce delays in making

macroprudential decisions. Second, we use an appropriate econometric framework in the form of

an IPVAR model to assess whether heterogeneity across countries in their credit procyclicality

is explained by differences in their conduct of macroprudential policy.

The econometric framework that we consider also allows us to assess formally the procycli-

cality of credit, which is usually defined as an overreaction of the credit supply to business

cycle fluctuations. As discussed by Athanasoglou et al. (2014), several factors can contribute to

strengthen or mitigate the procyclicality of the banking industry. Borio et al. (2001) argue that a

common explanation for the procyclicality in the financial industry is that there are information

asymmetries between lenders and borrowers. This means that collateral values rise and firms

have better access to external finance when economic conditions are favourable, since banks are

more willing to extend loans to the private sector. When economic conditions are depressed

and collateral values are low however, information asymmetries imply that borrowers will have

greater difficulties in obtaining funding, even those with profitable projects. This mechanism

refers to the well-known “financial accelerator”. Credit procyclicality can also be explained by

the fact that the credit practices regarding collateral requirements depend on the position of the

business cycle. In particular,Jiménez and Saurina (2006) show that banks tend to relax their

credit standards in booms, while they tend to tighten their approval criteria for loans in bad

times. One possible explanation for how lending standards evolve over the business cycle is the

misperception of the evolution of risk over time (Borio et al., 2001). Due to difficulties in mea-

suring the time dimension of risk correctly, financial institutions are prone to underestimating

risk during economic upswings, leading to excessively rapid credit growth, while the opposite

applies during downswings.
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As mentioned above, the banking regulatory and supervisory framework can also be a source

of credit procyclicality (Athanasoglou et al., 2014), especially when there are risk-sensitive capital

requirements. During an economic upturn, the banking sector enjoys lower risk weightings and

then needs to hold less capital to meet the minimum capital requirements ratio, which in turn

allows banks to expand their credit volumes significantly. As risk-weightings tend to increase

and loan losses to accelerate during an economic downturn though, banks need to raise new

capital to reach the desired level of the capital adequacy ratio. This may induce banks to reduce

the credit supply and increase their lending margins, thereby amplifying the procyclicality of

bank lending. One of the main objectives of macroprudential policy is to overcome precisely

this adverse effect of the risk-based capital requirements rule.

To assess whether countercyclical macroprudential policies are effective at containing and

mitigating credit procyclicality, we use the IPVAR model developed by Towbin and Weber

(2013), which is an empirical framework that has attracted growing interest in the academic

literature over the past decade. We estimate this multivariate model on a sample of 42 OECD

and non-OECD countries over the period 1990Q1-2019Q4. The results that we obtain confirm

that macroprudential policies conducted in a countercyclical way are effective at alleviating the

procyclicality that is inherent in bank lending behaviour. Our findings show that the degree

of credit procyclicality is significantly lower when the macroprudential policy stance moves in

the right direction across the business cycle, and they highlight that the essence of making

macroprudential policies effective is the art of moving instruments in the right direction at the

right time. To the best of our knowledge, this is the first paper in the empirical literature to

give a formal and clear answer to this issue.

The remainder of the paper is structured as follows. Section 2 provides an overview of the

empirical literature on the effectiveness of macroprudential policies, and discusses the few studies

that give a first preliminary answer about the effect of the macroprudential policy stance on

credit procyclicality. Section 3 presents the countercyclical macroprudential policy index used

in this paper, while Section 4 describes the econometric framework and the data. Section 5

presents and discusses the empirical results, Section 6 is devoted to robustness checks, and

Section 7 concludes and suggests potential orientations for further research.

2 Literature review

As the introduction highlights, preventing excessive credit procyclicality is one of the main

objectives of macroprudential policies, and this explains why a number of macroprudential in-

struments have been designed to address this issue. Despite the growing interest of the academic

literature about the effectiveness of macroprudential policies however, research into how these

policies affect credit procyclicality is relatively scarce. Most of the existing empirical studies on

macroprudential policy focus mainly on how it impacts various measures of financial vulnera-

bility and stability at both the micro and macro-levels.2

2For a comprehensive literature review on the effects of macroprudential policy, see Galati and Moessner
(2018).
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The studies at bank-level usually analyse whether adopting a macroprudential policy frame-

work helps in mitigating bank risk-taking. Altunbas et al. (2018) find for a large panel of banks

for instance that tightening macroprudential policies reduces the individual probability of default

for financial institutions, even if this effect depends on the characteristics and business models of

the individual banks. Meuleman and Vander Vennet (2020) obtain similar results for a sample of

European banks. They find that macroprudential policy is effective at containing individual risk

and also bank systemic risk. Like those of Altunbas et al. (2018), their results confirm that the

effects of macroprudential policies are heterogeneous among banks depending on their business

models. Gaganis et al. (2020) go a step further and assess whether macroprudential policies and

corporate governance interact in shaping bank risk. Their results show that the impact of bank

corporate governance on risk-taking depends critically on the macroprudential policies in force.

In addition to these bank-level studies, there are also a number of cross-country studies

that assess whether the macroprudential policy stance drives growth in credit and real estate

prices significantly.3. These studies include for instance McDonald (2015), Vandenbussche et al.

(2015), Kuttner and Shim (2016), Zhang and Zoli (2016), Akinci and Olmstead-Rumsey (2018),

Carreras et al. (2018). They tend to find support for a negative and significant relationship

between macroprudential policy tightening and the growth rate of credit and housing prices.

They also find that the effects of macroprudential policy decisions are not immediate and that

transmission delays vary for different prudential instruments. More importantly, in line with

the macroprudential policy index that we propose in this paper, McDonald (2015) finds that

the relative effectiveness of tightening or loosening macroprudential measures depends on where

in the housing cycle they were implemented. Similar results are obtained by Cerutti et al.

(2017a), who find that macroprudential policies are more effective when the financial cycle is

more intense.

Some other empirical papers extend the analysis by assessing how far the monetary policy

stance affects the effectiveness of macroprudential policies (Bruno et al., 2017, Zhang and Tressel,

2017, Gambacorta and Murcia, 2020, Garcia Revelo et al., 2020). Garcia Revelo et al. (2020)

consider a sample of emerging and advanced economies and show that macroprudential policies

are more effective at curbing domestic credit growth when they are accompanied by a restrictive

monetary policy. Their results also suggest that coordination between the two policies helps to

reduce the delay in the transmission of macroprudential policy actions.

The previous studies use credit growth as the endogenous variable, but De Schryder and

Opitz (2021) are the first in the literature to assess how macroprudential policy affects the credit

cycle. It proposes an innovative narrative approach to identifying exogenous macroprudential

policy shocks. Their results, based on the local projections method, indicate a persistently

negative response of the credit-to-GDP ratio to a macroprudential policy shock. De Schryder

and Opitz (2021) also find that the effects are stronger in credit cycle upturns, but her empirical

results cannot be interpreted in terms of credit procyclicality, as they do not provide an answer

as to whether the macroprudential policy stance drives the link between the business cycle and

the credit cycle.

3Recent empirical papers also investigate how macroprudential policies affect growth-at-risk (Franta and Gam-
bacorta, 2020, Galán, 2020).
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To the best of our knowledge, only three empirical studies are close to our research question

and try to capture the effect of the macroprudential policy stance on credit procyclicality (Lim

et al., 2011, Budnik, 2020, Olszak and Kowalska, 2022). These studies generally define the

procyclicality of lending as the sensitivity of credit growth to GDP growth, and assess whether

different macroprudential instruments mitigate the relationship between the growth rates of

GDP and credit. Econometrically, they simply extend their baseline estimates by adding an

interactive term between the macroprudential instruments considered and GDP growth, and

evaluate whether the coefficient associated with the interactive term is statistically significant.

The results obtained by Lim et al. (2011) for a sample of 48 countries over the period 2000Q1-

2010Q4 suggest that five of the eight macroprudential instruments make credit significantly less

procyclical. These instruments are the loan-to-value ratio, the debt service-to-income ratio,

limits on credit growth, reserve requirements, and dynamic provisioning requirements. The

results for the other macroprudential instruments are more mixed. It is particularly surprising

that the countercyclical capital requirements do not significantly impact credit procyclicality

in the baseline estimates, given that this macroprudential instrument is specifically designed to

counteract procyclicality in the banking industry.

A similar empirical investigation is conducted by Budnik (2020) for a sample of 28 Euro-

pean Union member states over the period 1995Q1-2017Q4. She considers a large set of 18

macroprudential tools and estimates whether the adoption and the cumulative stance of each

macroprudential instrument reduce the positive link between the rate of GDP growth and the

rate of credit growth to the non-financial sector. Her results do not give a clear answer about

the effectiveness of macroprudential policy in taming the procyclicality of credit, and largely de-

pend on the instrument considered, while for some instruments Budnik (2020) finds the opposite

results when she decomposes total credit to the non-financial sector into credit to non-financial

corporations and credit to households. Unlike Lim et al. (2011) however, Budnik (2020) finds

that the adoption of capital buffers by a large number of European countries has allowed those

economies to contain credit procyclicality. Furthermore, the results obtained by Budnik (2020)

seem to suggest that while adopting a limit on the a loan-to-value ratio mitigates the procycli-

cality of credit, it also reinforces the positive link between GDP growth and credit growth, even

though this macroprudential tool is usually viewed by practitioners and policy makers as an

effective instrument for containing excessive growth in housing credit.

More recently, Olszak and Kowalska (2022) extend the empirical investigation of Lim et al.

(2011) by assessing whether bank competition matters for how macroprudential policy affects the

procyclicality of lending. Using bank-level data for a large set of macroprudential instruments

for a sample of 95 countries over the period 2004-2015, they find in their first step that, unlike in

Lim et al. (2011), most of the macroprudential tools increase credit procyclicality. Their results

for the role of competition in the link between macroprudential policy and credit procyclicality

depend on the nature of the macroprudential instruments. For countercyclical macroprudential

instruments, an imperfectly competitive environment in the banking sector is associated with a

lower degree of credit procyclicality, while the result is the opposite for structural instruments.

Against this background, our paper goes a step further and empirically re-investigates
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whether macroprudential policy can mitigate the procyclicality of credit. We contribute to

the existing literature on this issue in four ways. The first is that unlike Lim et al. (2011), Bud-

nik (2020) and Olszak and Kowalska (2022), we consider a multivariate framework using a panel

VAR model. Such a framework is suitable in our case since it provides a more accurate represen-

tation of the economy, and especially since it allows us to take account of the evolution of credit

being dependent on monetary policy conditions. Indeed, as highlighted above, the monetary

policy stance is a key driver of how effective macroprudential policy is at curbing credit growth.

Second, we use this empirical strategy to visualise formally the dynamic response of the credit

cycle to a business cycle shock. This lets us assess clearly the intensity of credit procyclicality.

We augment the panel VAR model with an interactive term to check whether the intensity of

the responses is conditional on the macroprudential policy framework. The third contribution is

that we use an overall macroprudential policy index to gain a better view of the macroprudential

policy stance across countries, rather than considering the macroprudential instruments one by

one. Finally, we follow the empirical findings of McDonald (2015) and Cerutti et al. (2017a) and

use an alternative macroprudential index that explicitly measures how macroprudential policy

is conducted by gauging its countercyclical character.

3 Measuring macroprudential policy countercyclicality

The existing empirical literature usually assesses the effectiveness of macroprudential policies by

considering the macroprudential policy stance and distinguishing between episodes of tightening

and loosening (Cerutti et al., 2017b, Alam et al., 2019, Araujo et al., 2020, Garcia Revelo et al.,

2020). They do this by considering for each country and each macroprudential instrument the

number of easing and tightening measures in a given period. In this way they aim to capture

the direction of macroprudential policy.

However, such a measure is not suitable for identifying whether the macroprudential policy

is countercyclical or not. To be effective, the direction of macroprudential policy has to be

adjusted over time to suit the position in the business cycle. This means in practice that

a tightening of macroprudential instruments may be expected during an economic upturn in

order to contain excessive credit growth and to increase the resilience of the banking sector to

any economic shock, while macroprudential policy faced with a protracted economic downturn

might ease the requirements in order to support lending to the real economy and so facilitate

an economic recovery. A recent example of such a countercyclical macroprudential policy is the

decisions taken by the European macroprudential authorities to tackle the Covid-19 crisis by

softening regulatory capital and liquidity requirements, by reducing countercyclical or systemic

risk buffers for example. Fully 12 of the 13 member countries of the ESRB (European Systemic

Risk Board) that had previously set a countercyclical capital buffer above 0% lowered it quickly,

in many cases to zero.

In this paper, we use the integrated Macroprudential Policy (iMaPP) database provided by

Alam et al. (2019). This database covers a large set of 17 macroprudential instruments and

details the actions taken to tighten and loosen each instrument. The policy instruments covered
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in the database are macroprudential in nature but can also serve other purposes, such as capital

flow management. This means that each instrument considered by Alam et al. (2019) has a

specific macroprudential goal and is likely to have a system-wide impact on the banking sector.

A number of countries have in practice taken a range of prudential measures to preserve the

stability of the financial system as a whole before the official full implementation of the Basel

III framework. This explains why the database starts in 1990.

We modify the existing macroprudential policy measure initially proposed by Alam et al.

(2019) to take account of whether the direction of the macroprudential policy actions is in

accordance with the position in the business cycle. We do this in three steps.

For the first, we use all the macroprudential instruments considered by Alam et al. (2019)

and compute the macroprudential policy stance for each country and each quarter. We decided

to use an overall measure of the macroprudential policy stance because each instrument may

impact the credit supply and they may complement each other. Furthermore, even though the

ESRB provides an indicative list of macroprudential instruments for mitigating and preventing

excessive credit growth and leverage, it also recognises that other tools in the toolkit may be used

if they are efficient and effective at addressing credit procyclicality (ESRB/2013/1). The choice

of instruments depends largely on the structure and characteristics of the financial system, but

also on the lending practices of the banks. It is clear for instance that in countries where real

estate serves as collateral and determines the ability of households to borrow, a loan-to-value

ratio is more effective than a debt service-to-income ratio at containing housing credit growth.

Our aim in this paper is different to that of the existing studies on this issue that consider each

instrument individually and obtain relatively mixed results, as we want to gain an overall view

of the effects of macroprudential policy on the procyclicality of credit. The stance corresponds

to the difference between the number of tightening actions and the number of loosening actions.

A positive difference then corresponds to a net tightening over a given quarter, while a negative

difference corresponds to a net loosening.

Our second step aims to get a better view of how macroprudential policies evolve, and

for this we sum the differences obtained for each quarter over a three-year rolling window.

This approach allows us to capture the overall macroprudential environment, and also to take

account of the sluggish transmission of macroprudential policy actions to the financial variables

suggested by a number of empirical studies. Finally, we compare this overall measure of the

macroprudential stance with the position in the business cycle, which is captured by the output

gap.4 The justification for gauging the countercyclical character of macroprudential policies from

the output gap is that the business cycle is a leading indicator of financial cycles. The financial

accelerator mechanism shows indeed that the tightness of financial constraints and the access

to credit of firms and households varies over the state of the real economy. It may consequently

be expected that the macroprudential authorities would conduct a pre-emptive and pro-active

policy by taking measures that suit the position of the business cycle before signs of financial

imbalances emerge.

As detailed in Table 1, we distinguish four cases. A macroprudential policy is considered

4As explained below, the output gap is computed using the Hamilton filter (Hamilton, 2018).
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to be countercyclical for a given country in two of these cases. The first is when the output

gap at time t is positive and is preceded by a tightening of the macroprudential stance over the

previous three years, and the second is when the output gap at time t is negative and is preceded

by a loosening of the macroprudential stance over the previous three years. The other two cases

indicate a procyclical macroprudential environment.

Table 1: Countercyclical vs. procyclical macroprudential policy

Output gap
Positive Negative

M
aP Net tightening Countercyclical MaP Procyclical MaP

Net loosening Procyclical MaP Countercyclical MaP

To obtain a macroprudential index that captures the countercyclical pattern of the policy on

a common scale, which is an index where a positive value indicates a countercyclical macropru-

dential policy and a negative value a procyclical one, we multiply the index that was previously

obtained by −1 when the output gap is negative. A positive and increasing value of the index

then means there is greater countercyclicality in the conduct of macroprudential policy, while

a negative and decreasing value of the index indicates there is greater procyclicality. An index

equal to 0 can correspond to the two cases of no change in any instruments, or the same number

of tightening and loosening actions over the period considered. More details about the index

are provided in Figure A1, Figure A2 and Table A2 in the Appendix.

In this way, we measure the degree of countercyclicality of the macroprudential policies.

To the best of our knowledge, this is the first measure in the existing empirical literature that

explicitly gauges whether macroprudential policies are conducted in a countercyclical fashion.

As detailed in the next section, we use this measure to assess empirically the link between

macroprudential policy and credit procyclicality.

4 Econometric methodology

The main objective of our empirical analysis is to assess whether the macroprudential policy

stance is effective at containing credit procyclicality. From the macroprudential supervisor’s

point of view, the behaviour of the banking sector in terms of credit supply is made procyclical

by changes in risk-taking and leverage over the business cycle. This is because financial in-

termediaries tend to set procyclical credit standards, leading to relaxed lending policies during

upturns and restrictive lending policies during downturns. In addition, excessive risk-taking by

banks during economic booms is expected to increase the amount of non-performing loans signif-

icantly during economic slowdowns, amplifying the impact of a downturn on the contraction of

the credit supply (Jiménez and Saurina, 2006). A positive relationship is then expected between

the business cycle and the credit cycle.

Consequently, a formal way to assess the degree of credit procyclicality is to gauge the

response of credit to a real activity shock. Capturing the intensity of such a response naturally

calls for the well-known vector autoregressive (VAR) framework, which is also recognised as one
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of the most successful and flexible models for describing the dynamic behaviour of economic and

financial series. To the best of our knowledge, the first empirical paper to use a VAR model to

assess the degree of procyclicality is Bouvatier et al. (2012), which defines credit procyclicality

as the orthogonalised impulse response function of the credit cycle to a business cycle shock.

Taking the definition of credit procyclicality proposed by Bouvatier et al. (2012), we formally

assess in this paper whether cross-country heterogeneity in credit procyclicality is conditional

on the macroprudential policy stance. We do this using the interacted panel VAR (IPVAR)

framework recently developed by Towbin and Weber (2013). Unlike a traditional panel VAR

approach, the IPVAR allows the response coefficients to be functions of the cross-time-varying

macroprudential policy stance.

In line with Leroy and Lucotte (2019), the IPVAR model that we consider is parsimonious

and comprises four quarterly macroeconomic variables, namely the consumer price index (CPI),

the real gross domestic product (GDP ), the real outstanding amount of credit (credit), and the

policy interest rate (pr). Following De Schryder and Opitz (2021), we consider four alterna-

tive credit series, which are bank credit to the private non-financial sector, total credit to the

private non-financial sector, total credit to households, and total credit to non-financial cor-

porations. Bank credit covers credit extended by domestic banks to the private non-financial

sector, while total credit to the private non-financial sector comprises financing from all sources,

including domestic banks, other domestic financial corporations, non-financial corporations and

non-residents. Total credit to the private non-financial sector is broken down into credit to

households, including non-profit institutions serving households, and credit to non-financial cor-

porations. This last credit series then includes not only loans from the banking sector, but

also debt securities such as bonds and short-term papers. Given that macroprudential policies

are expected to impact the domestic banking sector above all, our main variables of interest

are consequently bank credit to the private non-financial sector, and total credit to households.

The credit series are taken from the Bank for International Settlements (BIS), while due to

data availability, the other macroeconomic series are taken from the BIS, the Organisation for

Economic Co-operation and Development (OECD), and Refinitiv Eikon.

All the series except for the policy rate are first seasonally adjusted using the X-12-ARIMA

US Census Bureau seasonal adjustment methodology. Furthermore, since we are interested in

the cyclical behaviour of the economy, we remove the trend and isolate the cyclical component

of the CPI, GDP and credit series by considering the percentage gap between the observed

values and the trend values. The trend is obtained using the recent regression filter proposed

by Hamilton (2018). The Hamilton filter addresses the main drawbacks of the widely used HP

filter (Hodrick and Prescott, 1997), especially the end-of-sample bias and the phenomenon of

spurious cycles.5 Using the detrended series also ensures that the variables are stationary.

5However, De Schryder and Opitz (2021) argue that the HP filter and the Hamilton filter give qualitatively
similar results for the credit-to-GDP gap.
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Formally, the structural form of the IPVAR that we estimate is given by:
1 0 0 0

α21
0,i,t 1 0 0

α31
0,i,t α32

0,i,t 1 0

α41
0,i,t α42

0,i,t α43
0,i,t 1




CPIi,t

GDPi,t

crediti,t

pri,t

 =
L∑
l=1


α11
l,i,t α12

l,i,t α13
l,i,t α14

l,i,t

α21
l,i,t α22

l,i,t α23
l,i,t α24

l,i,t

α31
l,i,t α32

l,i,t α33
l,i,t α34

l,i,t

α41
l,i,t α42

l,i,t α43
l,i,t α44

l,i,t




CPIi,t−l

GDPi,t−l

crediti,t−l

pri,t−l



+


δ11δ12

δ11δ12

δ11δ12

δ11δ12


(

Ii

MaPi,t−k

)
+ εi,t (1)

where CPIi,t, GDPi,t, crediti,t and pri,t correspond to the inflation gap, the output gap, the

credit gap and the policy rate respectively. The sub-index i refers to countries, while the sub-

index t refers to quarters. L is the number of lags. Based on the Akaike information criterion,

we consider two lags. εi,t is a vector of uncorrelated iid shocks. Ii is a set of country fixed effects

that captures time-invariant cross-country heterogeneity, particularly the characteristics of the

banking sector such as the level of bank competition. As shown by Leroy and Lucotte (2019),

Cuestas et al. (2022) and Olszak and Kowalska (2022), banking competition is an important

driver of credit procyclicality. Finally, MaPi,t−k is an exogenous variable corresponding to our

macroprudential countercyclical index in country i at time t− k.

More importantly, the MaP variable also intervenes in the model as a conditional variable.

As a cross-time-varying measure of the macroprudential policy stance, it lets us capture whether

the degree of credit procyclicality, defined as the response of the credit cycle to a business cycle

shock, depends on the prudential supervision stance. The structural parameters αl,i,t distinguish

a traditional panel VAR model from our framework and have the following form:

αl,i,t = βl + ηl MaPi,t−k (2)

where βl is a vector that corresponds to the traditional panel VAR coefficients, and ηl is a

vector of coefficients specific to the IPVAR framework, as it depends on the conditional variable

MaP . This means that the structural parameters αl,i,t are allowed to vary across countries

and over time according to the macroprudential policy stance. Consequently the left-hand side

variables are regressed not only on the endogenous variables at various lags, but also on the

endogenous variables interacted with the variable that captures the macroprudential policy. In

other words, we assume that all the autoregressive parameters of the VAR system are dependent

on macroprudential policy. Furthermore, to reduce a potential endogeneity issue, the lag order

of the MaP variable is k = L+ 1, so it is three lags in our case.6

The IPVAR model is estimated using ordinary least squares (OLS). As the error terms

6As argued by De Schryder and Opitz (2021), the potential endogeneity of macroprudential policy actions is
an important issue. However, the narrative approach proposed by De Schryder and Opitz (2021), which excludes
pre-announced macroprudential policy decisions, is not suitable in our case, as it would reduce considerably the
number of macroprudential policy actions in our database, and then would not reflect the overall macroprudential
framework.
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are uncorrelated by construction, we can estimate the IPVAR model equation by equation

in an efficient way. To obtain the impulse response functions (IRFs), we apply a recursive

identification scheme via a Cholesky decomposition with the following ordering of variables:

CPI, GDP , credit and pr. The ordering of inflation and GDP as the first block and the

financial variables as the second block is fairly standard in the macroeconomic literature using

VAR models, as it implies that the financial variables may respond contemporaneously to real

shocks. The consensus in the academic literature about the ordering of the financial variables in

the second block is less clear though. In our baseline model we follow Assenmacher-Wesche and

Gerlach (2008) and Bouvatier et al. (2012) in assuming that the monetary policy transmission

is sluggish, and we put the credit cycle before the policy rate. This means that the credit cycle

reacts with a lag to the short-term interest rate, and that the contemporaneous impact on credit

is then restricted to zero.

VAR-based impulse responses are symmetric by construction. This means that the responses

to positive and negative shocks are mirror images of each other. In our case, as explained above,

this justifies the measure of countercyclical macroprudential policy that we consider in this paper.

As one of the main objectives of macroprudential policy is to mitigate credit procyclicality, the

appropriate direction for macroprudential policy actions is expected to be different depending

on the nature of the shock, since tightening actions are expected during a boom period, while

loosening actions are expected during a bust period.

The estimation of the IPVAR model is used to assess whether the size of the response of

credit to a GDP cycle shock depends on the degree of countercyclicality of the macroprudential

policy. One advantage of the IPVAR model is that we can test whether the impulse response

functions obtained for different levels of the MaP variable are statistically different. As is usual

in the empirical literature using the IPVAR framework, we consider the first and fourth quintiles

of the sample distribution of the MaP variable. The fourth quintile corresponds to a high degree

of macroprudential policy countercyclicality, while the first quintile tends to reflect procyclical

behaviour by the macroprudential authority. We then expect the response of credit to a GDP

cycle shock to be lower in the fourth quintile of the distribution than in the first quintile, which

can be confirmed by calculating the difference between the two impulse response functions.

5 Empirical results

In this section, we present and discuss the results obtained from the IPVAR model. Before

reporting the econometric results though, we present some preliminary descriptive statistics.

The descriptive statistics and econometric results are based on a sample of 42 OECD and non-

OECD economies over the period 1990Q1-2019Q4. The composition of the sample is based on

the availability of the credit series from the BIS. The list of countries and the time span are

shown in Table A1 in the Appendix.
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5.1 Preliminary descriptive statistics

This sub-section has two aims. The first is to give some stylised facts about the procyclicality of

credit in our sample of countries, and the second is to give some preliminary evidence about the

link between our macroprudential countercyclicality index and the degree of credit procyclicality.

We start our empirical investigation by assessing the existence and the evolution of credit

procyclicality in our sample. As we consider credit procyclicality as the evolution of credit fol-

lowing a change in the business cycle, our main variables of interest are the credit gap and the

output gap. Table 2 reports the pairwise correlation between the credit gap and the output

gap by considering the four credit series detailed above, and four different lag structures for the

output gap, which are 1 lag, 2 lags, 3 lags and 4 lags. As expected, the correlation between the

credit cycle and the business cycle appears positive and statistically significant at the conven-

tional level for each credit variable and lag structure considered, confirming that the two cycles

are closely linked, even if the correlation seems more pronounced for non-OECD countries.

Table 2: Pairwise correlation between the business cycle and the credit cycle

Full sample

No. of lags for the output gap
Credit gap variables considered: 1 lag 2 lags 3 lags 4 lags

Bank credit to the private non-financial sector 0.2955* 0.2865* 0.2740* 0.2609*
Total credit to the private non-financial sector 0.2538* 0.2604* 0.2608* 0.2573*
Total credit to households 0.2440* 0.2326* 0.2173* 0.2020*
Total credit to non-financial corporations 0.2560* 0.2670* 0.2672* 0.2609*

OECD countries

1 lag 2 lags 3 lags 4 lags

Bank credit to the private non-financial sector 0.2385* 0.2336* 0.2353* 0.2358*
Total credit to the private non-financial sector 0.1981* 0.2084* 0.2151* 0.2200*
Total credit to households 0.1715* 0.1624* 0.1566* 0.1516*
Total credit to non-financial corporations 0.1955* 0.2176* 0.2347* 0.2444*

Non-OECD countries

1 lag 2 lags 3 lags 4 lags

Bank credit to the private non-financial sector 0.4332* 0.4137* 0.3683* 0.3243*
Total credit to the private non-financial sector 0.4031* 0.3995* 0.3841* 0.3602*
Total credit to households 0.4562* 0.4373* 0.3946* 0.3501*
Total credit to non-financial corporations 0.4453* 0.4240* 0.3750* 0.3225*

Source: Authors’ calculations. Note: For each credit series considered, the correlation between the output gap
and the credit gap is calculated by considering four different lag structures for the output gap: 1 lag, 2 lags, 3
lags and 4 lags. An asterisk indicates that the correlation is statistically significant at the 5% level.

In Figure 1, we complete the analysis and compute from the total sample the dynamic

correlation between the credit gap and the output gap by considering a five-year rolling window.

As before, we consider alternative credit series and four different lag structures for the output

gap. We can see that the correlation for the whole period between the two series appears
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generally positive, confirming the previous findings reported in Table 2. Of particular note is

that the correlation is relatively high in OECD and non-OECD countries over the decade before

the subprime crisis, but it tends to decrease in the aftermath of the global financial crisis and at

the end of the period considered. The greater procyclicality observed before the subprime crisis

could be explained by the large increases in property and share prices, which affected demand

and supply for credit and then led to strong growth in credit in the economies considered in our

sample.

Figure 1: Dynamic correlation between the business cycle and the credit cycle

Source: Authors’ calculations. Note: The dynamic correlation between the business cycle and the credit cycle is
calculated by considering a five-year rolling window on the whole sample. Panel (A) refers to bank credit to the
private non-financial sector, panel (B) to total credit to the private non-financial sector, panel (C) to total credit
to households, and panel (D) to total credit to non-financial corporations. For each credit series considered, the
correlation between the output gap and the credit gap is calculated by considering four different lag structures
for the output gap: 1 lag, 2 lags, 3 lags and 4 lags.

In line with the main objective of our paper, we now analyse the link between the macro-

prudential countercyclicality index that we propose and credit procyclicality. To this end, we

first calculate the pairwise correlation between our macroprudential index and a proxy for credit

procyclicality, and this corresponds to a country by country correlation between the output gap

and the alternative credit series considered over a five-year rolling window. As we can see in Ta-

ble 3, all the correlation coefficients are negative and statistically significant for the full sample

and for the sub-sample of OECD countries. For the sub-sample of non-OECD countries, all the

correlation coefficients have the expected sign, but they are not always statistically significant.

This is the first piece of preliminary empirical evidence that a macroprudential policy conducted

in a countercyclical fashion is effective at reducing the degree of credit procyclicality.
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Table 3: Pairwise correlation between the macroprudential index and credit procyclicality

Full sample

No. of lags for the output gap
Credit gap variables considered: 1 lag 2 lags 3 lags 4 lags

Bank credit to the private non-financial sector -0.0735* -0.0873* -0.0945* -0.0900*
Total credit to the private non-financial sector -0.0716* -0.0912* -0.1066* -0.1073*
Total credit to households -0.0901* -0.0982* -0.1010* -0.0972*
Total credit to non-financial corporations -0.0743* -0.0933* -0.0980* -0.1003*

OECD countries

1 lag 2 lags 3 lags 4 lags

Bank credit to the private non-financial sector -0.1094* -0.1187* -0.1185* -0.1057*
Total credit to the private non-financial sector -0.1163* -0.1296* -0.1316* -0.1186*
Total credit to households -0.1242* -0.1242* -0.1167* -0.0994*
Total credit to non-financial corporations -0.1150* -0.1324* -0.1341* -0.1259*

Non-OECD countries

1 lag 2 lags 3 lags 4 lags

Bank credit to the private non-financial sector -0.0538 -0.0702 -0.0871* -0.0821*
Total credit to the private non-financial sector -0.0461 -0.0771* -0.1209* -0.1209*
Total credit to households -0.1279* -0.1483* -0.1566* -0.1558*
Total credit to non-financial corporations -0.0794 -0.0848 -0.0755 -0.0847

Source: Authors’ calculations. Note: Credit procyclicality corresponds to the pairwise correlation between the
output gap and the alternative credit gap variables computing country by country over a five-year rolling window.
For each credit series considered, the correlation between the output gap and the credit gap is calculated by
considering four different lag structures for the output gap: 1 lag, 2 lags, 3 lags and 4 lags. An asterisk indicates
that the correlation is statistically significant at the 5% level.

This initial evidence for a link between macroprudential policy countercyclicality and credit

procyclicality is confirmed in Figure 2, in which we split the sample into two groups, namely

the periods when there is a countercyclical macroprudential stance, and those characterised by

a procyclical stance.7 Both the median and the mean of the correlation coefficients between

the credit gap and the output gap are lower for the countercyclical sub-sample than for the

procyclical sub-sample. These preliminary findings are confirmed in the next sub-section, where

we give the results obtained with the IPVAR model presented above.

7Figure A3 and Figure A4 in the Appendix report the descriptive statistics for the sub-samples of OECD
countries and non-OECD countries respectively.
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Figure 2: Degree of credit procyclicality: Procyclical vs. countercyclical macroprudential policy

Source: Authors’ calculations. Note: The figure represents the median and the mean of the correlation between
the business cycle and the credit cycle according to the stance of the macroprudential policy as procyclical or
countercyclical. A macroprudential policy is considered to be procyclical if the macroprudential index is negative
over a five-year rolling window, and countercyclical if the index is positive. Each row refers to an alternative
credit gap variable. The correlation between the output gap and the credit gap is calculated by considering four
different lag structures for the output gap: 1 lag, 2 lags, 3 lags and 4 lags.

5.2 IPVAR results

In this sub-section we present and discuss the results obtained by estimating Equation (1). As

explained above, the main objective of the IPVAR model that we consider in our paper is to

assess whether the orthogonalised responses of credit to a GDP cycle shock are statistically

different according to the degree of macroprudential policy countercyclicality. To this end, we

focus on the 80th percentile and the 20th percentile of the MaP index.

Figure 3 reports the impulse response functions (IRFs) that we obtain for the alternative

credit variables considered. These IRFs represent the response of the credit cycle to an exogenous

deviation of GDP from its trend by one percentage point. The charts on the left display the

IRFs obtained when we set the MaP index at the 80th percentile of its sample distribution,

and so they illustrate the response of the credit cycle to a real activity shock for the highest

level of countercyclicality in macroprudential policy. The charts in the centre show the IRFs

evaluated at the 20th percentile of the MaP index, which corresponds in our case to a procyclical
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macroprudential policy (see Table A2 in the Appendix for more details). In both cases, the solid

line corresponds to the average impulse response, while the coloured band is the 95% confidence

interval computed by a bootstrap with 1,000 draws. The lower bound of the band corresponds

to the 2.5th percentile and the upper bound to the 97.5th percentile of the 1,000 bootstrapped

impulse responses. Finally, the charts on the right report the difference between the two IRFs

at the 80th and 20th percentiles of the MaP index, with a 95% confidence interval. These charts

allow us to assess whether the difference between the two IRFs is statistically significant, and

then to evaluate how effective a countercyclical macroprudential policy is at containing credit

procyclicality.

Figure 3: Impulse response functions of credit to a GDP shock: Baseline estimates

(a) Bank credit to the private non-financial sector

(b) Total credit to the private non-financial sector

(c) Total credit to households

(d) Total credit to non-financial corporations

Note: The figure shows the impulse response functions of the credit gap to a shock of one percentage point to
the output gap evaluated (from left to right) at the 80th and 20th percentiles of the sample distribution of the
MaP index. The charts on the right represent the differences between the two. The coloured bands represent the
95% confidence bands generated by bootstrapping (1,000 draws).
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Regardless of the orientation of the macroprudential policy, the credit cycle responds posi-

tively to an output gap shock. However, the intensity of the response seems to be lower for the

IRFs evaluated at the 80th percentile of the MaP index, namely the periods characterised by

a countercyclical macroprudential policy, than for those evaluated at the 20th percentile. The

charts on the right show that the negative difference between the two IRFs is relatively pro-

nounced and statistically significant when we consider bank credit to the private non-financial

sector and total credit to households as endogenous variables. For the other two credit variables,

the difference is significant but less pronounced for total credit to the private non-financial sector,

but it appears not to be statistically significant for total credit to non-financial corporations.

A simple explanation for these results can be that national macroprudential policies essen-

tially impact the behaviour of the domestic banking sector and its credit policy. Consequently,

it is not surprising that bank credit to the private non-financial sector and total credit to house-

holds are more sensitive to the macroprudential policy orientation, as they only cover bank

loans. The other two credit series by contrast cover more financial instruments, as they also

include debt securities such as bonds and short-term papers.

Overall, our empirical results confirm that the degree of credit procyclicality in our sample

of countries is significantly driven by the conduct of macroprudential policy, as they indicate

that countercyclical macroprudential policies are effective at curbing the credit cycle.

6 Robustness checks

To enhance the credibility and plausibility of our earlier empirical findings, we check the robust-

ness of our baseline results in six ways.

Alternative percentiles for the interactive variable. In the baseline estimates, we assess whether

the degree of countercyclicality of the macroprudential policies explains the heterogeneity in the

credit procyclicality. To this end, we set the MaP index to be at the 80th percentile and the

20th percentile of its sample distribution. We go a step further and generate the average impulse

responses of the credit cycle to an output gap shock by considering alternative percentiles of the

sample distribution of the MaP index. More precisely, we compare the IRFs obtained for the 90th,

80th, 70th, 30th, 20th and 10th percentiles. The IRFs obtained with these different percentiles are

reported in Figure 4 for each credit series.8 As expected, they clearly indicate that the response

of the credit cycle to a business cycle shock tends to decrease when the countercyclical MaP

index increases. This confirms that credit is less procyclical when the macroprudential policy is

conducted in a countercyclical way.

8Figure A5 in the Appendix displays the difference between the impulse response functions of the credit gap
to a shock of one percentage point to the output gap evaluated at the 90th and 10th percentiles of the sample
distribution of the MaP index, and at the 70th and 30th percentiles.
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Figure 4: Impulse response functions of credit to a GDP shock: Different percentiles of the MaP
index

Note: The figure shows the impulse response functions of the credit gap to a shock of one percentage point to
the output gap evaluated at different percentiles of the sample distribution of the MaP index.

Alternative rolling windows for computing the countercyclical MaP index. In the baseline estimates,

the countercyclical macroprudential index used as an interactive variable in the IPVAR model is

computed over a three-year rolling window. We check the sensitivity of our results by considering

two alternative lengths for the rolling window, using two years and five years. The results that

we obtain are reported in Figure 5 for the two-year rolling window and in Figure 6 for the

five-year rolling window, and they confirm our previous findings. We still find that credit is less

procyclical when the macroprudential policy stance is countercyclical.
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Figure 5: Impulse response functions of credit to a GDP shock: two-year rolling window

(a) Bank credit to the private non-financial sector

(b) Total credit to the private non-financial sector

(c) Total credit to households

(d) Total credit to non-financial corporations

Note: The figure shows the impulse response functions of the credit gap to a shock of one percentage point to
the output gap evaluated (from left to right) at the 80th and 20th percentiles of the sample distribution of the
MaP index. The charts on the right represent the differences between the two. The coloured bands represent the
95% confidence bands generated by bootstrapping (1,000 draws).

20



Figure 6: Impulse response functions of credit to a GDP shock: five-year rolling window

(a) Bank credit to the private non-financial sector

(b) Total credit to the private non-financial sector

(c) Total credit to households

(d) Total credit to non-financial corporations

Note: The figure shows the impulse response functions of the credit gap to a shock of one percentage point to
the output gap evaluated (from left to right) at the 80th and 20th percentiles of the sample distribution of the
MaP index. The charts on the right represent the differences between the two. The coloured bands represent the
95% confidence bands generated by bootstrapping (1,000 draws).

Weighted countercyclical MaP index. In line with the previous robustness check, we consider

another alternative method for computing the MaP index. This index, computed on a three-

year rolling window, assigns a higher weight to the most recent macroprudential policy actions.

The weighting scheme that we use is: wl = 1− l
L+1 with l = 0, 1, 2, ..., L, where l is the lag order

of a given observation and L is the total number of lags contained in the rolling window. Since

we consider a three-year rolling window, L is equal to 11 in our case. The weight wl assigned to

a given observation then decreases with the lag order l of this observation. In this way we take

account of the behaviour and the credit policy of the banking sector being essentially influenced

by the recent evolution of the prudential framework. Figure 7 displays the IRFs obtained when

we use this alternative MaP index, and it confirms our previous results.
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Figure 7: Impulse response functions of credit to a GDP shock: Weighted MaP index

(a) Bank credit to the private non-financial sector

(b) Total credit to the private non-financial sector

(c) Total credit to households

(d) Total credit to non-financial corporations

Note: The figure shows the impulse response functions of the credit gap to a shock of one percentage point to
the output gap evaluated (from left to right) at the 80th and 20th percentiles of the sample distribution of the
weighted MaP index. The charts on the right represent the differences between the two. The coloured bands
represent the 95% confidence bands generated by bootstrapping (1,000 draws).

Alternative countercyclical MaP index. Boom-bust cycles in real estate markets have been major

drivers of financial instability over the past decades, which explains why a number of macropru-

dential instruments have been designed to lean against the housing cycle. However, McDonald

(2015) and Cerutti et al. (2017a) posit that the effectiveness of macroprudential policies depends

on where in the housing cycle they are implemented. In line with this, we compute an alterna-

tive countercyclical MaP index based on the real estate cycle instead of the business cycle. A

macroprudential policy in a given country is then considered to be countercyclical if we observe

it being tightened during a housing boom or loosened during a housing bust. Like with the

output gap, we use the Hamilton filter to de-trend the real property prices taken from the BIS.
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Due to data availability, we only consider the prices of residential property.9 The results that we

obtain are displayed in Figure 8. They are consistent with the baseline results as they show that

countercyclical macroprudential policies are more effective than procyclical policies at taming

the procyclicality of credit.

Figure 8: Impulse response functions of credit to a GDP shock: Alternative MaP index based
on the housing cycle

(a) Bank credit to the private non-financial sector

(b) Total credit to the private non-financial sector

(c) Total credit to households

(d) Total credit to non-financial corporations

Note: The figure shows the impulse response functions of the credit gap to a shock of one percentage point to
the output gap evaluated (from left to right) at the 80th and 20th percentiles of the sample distribution of the
weighted MaP index. The charts on the right represent the differences between the two. The coloured bands
represent the 95% confidence bands generated by bootstrapping (1,000 draws).

Alternative method of filtering. Following De Schryder and Opitz (2021), we check whether

our baseline results are robust when we use the well-known Hodrick-Prescott filter (Hodrick and

Prescott, 1997) to remove the trend from the series. In line with the recommendations of the BIS

9Please note that the data are not available for Argentina for the whole period.
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for computing the credit-to-GDP gap (Drehmann and Tsatsaronis, 2014), the trend component

for the de-trended variables in our IPVAR model is obtained by applying the one-sided HP-filter.

The smoothing parameter used for the GDP and CPI series is equal to 1,600 while, following the

original work of Borio and Lowe (2002), the parameter is set to 400,000 for the alternative credit

series. This decision to use a larger smoothing parameter was taken following the observation

that credit cycles are on average four times longer than standard business cycles. The results

that we obtain confirm our baseline estimates. To save space, these results are not reported but

are available upon request.

Figure 9: Impulse response functions of credit to a GDP shock: OECD countries sub-sample

(a) Bank credit to the private non-financial sector

(b) Total credit to the private non-financial sector

(c) Total credit to households

(d) Total credit to non-financial corporations

Note: The figure shows the impulse response functions of the credit gap to a shock of one percentage point to
the output gap evaluated (from left to right) at the 80th and 20th percentiles of the sample distribution of the
MaP index. The charts on the right represent the differences between the two. The coloured bands represent the
95% confidence bands generated by bootstrapping (1,000 draws).
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OECD countries sub-sample. Finally, we check the sensitivity of our baseline IPVAR results

when we focus on the sub-sample of OECD countries. As indicated in Table A1 in the Appendix,

this sub-sample contains 31 countries. Unlike with the preliminary descriptive statistics, we do

not re-estimate the IPVAR model for the sub-sample of non-OECD countries as the number

of economies in this category is too small. The IRFs obtained for the sub-sample of OECD

countries are displayed in Figure 9. The figure shows that the differences between the IRFs are

negative and statistically significant for all the credit series considered.

7 Conclusion

The procyclical behaviour of the banking industry is an important source of systemic risk and

so it is at the heart of macroprudential policy concerns. There is still active debate among

academics, practitioners and policy makers about how macroprudential policies affect the pro-

cyclicality of credit, and it remains an open question. This issue has indeed been largely ignored

in the existing empirical literature.

With this background, our paper uses an appropriate econometric framework to fill this gap

in the literature by empirically assessing for a large sample of OECD and non-OECD countries

over the period 1990Q1-2019Q4 whether macroprudential policies are effective at alleviating

credit procyclicality. It investigates whether this effectiveness depends on how macroprudential

policy is conducted over the business cycle. To the best of our knowledge, it is the first empirical

academic study to address this issue formally.

Our empirical findings are based on an IPVAR model and confirm that the way macropru-

dential policy is conducted is a key driver of how effective such policies are at mitigating and

containing the procyclicality of credit. They show that the intensity of the response of the credit

cycle to a business cycle shock decreases significantly as the degree of countercyclicality of the

macroprudential policy increases. Our results are confirmed by a battery of robustness checks.

Our analysis reinforces the idea that a discretionary macroprudential policy has to be coun-

tercyclical to be fully effective. Moving macroprudential instruments in the right direction at

the right time is of course easier said than done, and it is more an art than a science. The

forward-looking nature of such a policy means that projections and leading indicators play a

very important role in identifying the build-up of risk in the financial system and the underlying

financial imbalances and vulnerabilities. This explains why the Basel Committee on Banking

Supervision recommends that macroprudential authorities conduct their policy and calibrate

the prudential tools by considering a large number of macroeconomic and financial indicators.

In practice, Danielsson et al. (2016) argue that macroprudential policies can move in the

wrong direction for several reasons, resulting in perversely exacerbating boom-and-bust cycles.

Danielsson et al. (2016) specifically highlight that one important difficulty faced by macropru-

dential authorities is accurately measuring and monitoring financial risks, especially systemic

risk. This difficulty is amplified by the typical negative correlation between the contemporane-

ous risk and the underlying latent risk. In other words, the contemporaneous risk is usually low

during economic upturns, leading to a potential misperception of the latent risk. This perceived
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low-risk environment can also encourage banks to take further risks. According to Danielsson

et al. (2016), this could explain why macroprudential authorities may react with a lag and do

not implement corrective policies quickly enough to prevent financial stability deteriorating.

One important factor that could explain the lag in the reaction of the macroprudential au-

thorities and the conduct of procyclical policies is the political factor. Two very recent empirical

studies, (Müller, 2019, Sever and Yücel, 2022), have shown that macroprudential policies are

more likely to be less stringent before elections. As argued by Müller (2019), this electoral cycle

in the conduct of macroprudential policies could be explained by political interference and by

politicians not wanting to cut voters off from mortgages. This behaviour, known as the “inaction

bias” (Knot, 2014), is expected to be more pronounced during economic upturns, and even more

so when the macroprudential policy is conducted by the government or by a council chaired by

the government. Consequently, one interesting extension of our paper could be to analyse empir-

ically whether the institutional architecture and the governance framework of macroprudential

policies constitute a significant determinant of the degree of countercyclicality of such policies,

and so explain a part of the story of credit procyclicality. We leave the investigation of this issue

for further research.
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Appendix

Table A1: Sample of countries and time span

Country Time span Country Time span

Argentina 1995Q3 - 2019Q4 Italy* 1990Q1 - 2019Q4
Australia* 1990Q1 - 2019Q4 Japan* 1996Q3 - 2019Q4
Austria* 1990Q3 - 2019Q4 Korea* 1999Q2 - 2019Q4
Belgium* 1997Q3- 2019Q4 Luxembourg* 2005Q3 - 2019Q4
Brazil 1998Q3 - 2019Q4 Malaysia 2007Q3 - 2019Q4
Canada* 1990Q1 - 2019Q4 Mexico* 1998Q4 - 2019Q4
Chile* 2005Q3 - 2019Q4 Netherlands* 1990Q3 - 2019Q4
China 1997Q3 - 2019Q4 New Zealand* 1990Q3 - 2019Q4
Colombia* 2007Q3 - 2019Q4 Norway* 1990Q1 - 2019Q4
Czech Republic* 1998Q3 - 2019Q4 Poland* 1997Q3 - 2019Q4
Denmark* 1997Q3 - 2019Q4 Portugal* 1997Q3 - 2019Q4
Finland* 1992Q3 - 2019Q4 Russia 2005Q3 - 2019Q4
France* 1990Q1 - 2019Q4 Singapore 1990Q1 - 2019Q4
Germany* 1993Q3 - 2019Q4 South Africa 1990Q1 - 2019Q4
Greece* 1997Q3 - 2019Q4 Spain* 1997Q3 - 2019Q4
Hong Kong SAR 1998Q3 - 2019Q4 Sweden* 1990Q1 - 2019Q4
Hungary* 1997Q3 - 2019Q4 Switzerland* 1990Q1 - 2019Q4
India 2013Q4 - 2019Q4 Thailand 1999Q2 - 2019Q4
Indonesia 2005Q2 - 2019Q4 Turkey* 2002Q1 - 2019Q4
Ireland* 1999Q3 - 2019Q4 United Kingdom* 1990Q1 - 2019Q4
Israel* 1997Q3 - 2019Q4 United States* 1990Q1 - 2019Q4

Note: The time span reported in the table for each country corresponds to the available observations in the
baseline estimate when we consider the bank credit to the private non-financial sector as an endogenous variable.
* indicates an OECD country member.

Table A2: MaP index: Descriptive statistics

No. obs. Mean Median Min. Max. Std. Dev.
3,615 1.0949 0 -23 24 4.2867

Percentiles

10% 20% 30% 70% 80% 90%
-2 -1 0 1 3 7

Source: Authors’ calculations. Note: The sample consists of 42 countries over the period 1990Q1-2019Q4 (see
Table A1 in the Appendix for more details).
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Figure A1: Share of procyclical vs. countercyclical MaP observations

Source: Authors’ calculations. Note: No action corresponds to no change in any instrument or to the same
number of tightening and loosening actions over a three-year rolling window. The sample consists of 42 countries
over the period 1990Q1-2019Q4 (see Table A1 in the Appendix for more details).

Figure A2: Distribution of the MaP index

Source: Authors’ calculations. Note: Negative values indicate a procyclical orientation of macroprudential
policies, while positive ones indicate a countercyclical orientation. The sample consists of 42 countries over the
period 1990Q1-2019Q4 (see Table A1 in the Appendix for more details).
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Figure A3: Degree of credit procyclicality in OECD countries: Procyclical vs. countercyclical
macroprudential policy

Source: Authors’ calculations. Note: The figure represents the median and the mean of the correlation between
the business cycle and the credit cycle according to the stance of the macroprudential policy as either procyclical or
countercyclical. A macroprudential policy is considered to be procyclical if the macroprudential index is negative
over a five-year rolling window, and countercyclical if the index is positive. Each row refers to an alternative
credit gap variable. The correlation between the output gap and the credit gap is calculated by considering four
different lag structures for the output gap: 1 lag, 2 lags, 3 lags and 4 lags.
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Figure A4: Degree of credit procyclicality in non-OECD countries: Procyclical vs. countercycli-
cal macroprudential policy

Source: Authors’ calculations. Note: The figure represents the median and the mean of the correlation between
the business cycle and the credit cycle according to the stance of the macroprudential policy as either procyclical or
countercyclical. A macroprudential policy is considered to be procyclical if the macroprudential index is negative
over a five-year rolling window, and countercyclical if the index is positive. Each row refers to an alternative
credit gap variable. The correlation between the output gap and the credit gap is calculated by considering four
different lag structures for the output gap: 1 lag, 2 lags, 3 lags and 4 lags.
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Figure A5: Differences of IRFs for alternative percentiles

Note: The figure shows the difference between the impulse response functions of the credit gap to a shock of one
percentage point to the output gap evaluated at the 90th and 10th percentiles of the sample distribution of the
MaP index (blue line), and at the 70th and 30th percentiles of the sample distribution of the MaP index (red
line). The dotted lines represent the 95% confidence bands generated by bootstrapping (1,000 draws).
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